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ABSTRACT

Spatial modulation (SM) is a novel space-domain index modulation (IM) technique for MIMO

communication. SM employs a new spatial dimension in addition to conventional MIMO

techniques. In SM, the index of the transmit antenna convey extra information, which

improves the spectral efficiency (SE) of the system without expanding the bandwidth of

the system. A single radio frequency (RF) chain is considered for the data transmission

and only one antenna is active at every symbol period, which leads to reduce the hardware

complexity and cost of the system. However, there are two limitations in SM, the generalized

SM (GSM) and multiple active SM (MA-SM) techniques were developed to enhance the SE

by relaxing the limitations of SM. In GSM, the copy of the data symbols are transmitted on

different antennas whereas in MA-SM, the different data symbols are transmitted on different

antennas. A variant of SM is called quadrature SM (QSM), it improves the SE of SM by

expanding spatial points on in-phase and quadrature components. QSM retains almost all

the advantages of the SM. A generalized QSM (GQSM) with transmit antenna grouping was

developed to increase the SE of QSM.

A modified version of the QSM technique is called a modified generalised QSM (mGQSM),

which is introduced to enhance the SE of QSM by considering multiple RF chains. Using the

QSM transmission principle, the mGQSM scheme can transmit the data symbols on multiple

active antennas. Moreover, the proposed mGQSM scheme provides an additional one bit

data rate when compared to GQSM. This thesis presents the performance of mGQSM under

imperfect channel conditions over uncorrelated and correlated Rayleigh, Rician, Nakagami-m,

and Weibull fading channels. For the computer simulations, we assume the correlation decay

x



coefficient is equal to 0.7 and various fading parameter values for the Rician, Nakagami-m,

and Weibull fading channels. The BER performance of the mGQSM, GQSM, and QSM

schemes are evaluated using the ML detector. Furthermore, a low complexity ZF and OB-

MMSE detectors are employed for the reduced-codebook mGQSM which achieves near-ML

performance with reduced complexity.

However, the SE of the conventional space modulation techniques (SMTs) is restricted to

logarithmic proportional to the number of transmit antennas. Recently, a fully QSM (F-QSM)

was introduced to achieve a linear proportionality between SE and number of transmit anten-

nas by using a novel transmission mechanism. In this thesis, we propose a fully generalized

QSM (FGQSM) scheme to enhance the SE of the F-QSM and mGQSM. In FGQSM, a vari-

able number of transmit antenna combinations are used to transmit multiple data symbols.

Moreover, the proposed scheme provides a linear proportionality between SE and number of

transmit antennas which gives higher SE for lower number of transmit antennas. The BER

performance of the FGQSM is evaluated using ML detector and compared it with mGQSM,

RC-mGQSM, and QSM systems. Also, the FGQSM and F-QSM system performances are

compared under imperfect channel conditions.

xi
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Chapter 1

Introduction

1.1 Multile-Input Multile-Output (MIMO)

In wireless communications, a transmitter and receiver are connected by a free-space medium.

The transmitter conveys the data to receiver via communication link. There are various link

configurations available based on the antennas. A “single-input single-output (SISO)” config-

uration is formed when the transmitter and receiver have a single antenna. A “multiple-input

single-output (MISO)” configuration is formed when a transmitter has multiple antennas and

communicates with a receiver that only has one antenna. A “single-input multiple-output

(SIMO)” configuration is formed when the receiver has multiple antennas and transmitter

has a single antenna. Finally, the configuration known as “multiple-input multiple-output

(MIMO)” is created when both the transmitter and the receiver have multiple antennas [1].

MIMO systems are capable to increase the “spectral efficiency (SE)” without compro-

mising in bandwidth and these systems can increase the reliability of the system by taking

advantage of diversity gain and multiplexing gain. The diversity gain measures the relia-

bility of the communication system and multiplexing gain measures the spatial degrees of

freedom [2]. Typically, these parameters are related by so called diversity-multiplexing gain

trade-off. A well known MIMO encoding technique is called spatial multiplexing (SMX),
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also referred as “vertical Bell laboratories layered space-time architecture (V-BLAST)” [3] in

which independent data bits are transmitted simultaneously one on each transmit antenna.

In SMX, the number of “radio frequency (RF)” chains increases linearly with number of

transmitting antennas, as a result the hardware complexity and cost of the system increases.

Physical layer techniques such as “millimeter-wave (mmWave)” communications, visible light

communications, MIMO, and massive MIMO are being investigated for potential deployments

in fifth generation (5G) networks [4].

Fig. 1.1 shows the MIMO system being NR receive and NT transmit antennas. Let

the channel H with NR × NT dimension and whose entries considered as “independent and

identically distributed (i.i.d)” complex Gaussian random variables with mean 0 and variance

1, and they are denoted by hi,j, it is the complex channel path gain between the jth transmit

antenna and ith receive antenna. The information is corrupted by noise at the receiver. Let

noise n and its entries considered as CN (0, σ2
n), where σ

2
n denotes the variance of the noise

n. The received signal y is given by,
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y = Hx+ n (1.1)

where y = [y1 y2 · · · yNR
]T is the received signal with NR × 1 dimension.

x = [x1 x2 · · ·xNT
]T is the transmitted signal with NT × 1 dimension.

n = [n1 n2 · · ·nNR
]T is the AWGN noise with NR × 1 dimension.

H=


h11 h12 h13 · · · h1NT

h21 h22 h23 · · · h2NT

...
...

. . .
...

...

hNR1 hNR2 hNR3 · · · hNRNT


is the channel gain matrix with NR ×NT .

where hi,j
i.i.d∼ CN (0, 1) is (i, j)th element of H

Assume the perfect “channel state information (CSI)” and applies “maximum-likelihood

(ML)” detection rule to estimate the transmitted signal. It is given by,

x̂ = arg min
x∈C

∥y−Hx∥2 (1.2)

where x̂ denotes the estimated signal of the transmitted signal x.

1.2 Motivation

The growing demand for high spectral efficiency (SE) combined with improved quality of

service in limited wireless spectrum, motivates the development of a system that can employ

multiple antennas. Multiple antennas offer several attractive advantages such as diversity

gain and multiplexing gain while being energy efficient. All of these advantages come by

introducing the SMX. However, this system has issues of hardware complexity due to multiple

RF chains and decoding complexity at the receiver due to simultaneous transmission of the
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data. Moreover, SMX suffers from “inter channel interference (ICI)” and “inter symbol

interference (ISI)”, which further increases the system complexity. With a high demand

for higher spectral efficiencies the 5G standard is anticipated and has been the subject of

extensive research in recent years. 5G is expected to achieve rate upto 20 Gbps and the

SE of 30 bpcu. Such high data rates necessitate the development of new spectrum and

energy-efficient techniques.

Index modulation (IM) [5–8, 109] technique uses the indices of the transmission entities

such as antennas, sub carriers, RF mirrors, relays, modulation types, and so on. Due to the

good trade-off between the energy efficiency and SE, the IM technique has a potential for

the next-generation wireless networks. Another class of MIMO systems, known as “space

modulation techniques (SMTs)”, employs a novel approach to overcome the issues of MIMO

systems. The SMTs employ IM with a transmit entity as an antenna, as well as a new spatial

constellation to improve the SE while preserving energy resources and decoding complexity.

In [9], Mesleh et al. proposed the first well-known SMTs is called “spatial modulation (SM)”.

SM uses an additional dimension to provide extra information without expanding bandwidth.

The fundamental concept of SM is to transmit the data using only one active antenna at

one symbol time period, while other antennas remain silent. In SM, input data bits are

divided into antenna selection block and symbol selection block. The antenna selection

block selects the antenna index from the spatial constellation and the symbol selection block

selects the data symbol from the signal constellation. It was demonstrated that SM can

achieve high SE while preserving free ICI and reduced receiver complexity by using only one

RF chain. “Quadrature SM (QSM)” is a different modulation technique of SM. In QSM

the data can be separated into real and imaginary parts and these are transmitted over I

and Q dimensions. QSM is also free from ICI. The generalized version of QSM technique is

called “modified generalised quadrature spatial modulation (mGQSM)”. The mGQSM uses

multiple RF chains and transmits different data symbols on multiple active antennas. Hence

the mGQSM can produce higher SE when compared to SM and QSM techniques.
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1.3 Research Objectives

The main objectives of the thesis can be summarized as follows:

� To study and analyse the performance of the mGQSM and reduced codebook mGQSM

(RC-mGQSM) systems over uncorrelated Nakagami-m, Rician, and Rayleigh fading

channels. A ZF based low complexity detection method is evaluated for the RC-

mGQSM. To compare the performance of the mGQSM with SM systems under im-

perfect channel conditions.

� To study and analyse the performance of the mGQSM and RC-mGQSM systems over

various correlated fading channels. A low-complexity OB-MMSE detection method is

used to presents the performance of the RC-mGQSM system. To compare the perfor-

mance of the mGQSM with QSM systems under imperfect CSI conditions.

� To evaluate the mGQSM and RC-mGQSM system performances over uncorrelated and

correlated Weibull channels with two different fading environments i.e., deep-fading

and non-fading environments. To evaluate and compare the RC-mGQSM system with

QSM and GQSM systems.

� To present the proposed fully generalized quadrature spatial modulation (FGQSM)

performance over Rayleigh and Rician channels. Also study the fully QSM (F-QSM)

scheme performance under imperfect channel conditions. To compare the BER perfor-

mances of FGQSM and F-QSM systems under imperfect channel conditions.

1.4 Thesis Organization

This section provides the outline of the research work presented in each chapter. The sum-

mary of each chapter is as fallows:
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� Chapter 1 This chapter presents the introduction, motivation, research objectives,

and the thesis organization.

� Chapter 2 This chapter discusses the literature review on the space modulation tech-

niques (SMTs).

� Chapter 3 This chapter presents the mGQSM system performance over uncorrelated

Nakagami-m, Rayleigh, and Rician channels. BER results of mGQSM and RC-mGQSM

systems are compared to GQSM, QSM, and SM systems with various fading parameter

values of Nakagami and Rician channels. A ZF based low complexity detection method

is evaluated for the RC-mGQSM. Moreover, the performance of the mGQSM and SM

systems are compared under imperfect channel conditions.

� Chapter 4 This chapter evaluates the BER performances of the mGQSM and RC-

mGQSM systems over correlated Nakagami-m, Rayleigh, and Rician channels. BER

results of mGQSM and RC-mGQSM systems are compared to QSM and GQSM. Fur-

thermore, a low-complexity OB-MMSE detector is developed for the RC-mGQSM, and

it is shown that the OB-MMSE detector achieves near-ML performance. Moreover, the

mGQSM and QSM systems are compared under imperfect CSI conditions. The study

demonstrates that the mGQSM outperforms QSM.

� Chapter 5 This chapter evaluates the BER results of mGQSM and RC-mGQSM sys-

tems over uncorrelated and correlated Weibull channels. Using the ML detector, the

mGQSM and RC-mGQSM systems are compared to QSM and GQSM systems. The

BER results of RC-mGQSM system are compared to that of QSM and GQSM sys-

tems under two different fading environment scenarios i.e., deep-fading and non-fading

environments.

� Chapter 6 This chapter presents the proposed FGQSM system performance over

Rayleigh and Rician channels. A variable transmit antenna combinations are con-
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sidered for the FGQSM transmission. The achievable SE of the proposed FGQSM is

compared to various SMTs with different values of NT . F-QSM performance analyzed

under imperfect CSI and compared to RC-mGQSM, QSM, and SM. The ML detection

is used to compare the BER results of FGQSM with mGQSM and F-QSM schemes.

Moreover, the proposed FGQSM and F-QSM systems are investigated under imperfect

channel conditions. The results demonstrates that the FGQSM outperforms F-QSM.

� Chapter 7 This chapter discusses the conclusions and future scope of the research

work.
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Chapter 2

Space Modulation Techniques

2.1 Spatial Modulation (SM)

2.1.1 Introduction

Spatial modulation (SM) [9–13] is a space-domain energy-efficient transmission scheme for

the MIMO system that has been introduced to enhance the SE of the single active antenna

systems. SM uses the IM concept over space domain with the antennas as transmission

entities. It creates a novel three-dimensional modulation scheme by adding a new antenna

index dimension to the traditional MIMO system. The antenna index dimension of the SM

scheme can provide additional information, which enhances the SE. For data transmission,

a single RFC is used, and one antenna is active at any given symbol period. Since, one

antenna is active the SM is free from ISI and ICI. It offers a good trade-off between the SE

and computational complexity. The data bits in SM are processed by two mapping blocks,

antenna mapper and symbol mapper blocks. The antenna mapper block uses the spatial

constellation diagram which consist of all possible transmit antenna indices and the symbol

mapper block uses the signal constellation diagram which consist of all possible data symbols.
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Fig. 2.1 SM transmission system diagram

The SE of the SM is given by,

ηSM = log2(NT ) + log2(M) bpcu (2.1)

where NT denotes the number of transmit antennas and M denotes the order of M-QAM

constellation.

Fig. 2.1 shows the SM transmission system diagram with NT transmit antennas. The

data splitter divides the inputs data bits to two parts log2(NT ) bits and log2(M) bits, the

first, log2(NT ) bits choose the transmit antenna index l with the help of antenna mapper

block and remaining, log2(M) bits choose the data symbol x with the help of symbol mapper

block. At any time instant, the SM scheme uses one RF chain (RFC) and transmit the data

symbol through the single active antenna.

SM Codebook:

The codebook consists of all possible transmitted vectors. Given NT and M , we generate
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the codebook for SM is given as,

CSM = {x = [0, · · · , 0, x, 0, · · · , 0]T , l = 1, 2, · · · , NT ;x = 1, 2, · · · ,M}

where |CSM | = 2ηSM and the transmitted vector x is given as,

x = [0, · · · , 0, x, 0, · · · , 0]T , ∥x∥0 = 1

where l ∈ {1, 2, · · · , NT} and x ∈ S. Table 2.1 provides the codebook for SM system with

NT = 4 and M = 4.

2.1.2 SM System Model

Assume NR ×NT SM system being NR receive and NT transmit antennas. Let the channel

H and the noise n being NR×NT and NR×1 dimensions, respectively. The coefficients of H

and n are considered as i.i.d CN (0, 1) and i.i.d CN (0, σ2
n), respectively. The received signal

y is corrupted by noise and it is given by,

y = Hx+ n (2.2)

= hlx+ n (2.3)

where hl = [h1l h2l · · ·hNRl]
T is the lth column of H.

Assume the perfect CSI and apply the ML detection rule to estimate the data and antenna

indices. It is given as,

(l̂, x̂) = arg min
l,x

∥ y− hlx ∥2 (2.4)

where l̂ denotes the estimated antenna index corresponding to estimated data symbol x̂.
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Table 2.1 Codebook for SM system with NT = 4 and M = 4.

i/p bits
Antenna
index
l

Data symbol
x

Transmit vector
x = [ x1 x2 x3 x4]

T

0 0 0 0 1 +1 + 1j [ +1 + 1j 0 0 0]T

0 0 0 1 1 −1 + 1j [ −1 + 1j 0 0 0]T

0 0 1 0 1 +1− 1j [ +1− 1j 0 0 0]T

0 0 1 1 1 −1− 1j [ −1− 1j 0 0 0]T

0 1 0 0 2 +1 + 1j [ 0 + 1 + 1j 0 0]T

0 1 0 1 2 −1 + 1j [ 0 − 1 + 1j 0 0]T

0 1 1 0 2 +1− 1j [ 0 + 1− 1j 0 0]T

0 1 1 1 2 −1− 1j [ 0 − 1− 1j 0 0]T

1 0 0 0 3 +1 + 1j [ 0 0 + 1 + 1j 0]T

1 0 0 1 3 −1 + 1j [ 0 0 − 1 + 1j 0]T

1 0 1 0 3 +1− 1j [ 0 0 + 1− 1j 0]T

1 0 1 1 3 −1− 1j [ 0 0 − 1− 1j 0]T

1 1 0 0 4 −1 + 1j [ 0 0 0 − 1 + 1j]T

1 1 0 1 4 +1 + 1j [ 0 0 0 + 1 + 1j]T

1 1 1 0 4 +1− 1j [ 0 0 0 + 1− 1j]T

1 1 1 1 4 −1− 1j [ 0 0 0 − 1− 1j]T

2.1.3 Example: SM Transmission

The SM transmission example with NT = 4 and M = 4 is shown in Fig. 2.2. For the given

system configuration, the SE of the SM system is given as, ηSM = 4 bpcu. Let 4 bits, [1 0 1 1]

for the data transmission at any time instant. Using Table. 2.1, the first log2NT = 2 bits,

[1 0] select l = 3 and the remaining log2M = 2 bits, [1 1] select x = −1− 1j. Therefore, the

transmitted vector is given as, x = [0 0 −1− 1j 0]T .
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2.2 Generalized Spatial Modulation (GSM)

2.2.1 Introduction

A generalized version of SM scheme is called generalized SM (GSM) [14,15], it was introduced

to improve the SE of SM by considering multiple RF chains. There are two limitations in

SM, they are the number of RF chains and NT are restricted to one and integer power of

2, respectively. These limitations are relaxed in GSM and activates multiple antennas to

transmit same data symbol. Like SM, the GSM scheme completely avoids the ICI. GSM

increases SE by base-two logarithm of antenna combinations and it is given by,

ηGSM =

⌊
log2

(
NT

NC

)⌋
+ log2M bpcu (2.5)

where NC denotes the number of RF chains, 1 ⩽ NC ⩽ NT .

In GSM scheme, multiple RF chains and different active antennas are used to improve the
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SE of SM. At any time instant, NC out of NT antennas are active to transmit the symbols

and the remaining antennas kept silent. The total number of antenna patterns in GSM are

equal to KGSM =
⌊
log2

(
NT

NC

)⌋
.

Fig. 2.3 shows the GSM transmit system diagram with NT transmit antennas. The

incoming data bits are processes in a block of ηGSM bits, where ηGSM = KGSM + log2M

bpcu. First, KGSM bits select the active antennas l1, l2, · · · , lNC
using the antenna mapper

and remaining log2M bits select the data symbol x from the symbol mapper. The copy of

this data symbol is transmitted on different active antennas.

GSM Codebook :

Given triplet (NT , NR, NC), the codebook for the GSM system is given as,

CGSM = {x|xl ∈ AM , ∥x∥0 = NC , I(x) ∈ S}

where S denotes the set of “antenna activation patterns (AAPs)”, l = 1, 2, · · · , NT , and I(x)

denotes the function that generate AAPs for x. Table 2.2 provides the codebook for GSM

with NT = 4, NC = 2 and BPSK (M = 2).

2.2.2 GSM System Model

Assume NR×NT GSM system being NR receive and NT transmit antennas. Let the channel

H and the noise n being NR ×NT and NR × 1 dimensions, respectively. The coefficients of

H and n, considered as i.i.d CN (0, 1) and i.i.d CN (0, σ2
n). The received signal y is corrupted

by noise and it is given by,

y = Hx+ n (2.6)

We assume perfect CSI and apply ML detection rule to estimate the transmitted vector.

The ML detection rule is given by,
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x̂ = argmin
x∈CGSM

∥y −Hx∥2 (2.7)

where x̂ denotes the estimated vector of x.

2.2.3 Example: GSM Transmission

Fig. 2.4 shows the GSM transmission with NT = 4 and M = 2. For NC = 2, the SE of

the GSM system is given as, ηGSM = 3 bpcu. Let us consider 3 bits, [1 0 1] for the data

transmission at one time instant. Using Table. 2.2, the first KGSM = 2 bits, [1 0] select the

antenna pattern (l1, l2) = (1, 4) and the remaining log2M = 1 bit, [1] select the data symbol

x = −1. The selected symbol is transmitted on antenna 1 and antenna 4. Therefore, the

transmitted vector is given as, x = [-1 0 0 -1]T .

14



Table 2.2 Codebook for GSM system with NT = 4, NC = 2 and M = 2.

i/p bits
Antenna
pattern
(l1, l2)

Data symbol
(x)

Transmit vector
x = [ x1 x2 x3 x4]

T

0 0 0 (1, 2) +1 [ +1 + 1 0 0]T

0 0 1 (1, 2) −1 [ −1 − 1 0 0]T

0 1 0 (1, 3) +1 [ +1 0 + 1 0]T

0 1 1 (1, 3) −1 [ −1 0 − 1 0]T

1 0 0 (1, 4) +1 [ +1 0 0 + 1]T

1 0 1 (1, 4) −1 [ −1 0 0 − 1]T

1 1 0 (2, 3) +1 [ 0 + 1 + 1 0]T

1 1 1 (2, 3) −1 [ 0 − 1 − 1 0]T

2.3 Multiple-Active Spatial Modulation (MA-SM)

2.3.1 Introduction

Multiple-active SM (MA-SM) [16–18] was developed to enhance the SE of the GSM scheme by

considering multiple active antennas to transmit different data symbols. Like GSM scheme,

the MA-SM is also relaxed the limitations of SM. MA-SM uses multiple RF chains and

activates multiple active antennas to transmit different data symbols, simultaneously. SM

and SMX are the special cases of MA-SM when NC = 1 and NC = NT , respectively. The SE

of the MA-SM is given by,

ηMA−SM =

⌊
log2

(
NT

NC

)⌋
+ NC log2M bpcu. (2.8)

In MA-SM, the NC out of NT antennas are active and other antennas remain silent.

Therefore, the total possible antenna patterns are equal to
(
NT

NC

)
. However, it requires the
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number of antenna patterns are equal to KMA−SM =
⌊
log2

(
NT

NC

)⌋
.

Fig. 2.5 shows the MA-SM transmission system with NT transmit antennas. In MA-

SM, the incoming data bits are processes in a block of ηMA−SM bits, where ηMA−SM =

KMA−SM +NC log2M bpcu. The first, KMA−SM bits select the active antennas l1, l2, · · · , lNC

using antenna mapper and remaining NC log2M bits select the data symbols x1, x2, · · · , xNC

using the symbol mapper. In MA-SM, the various data symbols are transmitted on different

active antennas. It can also achieve higher SE than SMX with less number of RF chains.

MA-SM Codebook :

Given triplet (NT , NR, NC), the codebook for the MA-SM system is given as,

CGSM = {x|xl ∈ AM , ∥x∥0 = NC , I(x) ∈ S}

where S denotes the set of AAPs, l = 1, 2, · · · , NT , and I(x) denotes the function that

generate AAPs for x. Table 2.3 provides the codebook for MA-SM with NT = 4, NC = 2
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and BPSK (M = 2).

2.3.2 MA-SM System Model

AssumeNR×NT MA-SM system beingNR receive andNT transmit antennas. Let the channel

H and the noise n being NR ×NT and NR × 1 dimensions, respectively. The coefficients of

H and n, considered as i.i.d CN (0, 1) and i.i.d CN (0, σ2
n). The received signal y can be given

as,

y = Hx+ n (2.9)

We assume perfect CSI and perform ML detection rule to estimate the data symbols and

antenna indices. It can be given as,

x̂ = argmin
x∈CMA−SM

∥y −Hx∥2 (2.10)
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Table 2.3 Codebook for MA-SM system with NT = 4, NC = 2, and M = 2.

i/p bits
Antenna
pattern
(l1, l2)

Data symbols
(x1, x2)

Transmit vector
x = [ x1 x2 x3 x4]

T

0 0 0 0 (1, 2) (+1,+1) [ +1 + 1 0 0]T

0 0 0 1 (1, 2) (+1,−1) [ +1 − 1 0 0]T

0 0 1 0 (1, 2) (−1,+1) [ −1 + 1 0 0]T

0 0 1 1 (1, 2) (−1,−1) [ −1 − 1 0 0]T

0 1 0 0 (1, 3) (+1,+1) [ +1 0 + 1 0]T

0 1 0 1 (1, 3) (+1,−1) [ +1 0 − 1 0]T

0 1 1 0 (1, 3) (−1,+1) [ −1 0 + 1 0]T

0 1 1 1 (1, 3) (−1,−1) [ −1 0 − 1 0]T

1 0 0 0 (1, 4) (+1,+1) [ +1 0 0 + 1]T

1 0 0 1 (1, 4) (+1,−1) [ +1 0 0 − 1]T

1 0 1 0 (1, 4) (−1,+1) [ −1 0 0 + 1]T

1 0 1 1 (1, 4) (−1,−1) [ −1 0 0 − 1]T

1 1 0 0 (2, 3) (+1,+1) [ 0 + 1 + 1 0]T

1 1 0 1 (2, 3) (+1,−1) [ 0 + 1 − 1 0]T

1 1 1 0 (2, 3) (−1,+1) [ 0 − 1 + 1 0]T

1 1 1 1 (2, 3) (−1,−1) [ 0 − 1 − 1 0]T

where x̂ denotes the estimated vector of x.

2.3.3 Example: MA-SM Transmission

The MA-SM transmission with NT = 4 and M = 2 is shown in Fig. 2.6. For NC = 2, the

SE of MA-SM system is given as, ηMA−SM = 4 bpcu. Let us consider 4 bits, [1 0 1 1] for the

data transmission at one time instant. Using Table. 2.3, the first KMA−SM = 2 bits, [1 0]

select the antenna pattern (l1, l2) = (1, 4) and the remaining NC log2M = 2 bits, [1 1] select

the data symbols (x1 = −1, x2 = −1). Furthermore, these data symbols are transmitted on
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Fig. 2.6 MA-SM transmission with NT = 4 and M = 4

antennas 1 and 4. The symbol x1 = −1 is transmits on antenna 1 and the other symbol

x2 = −1 transmits on antenna 4. Therefore, the transmitted vector is given as, x = [-1 0

0 -1]T .

2.4 Quadrature Spatial Modulation (QSM)

2.4.1 Introduction

Quadrature SM (QSM) [19–21] is a variant technique of SM. QSM enhances the SE of SM by

expanding spatial points on in-phase (I) and quadrature (Q) components. The complex data

symbol in QSM is divided into real and imaginary parts, which are then sent independently

using the SM transmission principle on the same or different active antennas. QSM retains

almost all the advantages of the SM. QSM uses single RF chain and the transmitted data

symbols are orthogonal to each other. By taking an advantage of I and Q dimensions, QSM
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system enhances the SE of SM and it is given by,

ηQSM = 2 log2NT + log2M bpcu (2.11)

Fig. 2.7 shows the QSM transmission system with NT transmit antennas. In QSM, the

incoming data bits are processes in a block of ηQSM = 2 log2NT + log2M bits. The log2M

bits, select the data symbol (x = xr + jxi) from the symbol mapper, further this symbol

is divided into real (xr) and imaginary (xi) symbols, remaining 2 log2NT bits, select the

antenna active pattern (lr, li) from antenna mapper, where the real part and imaginary part

of the data symbol are transmitted on one ore two active antennas.

QSM Codebook:

We generate the codebook for QSM system with given NT and M . The signal x is

expressed as,

1. If one antenna is active, x = [0, ..., 0, xr + jxi, 0, ..., 0]
T
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where ∥x∥0 = 1 and number of possible transmit vectors, |CQSM1| = NT .

2. If two antennas are active, x = [0, ..., 0, xr, 0, ..., 0, jxi, ..., 0]
T

where ∥x∥0 = 2 and number of possible transmit vectors, |CQSM2| = 2ηQSM −NT .

The total number of possible transmit vectors, |CQSM | = |CQSM1| + |CQSM2| = 2ηQSM .

Table. 2.4 provides the codebook for QSM with NT = 2 and M = 4.

Table 2.4 Codebook for the QSM system with NT = 2 and M = 4.

i/p bits
Antenna
pattern
(lr, li)

Data symbol
(x = xr+ jxi)

Transmit vector
x = [x1 x2]

T

0 0 0 0 (1,1) −1 + j [−1 + j 0]T

0 0 0 1 (1,1) −1− j [−1− j 0]T

0 0 1 0 (1,1) +1 + j [+1 + j 0]T

0 0 1 1 (1,1) +1− j [+1− j 0]T

0 1 0 0 (1,2) −1 + j [−1 + j]T

0 1 0 1 (1,2) −1− j [−1 − j]T

0 1 1 0 (1,2) +1 + j [+1 + j]T

0 1 1 1 (1,2) +1− j [+1 − j]T

1 0 0 0 (2,1) −1 + j [+j − 1]T

1 0 0 1 (2,1) −1− j [−j − 1]T

1 0 1 0 (2,1) +1 + j [+j + 1]T

1 0 1 1 (2,1) +1− j [−j + 1]T

1 1 0 0 (2,2) −1 + j [0 − 1 + j]T

1 1 0 1 (2,2) −1− j [0 − 1− j]T

1 1 1 0 (2,2) +1 + j [0 + 1 + j]T

1 1 1 1 (2,2) +1− j [0 + 1− j]T
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2.4.2 QSM System Model

Assume NR×NT QSM system being NR receive and NT transmit antennas. Let the channel

H and the noise n being NR ×NT and NR × 1 dimensions, respectively. The coefficients of

H and n, considered as i.i.d CN (0, 1) and i.i.d CN (0, σ2
n). The received signal y can be given

as,

y = Hx+ n (2.12)

= H(xr + jxi) + n (2.13)

= hlrxr + jhlixi + n (2.14)

where hlr is the lthr column of H, i.e., hlr = [h1,lr h2,lr · · ·hNR,lr ]
T and hli is the l

th
i column of

H, i.e., hli = [h1,li h2,li · · ·hNR,li ]
T .

We assume perfect CSI at the receiver and perform ML detection rule and it is given by,

(l̂r, l̂i, x̂r, x̂i) = argmin
lr,li,xr,xi∈CQSM

∥ y− hlrxr − jhlixi ∥2 (2.15)

where l̂r, l̂i denote the estimated antenna indices corresponding to estimated data symbols

x̂r, x̂i.

2.4.3 Example: QSM Transmission

The QSM transmission with NT = 2 andM = 4 is shown in Fig. 2.8. For 4-QAM modulation

the SE of the QSM system is given as, ηQSM = 4 bpcu. Let us consider 4 bits, [1 1 1 0] for

the data transmission at one time instant. Using Table. 2.4, the first 2 log2NT = 2 bits, [1 1]

select the antenna pattern (lr, li) = (2, 2) and the remaining log2M = 2 bits, [1 0] select data

symbol x = +1+1j. Furthermore, this symbol is divided into real and imaginary coefficients

(xr = +1, xi = +1j). The real symbol xr = +1 is transmits on antenna 2 (lr = 2) and

the imaginary symbol x1i = −1 is transmits on the same antenna 2 (li = 2). Finally, the
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transmitted vector is given as, x = xr + jxi = [ 0 +1 + j1]T .
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Fig. 2.8 QSM transmission with NT = 2 and M = 4.

2.5 Generalised Quadrature Spatial Modulation (GQSM)

2.5.1 Introduction

A generalized QSM (GQSM) scheme with antenna grouping was proposed in [22], the GQSM

scheme combines the transmission concepts of QSM and SMX schemes. In GQSM, the

transmit antennas NT are divided into nB = NT

2
groups, where nB is the number of groups.

Using QSM transmission principle, each group transmits one M-QAM symbol on either one

or two active antennas. Hence, the SE of GQSM system is more than the QSM and it is

given by,

ηGQSM = nB(log2M + 2) bpcu (2.16)

Fig. 2.9 shows the GQSM transmission system with NT transmit antennas. In GQSM, the
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ηGQSM bits are divided into two parts of bits, The first, nB log2 M bits choose the nB complex

data symbols which are then divided into real and imaginary parts for the transmission.

The remaining 2nB bits choose the antenna pattern (l1r, l2r, · · · , lnBr) for the real symbols

transmission and (l1i, l2i, · · · , lnBi) for the imaginary symbols transmission.

GQSM Codebook:

For given NT and M , the codebook for GQSM is given as,

CGQSM = {x|xm = xmr + jxmi, xmr ∈ ℜ(AM), xmi ∈ ℑ(AM), nB ≤ ∥x∥0 ≤ NT , I(x) ∈ S}

where S denotes the set of AAPs, l = 1, 2, · · · , NT , and I(x) denotes the function that

generate AAPs for x.

Table. 2.5 provide the codebook for GQSM system with NT = 4 and M = 4, where

(l1r, l1i)and (l2r, l2i) are the antenna indices of group 1 and group 2, respectively. The spectral

efficiency of GQSM is 8 bpcu and the number of groups, nB = 2.
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Table 2.5 Codebook for the GQSM system with NT = 4 and M = 4.

i/p bits
Antenna Group 1

(l1r, l1i), (x1r, x1i)

Antenna Group 2

(l2r, l2i), (x2r, x2i)

0 0 0 0 (1, 1), (−1,+1j) (3, 3), (−1,+1j)

0 0 0 1 (2, 1), (−1,+1j) (3, 3), (−1,−1j)

0 0 1 0 (1, 2), (−1,+1j) (3, 3), (+1,+1j)

0 0 1 1 (2, 2), (−1,+1j) (3, 3), (+1,−1j)

0 1 0 0 (1, 1), (−1,−1j) (4, 3), (−1,+1j)

0 1 0 1 (2, 1), (−1,−1j) (4, 3), (−1,−1j)

0 1 1 0 (1, 2), (−1,−1j) (4, 3), (+1,+1j)

0 1 1 1 (2, 2), (−1,−1j) (4, 3), (+1,−1j)

1 0 0 0 (1, 1), (+1,+1j) (3, 4), (−1,+1j)

1 0 0 1 (2, 1), (+1,+1j) (3, 4), (−1,−1j)

1 0 1 0 (1, 2), (+1,+1j) (3, 4), (+1,+1j)

1 0 1 1 (2, 2), (+1,+1j) (3, 4), (+1,−1j)

1 1 0 0 (1, 1), (+1,−1j) (4, 4), (−1,+1j)

1 1 0 1 (2, 1), (+1,−1j) (4, 4), (−1,−1j)

1 1 1 0 (1, 2), (+1,−1j) (4, 4), (+1,+1j)

1 1 1 1 (2, 2), (+1,−1j) (4, 4), (+1,−1j)

2.5.2 GQSM System Model

Assume NR×NT GQSM system being NR receive and NT transmit antennas. Let the channel

H and the noise n being NR ×NT and NR × 1 dimensions, respectively. The coefficients of

H & n, considered as i.i.d CN (0, 1) and i.i.d CN (0, σ2
n). The received signal y can be given

as,

y = Hx+ n (2.17)

We assume perfect CSI and apply ML detection rule to estimate the transmitted vector

and it is given by,

x̂ = argmin
x∈CGQSM

∥y −Hx∥2 (2.18)
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where x̂ denotes the estimated vector of x.

2.5.3 Example: GQSM Transmission

Fig. 2.10 shows the GQSM transmission with NT = 4 and M = 4. The SE of the GQSM is

given as, ηGQSM = 8 bpcu. In GQSM, two groups are used for the data transmission where

each group can transmit 4 bits. For GQSM transmission, let 8 bits, [0 0 1 0 1 1 0 0] at

any time instant. Using Table. 2.5, the first 4 bits, [0 0 1 0] select (l1r, l1i) = (1, 2) from

antenna group 1 and (l2r, l2i) = (3, 3) antenna group 2. Remaining 4 bits, [1 1 0 0] choose

data symbols x1 = +1 − j1 and x2 = −1 + j1 from Table. 2.5. Therefore, antennas l1r = 1

and l2r = 3 transmits x1r = +1 and x2r = −1, respectively. Similarly, the antennas l1i = 2

and l2i = 3 transmits x1i = −1 and x2i = +1, respectively. The final vector is given as,

x = xr + jxi = [+1 −j1 −1 + j1 0]T .
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2.6 Literature Survey

In [23], the authors applied the IM technique for the “orthogonal frequency division multi-

plexing (OFDM)” systems and proposed a scheme called the “subcarrier-index modulation

OFDM (SIM-OFDM)”. This scheme adds a new subcarrier index dimension to the conven-

tional 2-D signal dimension. The spectral efficiency of the SIM-OFDM is much smaller when

compared to the OFDM systems.

In [24], the authors combined the OFDM with IM and introduced a new technique is called

OFDM-IM. In this scheme, the data bits are conveyed by the M-QAM modulation scheme

and the indices of the subcarriers. The authors in [25], introduced the different techniques

to enhance the SE of OFDM-IM and also improves the diversity gain.

The authors in [26], proposed the “multiple-mode OFDM-IM (MM-OFDM-IM)”. In this

scheme the data is conveyed through the multiple modes and their permutations. The authors

in [27], proposed the “generalized MM-OFDM-IM (GMM-OFDM-IM)” to enhance the SE of

the MM-OFDM-IM.

In [28], a “layered OFDM-IM (L-OFDM-IM)” scheme was introduced. In L-OFDM-IM,

the subcarriers are separated as multiple layers and the data bits are conveyed by the active

subcarriers in each layer. In [29], the inactive subcarriers in the OFDM-IM scheme used to

transmit signals with help of cognitive radio networks are presented. In [30] and [31], the

authors proposed a low complexity detection methods for IM multiple access (IM-MA) and

MIMO-OFDM-IM schemes, respectively.

In [32, 33], the authors investigated the SM performance over Nakagami channel and

also derived the symbol error rate expression for SM. In [34, 35], the authors analyzed the

performance of SM scheme under imperfect CSI conditions. The authors in [36], studied

the effects of imperfect CSI on the error performance of the SM over Rayleigh and Rician

channels.

In [37,38], the BER SM variants are compared under generalized fading channels. In [39],

the authors validated the SM and SMX performances experimentally and described require-
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ments and channel conditions for the experimental testbed. In [40], the SM performance

improved under correlated channel conditions by using the trellis coded modulation concept

where the antennas are divided into sub sets such that the spacing between antenna sub sets

is maximized.

In [41], the performance of MIMO system was evaluated over Weibull channel with im-

proved channel capacity. In [42, 43], the MIMO system was analyzed over various fading

channels. The optimal detection methods were studied in [44,45].

In [46, 47], the SM performance was evaluated over Weibull channel. In [46], the SM

system studied over Weibull fading and derived the symbol error rate expression for the

M-QAM SM system under low complexity receiver. In [47], the performance of various SM

techniques is evaluated over Weibull non-fading and deep-fading environments.

In [48, 49], the recent advances and applications of various SM techniques are presented

and also discussed the future research direction towards the spectrum and energy-efficient 5G

wireless networks. The authors in [50] provide a comprehensive overview of SM research and

discussed the fundamental principles and applications of various single and multidimensional

entity schemes.

In [51], a simplified variant of SM technique is called “space shift keying (SSK)” was

proposed, the M-QAM symbol is absent in SSK and data is conveyed by the transmitting

antennas only. In [52], the generalized SSK was introduced to enhance the SE of SSK.

In [53], the Hamming SSK technique was introduced where the number of activated

antennas are varied with the help of Hamming codes. In [54], binary-SSK was developed

where a dual set active antennas are used to transmit real and imaginary numbers. In

[55], binary generalized SSK was introduced which enhance the SE of both binary SSK and

generalized SSK.

In [56], the mutual information achieved by the SM was studied, for different antenna

configurations. In [57], a non-trivial bound on mutual information of SM was derived. In [58],

the authors proposed a Euclidean distance based low complexity method.
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In [59], the GSM performance is analyzed under correlated Rician and Rayleigh channels

and also derived the closed form expression for GSM capacity. GSM avoids ISI, due to

the same symbol transmission on multiple antennas. However, the rate of GSM low when

compared to MASM. In [60,111], the GSM performance was studied under imperfect CSI.

In [61], a novel “ordered block minimum mean-squared error (OB-MMSE)” detector was

introduced for the GSM scheme to reduced complexity. In [62], the authors proposed a sphere

decoding based low complexity detection method for GSM. Using cost metric, the proposed

method eliminates the unnecessary interference caused by the symbol detection.

In [63], the enhanced SM (ESM) was introduced to increase the SE of SM by using

two different signal constellations. For the data transmission, the primary constellation is

considered when the single antenna is active and the secondary constellation is considered

when the two antennas are active.

In [64] and [65], the QSM is analyzed under Rician and Nakagami channels, respectively.

In [64], the QSM performance was studied with LOS impact. In [65], it is proved that the

channel phase parameters are a significant effect on the performance of QSM. In [66], the

authors demonstrated the phase distribution of Nakagami-m fading.

In [67–69], the authors studied the QSM performance with imperfect CSI conditions.

In [69], the QSM performance investigated over correlated η − µ channels in the presence

of channel imperfections. The authors in [70, 71] presented the QSM performance under

imperfect CSI over correlated fading channels. In [71,112], QSM is compared to conventional

SM under imperfect CSI conditions

In [72], the reliability of the QSM cooperative decode and forward diversity systems with

a multi-antenna transmitter and relay was investigated. In [73], a novel reduced-complexity

sphere decoder technique was proposed for QSM decoders. It was proved to have the best

QSM ML performance. In [74], the authors presented the comprehensive review of possible

capacity for QSM utilizing the three-dimensional statistical channel model.

In [75], the authors analyzed the BER performance of QSM system over three different
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generalized fading channels. It was shown that the influence of fading parameters on the BER

performance. In [76], a low complexity “signal vector-based minimum mean square error

(SVMMSE)” was proposed for QSM, a combination of signal vector-based and OB-MMSE

detectors are used to detect the symbols transmitted on one and two antennas, respectively.

In [77], the authors proposed the “modified SM (MSM)” uses more than one antenna

to transmit the data and avoids the effect of spatial correlation. In [78], MSM scheme was

analyzed under spatially correlated channels using SVMMSE detector. It was shown that

SVMMSE is close to the ML detector with reduced complexity.

In [79, 80], improved QSM (IQSM) scheme was proposed to enhance the SE of QSM by

sending constellation symbol over I and Q dimensions in one symbol duration.

In [81], proposed double SM (DSM) to enhance the SE of the SM. DSM employs two mod-

ulation symbols, the first of which is transmitted directly on the selected antenna, while the

other is transmitted with a rotation angle, showing that the performance of DSM outperforms

QSM.

In [82], the performance of DSM was studied under imperfect CSI conditions over Nak-

agami, Rician, and Rayleigh channels. The OB-MMSE detector is used to analyze the per-

formance of DSM. In [83], using the transmission concept of DSM the double QSM (DQSM)

scheme was introduced to improve the rate of IQSM and results shown that DQSM is better

than IQSM.

In [84], the double GSM (DGSM) was proposed to improve the transmit diversity gain

and SE by combining the transmission concepts of ESM and QSM. In addition, the DGSM

and QSM were compared in terms of SE and computational complexity.

In [85], a complex QSM (CQSM) was proposed to enhance SE of QSM. In CQSM, the data

can be communicated using two separate symbols, the first symbol is transmitted directly,

while the second symbol is a rotated it. In [86], the authors discussed that how to generate

the best modulation sets to increase Euclidean distance for CQSM.

In [87], a generalized CQSM (GCQSM) was proposed. Like GSM, the spatial symbols
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are created in GCQSM where each resulting combination is then divided into two subsets.

In [88], the authors proposed the parallel CQSM (PCQSM) to enhance the SE of CQSM. In

PCQSM, the antennas are divided into groups and transmit the two modulation symbols.

In [89], a ZF based low complexity detector was introduced for the GQSM, which achieves

near-ML performance. In [90], the “generalized precoding-aided QSM (GPQSM)” was devel-

oped further to improve the SE of the QSM. In [91], the authors analyzed the performances

of GSM and GQSM systems with and without the knowledge of CSI at the transmitter.

Also, proposed a low complexity codebook based signal shaping method to mitigate the

computational burden.

In [92], the authors derived an expression for achievable SE for GQSM scheme and com-

pared it with various SMTs. Moreover, two low complexity detectors are introduced for

GQSM.

In [93], a modified GQSM (mGQSM) scheme was introduced to enhance SE of QSM.

This scheme avoids antenna grouping and enables multiple active antennas to transmit the

data symbols. Moreover, a “reduced codebook mGQSM (RC-mGQSM)” was developed to

decrease the complexity of mGQSM.

In [94], the authors proposed a fully GSM (FGSM) scheme to improve the SE of SM

and GSM. To improve the SE, a new transmission mechanism is developed that enables

the linear proportionality between the SE and NT , whereas all other SMTs use logarithmic

proportionality between the SE and NT . In [95], the fully grouped generalized SM scheme

was developed, the antennas are partitioned into groups and each group uses the FGSM

concept.

In [96], the authors proposed a fully QSM (F-QSM) scheme. Like FGSM, F-QSM scheme

employs a novel transmission mechanism in order to attain the linear proportionality between

the SE and NT . However, F-QSM scheme transmits ℜ(·) and ℑ(·) parts independently.

The complexity of F-QSM is compared to QSM with different NT . In [97, 98, 110], the

authors analyzed the F-QSM performance under correlated Rayleigh and Rician channels.
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In [99], the authors discussed the required Hardware and limitations for various SMTs

with minimum number of RF chains. Different schemes are compared in terms of power

consumption, cost, and complexity.

In [100], fully IQSM (FIQSM) was developed to improve the SE of F-QSM. Like F-QSM,

the SE of FIQSM scheme is linearly proportional with NT . In [101], the authors presented

the comprehensive study of different SMTs and provide the general mathematical framework

for SMTs.

In [104–108], the signed QSM (SQSM) was proposed to enhance the SE of QSM. In SQSM,

the 2 dimensional spatial constellation is extended to 4 dimesnional spatial constellation i.e.

± in-phase and quadrature phases. Furthermore, a low complexity detection methods are

proposed for the SQSM.

In [113], a new hexagonal-QAM constellation was proposed, it has the advantage of max-

imizing the Euclidean distance when compared to conventional QAM systems. This scheme

enhance error performance of GCQSM.

2.7 Conclusion

In this chapter, we have discussed the literature survey on various SMTs. The transmission

concepts of SM, GSM, MA-SM, QSM, and GQSM techniques are presented in order to

enhance the SE and also provided the suitable examples for the data transmission. QSM uses

novel transmission concept and transmits the various data symbols single or two antennas.

Hence the SE of the QSM is more than that of conventional SM techniques. The GQSM is

the multiple active antenna technique that divides the antennas into groups and transmits

the data using the transmission principle of QSM. In the literature, various QSM techniques

were studied and found that the mGQSM and RC-mGQSM techniques can provide higher

SE with minimal number of RF chains. In all the contributory chapters, we have presented

the BER results of mGQSM and RC-mGQSM techniques by considering two RF chains.
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Chapter 3

mGQSM Performance over

Nakagami-m Fading channel

3.1 Modified Generalised Quadrature Spatial Modula-

tion (mGQSM)

3.1.1 Introduction

“Modified generalised quadrature spatial modulation (mGQSM)” is introduced to improve

the SE of QSM and SM schemes by considering multiple RF chains. By relaxing antenna

grouping of GQSM, the mGQSM provides an extra SE of 1 bpcu with the constraint of

{log2
(
NT

NC

)
} ≥ 0.5, where NC ≤ ⌊NT

2
⌋. In mGQSM, the total number of AAPs are equal to(

NT

NC

)2
, from which we can choose 2

⌊
2 log2 (NT

NC
)
⌋
AAPs. Whereas in GQSM scheme, the AAPs

are equal to 2NT and it is half when compared to mGQSM. At any time instant the active

antennas in mGQSM are varies from NC to 2NC . The SE of the mGQSM scheme is given

by [93],

ηmGQSM =

⌊
2 log2

(
NT

NC

)⌋
+NC log2M bpcu (3.1)
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Fig. 3.1 mGQSM transmission system diagram

Fig. 3.1 shows the mGQSM transmitter system diagram with NT transmitting antennas.

The input bits in mGQSM scheme are processed by two mapping blocks, antenna mapper

block and symbol mapper block. The ηmGQSM bits split into KmGQSM =
⌊
2 log2

(
NT

NC

)⌋
bits

and NC log2M bits. First, KmGQSM bits select the transmitting antennas using the antenna

mapper block, and the remaining, NC log2M bits select the modulation symbols using the

symbol mapper block. Furthermore, the transmitted complex symbols are grouped into ℜ(·)

and ℜ(·) parts. Using the QSM transmission principle, these are transmitted independently

on the active antennas using the AAPs selection procedure provided in the following subsec-

tion. 3.1.2.

3.1.2 Antenna Activation Patterns (AAPs) Selection

1. Given NT .
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2. Write possible NC values, using 1 ≤ NC ≤ ⌊NT

2
⌋.

3. Choose one value for NC .

4. Write
(
NT

NC

)2
possible AAPs for the transmission of real and imaginary data symbols.

5. Form a set S, which consist of 2KmGQSM AAPs out of
(
NT

NC

)2
total possible AAPs.

Codebook:

Given NT , the codebook for mGQSM is given as,

CmGQSM = {s|sq = sqr+jsqi, sqr ∈ ℜ(AM), sqi ∈ ℑ(AM), NC ≤ ∥s∥0 ≤ 2NC , T (s) ∈ S},

where q = 1, 2, ..., NC , S denotes the set for the AAPs and T (s) denotes the function that

provide AAPs for vector s.

In mGQSM, the total number of possible AAPs are equal to
(
NT

NC

)2
, out of which it can

select any 2KmGQSM AAPs to transmit the data symbols. The codebook for mGQSM (NT = 4,

NC = 2, and M = 4) with AAPs and data symbols are provided in Table. 3.1 and Table 3.2,

respectively.

3.1.3 mGQSM System Model

Let NR ×NT mGQSM system model being NR receive and NT transmit antennas. Consider

the channel matrix H and noise vector n with NR×NT and NR× 1 dimensions, respectively.

The entries of n are assumed to be i.i.d CN (0, σ2
n). The characteristics of the channel matrix

H with three different channels are discussed in the subsection 3.3. Let hlqr and hlqi are the

lthqr and lthqi columns of H, respectively, i.e. hlqr = [h1,lqr , ...., hNR,lqr ]
T , where q = 1, 2, ..., NC .

The output vector at the receiver is given by [93],

y = Hs+ n

=

NC∑
q=1

(hlqrsqr + jhlqisqi) + n
(3.2)
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Table 3.1 Codebook for the mGQSM AAPs with NT = 4, NC = 2, and M = 4.

i/p bits
AAPs

(l1r, l2r), (l1i, l2i)

00000 (1,2), (1,2)

00001 (1,3), (1,2)

00010 (1,4), (1,2)

00011 (2,3), (1,2)

00100 (2,4), (1,2)

00101 (3,4), (1,2)

00110 (1,2), (1,3)

00111 (1,3), (1,3)

01000 (1,4), (1,3)

01001 (2,3), (1,3)

01010 (2,4), (1,3)

01011 (3,4), (1,3)

01100 (1,2), (1,4)

01101 (1,3), (1,4)

01110 (1,4), (1,4)

01111 (2,3), (1,4)

i/p bits
AAPs

(l1r, l2r), (l1i, l2i)

10000 (2,4), (1,4)

10001 (3,4), (1,4)

10010 (1,2), (2,3)

10011 (1,3), (2,3)

10100 (1,4), (2,3)

10101 (2,3), (2,3)

10110 (2,4), (2,3)

10111 (3,4), (2,3)

11000 (1,2), (2,4)

11001 (1,3), (2,4)

11010 (1,4), (2,4)

11011 (2,3), (2,4)

11100 (2,4), (2,4)

11101 (3,4), (2,4)

11110 (1,2), (3,4)

11111 (1,3), (3,4)

where, lqr, lqi = 1, 2, ..., NT , q = 1, 2, ..., NC and the information signal s is selected from the

codebook, i.e. s ∈ CmGQSM .

3.1.4 Example 1: mGQSM Transmission

Fig. 3.2 shows the mGQSM transmission with NT = 4 and M = 4. According to AAPs

selection procedure, we choose NC = 2. The total number of AAPs are equal to
(
NT

NC

)2
=(

4
2

)2
= 36 out of which any 2KmGQSM = 32 AAPs are require for the data transmission

36



Table 3.2 Codebook for the mGQSM data symbols with NT = 4, NC = 2, M = 4.

i/p bits
Data Symbols

(x1r, x2r), (x1i, x2i)

0000 (−1,−1), (+1j,+1j)

0001 (−1,−1), (+1j,−1j)

0010 (−1,+1), (+1j,+1j)

0011 (−1,+1), (+1j,−1j)

0100 (−1,−1), (−1j,+1j)

0101 (−1,−1), (−1j,−1j)

0110 (−1,+1), (−1j,+1j)

0111 (−1,+1), (−1j,−1j)

1000 (+1,−1), (+1j,+1j)

1001 (+1,−1), (+1j,−1j)

1010 (+1,+1), (+1j,+1j)

1011 (+1,+1), (+1j,−1j)

1100 (+1,−1), (−1j,+1j)

1101 (+1,−1), (−1j,−1j)

1110 (+1,+1), (−1j,+1j)

1111 (+1,+1), (−1j,−1j)

which are given in Table. 3.1. Let 4-QAM scheme for the data transmission the SE of the

mGQSM is given as, ηmGQSM = 9 bpcu. At one time instant, consider the 9 input data

bits, [1 0 0 1 0 1 1 0 0] for the transmission. The first, KmGQSM =
⌊
2 log2

(
NT

NC

)⌋
= 5 bits,

[1 0 0 1 0] select the AAPs (l1r, l2r), (l1i, l2i) = (1, 2), (2, 3) from the Table. 3.1. The remaining,

NC log2M = 4 bits, [1 1 0 0] choose the data symbols, s1 = +1 − j1 and s2 = −1 + j1.

Moreover, these complex data symbols are separated as real (s1r = +1, s2r = −1) and

imaginary (s1i = −1, s2i = +1) coefficients are given in Table. 3.2. The active antennas

l1r = 1 and l2r = 2, transmit the real symbols s1r = +1 and s2r = −1 , respectively. Hence,

the real vector is given as, sr = [+1 -1 0 0]T . Similarly, the active antennas l1i = 2 and
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Fig. 3.2 mGQSM transmission with NT = 4, NC = 2, and M = 4.

l2i = 3, transmit the symbols s1i = −1 and s2i = +1, respectively. Hence, the imaginary

vector is given as, si = [0 -1 +1 0]T . Finally, the transmitted vector is given as, s = sr+jsi =

[+1 −1− j1 +j1 0 ]T .

3.2 Reduced Codebook mGQSM (RC-mGQSM)

In mGQSM scheme, the maximum number of possible AAPs are considered, which increases

the codebook size and the computational complexity. The RC-mGQSM scheme is introduced

to minimize the computational complexity by reducing the codebook size. The RC-mGQSM

system chooses a fewer number of AAPs to transmit the data symbols. As a result, the rate

of RC-mGQSM decreases as the codebook size reduces. The SE of the RC-mGQSM can be

given as,

ηRC−mGQSM = ηmGQSM − p bpcu (3.3)
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Table 3.3 Spectral efficiency and computational complexity for different transmission schemes with
NT = 4, NR = 4, and M = 4

Transmission

Technique

Spectral Efficiency

(bpcu)

Computational Complexity

(real-valued multiplications)

SM ηSM = log2NT + log2M = 4 8NR × 2ηSM = 512

QSM ηQSM = 2 log2NT + log2M = 6 8NR × 2ηQSM = 2048

GQSM ηGQSM = NT

2
(log2M + 2) = 8 10NR × 2ηGQSM = 10240

mGQSM ηmGQSM =
⌊
2 log2

(
NT

NC

)⌋
+NC log2M = 9 10NR × 2ηmGQSM = 20480

RC-mGQSM ηRC−mGQSM = ηmGQSM − p = 8 (p = 1) 10NR × 2ηRC−mGQSM = 10240

where p denotes an integer value, 1 ≤ p ≤ KmGQSM .

The possible AAPs in RC-mGQSM are given as, |S| = 2KmGQSM−p which decreases as the

value of p increases and thus, reduces the computational complexity. The SE and computa-

tional complexity for various SMTs with NR = 4, NT = 4, and M = 4 are given in Table.

3.3. For NC = 2, the SE and computational complexity of the mGQSM scheme is given as,

ηmGQSM = 9 bpcu and 10NR × 2ηmGQSM = 20480, real-valued multiplications, respectively.

For p = 1, the possible AAPs in RC-mGQSM are |S| = 2KmGQSM−p = 24. Computational

complexity of RC-mGQSM is given as, 10NR × 2ηRC−mGQSM = 10240 which is same as com-

plexity of GQSM for p = 1. For ηRC−mGQSM = 8 bpcu, the computational complexity of

RC-mGQSM scheme is reduces by half when compared to mGQSM.

3.3 Channel Models

In this section, the frequency-flat MIMO channels are assumed. The Nakagami-m, Rician,

and Rayleigh fading channels are considered for the simulations.
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3.3.1 Rayleigh Fading

Non LOS paths in multipath environment is modelled as Rayleigh fading. The channel gains

of H are considered to be i.i.d CN (0, 1).

3.3.2 Rician Fading

When strong path, i.e. LOS path included to Rayleigh fading, the fading becomes Rician

fading. It follows multipath fading with a LOS component. The channel impulse response of

Rician fading is given as,

H =

√
K

1 +K
1NR×NT

+

√
1

1 +K
H′ (3.4)

where K denotes Rician factor,

H′ denotes channel matrix with NR × NT dimension and its channel gains follows i.i.d

CN (0, 1). 1NR×NT
denotes NR ×NT matrix with all entries are equal to one.

3.3.3 Nakagami-m Fading

Several studies have presented the performance of various MIMO systems in the Nakagami-

m fading environment, assuming that the phase distribution is uniform. However, except

for special case m=1, where Nakagami-m fading is equivalent to Rayleigh fading, the phase

distribution is not uniform [66]. We study the mGQSM system performance with non-

uniform phase of Nakagami-m channel. The Nakagami-m distribution is commonly used

to characterise the channels with severe to moderate fading. The Nakagami parameter m,

controls the severity of the fading. The entries of H is given as [65,66],

hNR,NT
=

√√√√ m∑
i=1

|uRi |2 + j

√√√√ m∑
i=1

|uIi |2 (3.5)
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where uRi , u
I
i are the zero-mean Gaussian random variables with variance 1/2m.

The envelope of the Nakagami-m fading channel is given by,

p (ν) =
2mmν2m−1

Γ (m)
e(−mν2) (3.6)

where p (·) denotes the “probability distribution function (PDF)”, and Γ (·) denotes the

Gamma function.

The PDF of the phase is given as [66],

p (ϕ) =
Γ (m) |sin (2ϕ)|m−1

2mΓ2
(
m
2

) (3.7)

In eq. (3.7), the phase is uniform only when m = 1, where Nakagami-m fading equivalent

to Rayleigh fading. However, except m = 1, the phase distribution is not uniform [66].

At the receiver, ML detection rule is performed to jointly estimate the transmitting an-

tenna indices and data symbols. The ML rule is given by [93],

ŝ = arg min
s∈CmGQSM

∥y −Hs∥2. (3.8)

[l̂qr, l̂qi, ŝqr, ŝqi] = arg min
lqr,lqi,sqr,sqi

∥y −
NC∑
q=1

(hlqrsqr + jhlqisqi)∥2 (3.9)

where [l̂qr, l̂qi] are the estimated antenna indices with respect to estimated data symbols,

[ŝqr, ŝqi].

3.4 Low Complexity Detection

The computational complexity of the optimal ML detection rule is high when compared to

the sub-optimal detection rules. In this section, we use ZF based low complexity detection

41



method which was proposed in [89]. Rewrite the received signal as follows:

ℜ(y)
ℑ(y)


︸ ︷︷ ︸

ȳ

=

ℜ(H) −ℑ(H)

ℑ(H) ℜ(H)


︸ ︷︷ ︸

H̄

sr
si


︸ ︷︷ ︸

s̄

+

ℜ(n)
ℑ(n)


︸ ︷︷ ︸

n̄

(3.10)

the weight metric of eq. (3.10) is calculated by,

wϕ =
h̄H
ϕ ȳ

h̄H
ϕ h̄ϕ

(3.11)

where h̄ϕ denotes the ϕth column of H and ϕ ∈ {1, 2, ..., 2NT}. The sum of weight metrics

for the αth and βth AAPs is calculated by,

gα =
Nc∑
q=1

∣∣wlαqr

∣∣ , fβ =
Nc∑
q=1

∣∣∣w(lβqi+NT )

∣∣∣ (3.12)

where lαqr =
{
lα1i, l

α
2i, ..., l

α
qi

}
, and lβqi =

{
lβ1i, l

β
2i, ..., l

β
qi

}
for 1 ≤ α, β ≤ L, and L = 2

⌊
log2 (NT

NC
)
⌋
.

The sequential AAPs are estimated by sorting
[
g1, g2, ..., gL

]
and

[
f 1, f 2, ..., fL

]
as

[a1, a2, ..., aL] = sort
{[
g1, g2, ..., gL

]}
, (3.13)

and

[b1, b2, ..., bL] = sort
{[
f 1, f 2, ..., fL

]}
, (3.14)

where {a1, b1} and {aL, bL} indicate the maximal and minimal value locations, respectively.

The estimated symbols with respect to the aαth and bβth AAPs are calculated by the ZF

method is given as

[
ŝaαqr , ŝ

bβ
qi

]
= Q

((
H̃HH̃

)−1

H̃ȳ

)
(3.15)

where H̃ =

[
H̄laαqr , H̄l

bβ+NT
qi

]
and H̄laαqr and H̄

l
bβ+NT
qi

are the laαqr th and l
bβ+NT

qi th columns of H̄,
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respectively.

The Euclidean distances are sequentially calculated by,

ϵ (aα, bβ) =

∥∥∥∥∥∥ȳ − H̃

ŝaαqr
ŝ
bβ
qi

∥∥∥∥∥∥
2

(3.16)

The detection complexity is high for large values of L. The authors in [89], presents the

threshold Vth to stop the calculating Euclidean distances in eq. (3.16), i.e. ϵ (aα, bβ) < Vth

which results in estimated symbols
[
ŝaαqr , ŝ

bβ
qi

]
with respect to the transmit antenna indices[̂

lαqr, l̂
β
qi

]
.

3.5 mGQSM System with Imperfect CSI

This section describes the mGQSM system performance under imperfect CSI. To detect the

transmitted symbols, receivers require the perfect knowledge of the CSI. In practical systems,

the perfect knowledge of the channel H is not available. Because of the noise the perfect CSI

cannot be provided and resulting channel estimation errors will cause a degradation of the

receiver’s performance. The estimated channel Ĥ is different from the true channel H and

it is given as, Ĥ = H + δH, where δH is the error channel matrix. At the receiver, the ML

detection rule make decision with δH in addition to the H. The elements of δH are assumed

as
i.i.d∼ CN (0, σh), where σh is the error variance. The ML decision rule for the input signal s

is given as,

ŝ = arg min
s∈CmGQSM

∥y − (H+ δH)s∥2 (3.17)

where ŝ denote as estimated signal of the input signal s.
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3.6 Performance Analysis and Simulation Results

3.6.1 Performance Analysis

The conditional pairwise error probability (PEP) for determining ŝ when s is transmitted on

the given channel, H can be determined by [89],

Pr {s → ŝ | H} = Pr
{
∥y −Hs∥2 > ∥y −Hŝ∥2

}
= Q

√∥H (s− ŝ)∥2

2No


The unconditional PEP is given as,

Pr {s → ŝ} = EH {Pr {s → ŝ | H}}

Upper bound on BER is calculated as,

Pe ≤
1

ηRC−mGQSM2ηRC−mGQSM

∑
s

∑
ŝ̸=s

d {s → ŝ}Pr {s → ŝ}

where, d {s → ŝ} denotes the number of bit errors between s and ŝ.

3.6.2 Simulation Results

This section presents the comparison of mGQSM and RC-mGQSM system performances with

GQSM, QSM, and SM systems over Nakagami-m, Rayleigh, and Rician channels. We set the

threshold Vth = NRσ
2
n for the low complexity detection method. In the figures the doublet

denotes as(NT , NC) and the triplet denotes as (NT , NR, NC). For the computer simulations,

we assume the number of receiving antennas are equal to 4, i.e. NR = 4. Consider NC = 2

for mGQSM, RC-mGQSM, and GQSM schemes and NC = 1 for QSM and SM schemes. We
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Fig. 3.3 BER versus SNR for the mGQSM and GQSM systems over Nakagami channel (m = 2, 3)
with the same system configuration.

compare all the schemes at the BER of 10−4.

Fig. 3.3 presents the performance of mGQSM and GQSM systems over Nakagami-m

fading with m = 2 and m = 3. Consider the NR × NT system model with NR = 4, NT = 4

and 4-QAM modulation for both the schemes. At any time instant, the SE of mGQSM and

GQSM schemes are equal to 9 bpcu and 8 bpcu, respectively. At the BER of 10−4, we noticed

that the mGQSM system performance loses 1 dB SNR over GQSM for both the values m = 2

and m = 3. However, the mGQSM scheme can provide an extra 1 bpcu rate over GQSM

scheme.

In Fig. 3.4 the performance of RC-mGQSM scheme is compared with the performance

of GQSM and QSM schemes with different Nakagami parameter values, m = 2 and m =

3. The RC-mGQSM system performance is compared with the GQSM and QSM system

performances with the same SE of 8 bpcu. At the BER of 10−4, we noticed that the RC-

mGQSM performance loses nearly 1 dB SNR over GQSM with the same modulation scheme

and gain 2.5 dB SNR over QSM for both the values m = 2 and m = 3.
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Fig. 3.5 compares the RC-mGQSM to GQSM, QSM, and SM schemes over Nakagami

fading channel with the Nakagami-m parameter, m = 4. We consider 4 × 4 system model

and the same SE of 8 bpcu. We noticed that the RC-mGQSM gain nearly 1.5 dB and 2 dB

SNR values over SM (M = 64) and QSM (M = 16) schemes, respectively. When compared

to GQSM with the same 4-QAM modulation, the performance of RC-mGQSM degrades

by around 0.5 dB SNR. Moreover, at low SNR, SM outperforms GQSM and RC-mGQSM

schemes by 1.5 dB and 2 dB SNR, respectively. However, the performance of SM scheme

degrades at high SNR values. Since, the error in detecting the active antenna index dominates

at low SNR, whereas the error in detecting data symbols dominates at high SNR [65]. As a

result, SM outperforms the RC-mGQSM, GQSM, and QSM at low SNR due to its smaller

spatial constellation size. These methods, on the other hand, perform better at high SNR

since the data constellation size is smaller than the SM.

Figs. 3.6 and 3.7 present the BER comparison of RC-mGQSM system with various SM

systems over Rayleigh channel. In Fig. 3.6, we fix NT = 4 and compared the performance

of different SM systems with the same SE of 8 bpcu. We observed that the RC-mGQSM

performance with 4-QAM modulation outperforms MA-SM (M = 8), QSM (M = 16), and

GSM (M = 64) by nearly 2 dB, 3 dB, and 5 dB SNRs, respectively. However, the performance

of RC-mGQSM degrades by 0.5 dB SNR when compared to GQSM. In Fig. 3.7, we fixM = 4

and compared the schemes with the same SE of 8 bpcu. We observed that the RC-mGQSM

performance loses nearly 1.5 dB and 2 dB SNRs over QSM and SM, respectively. However,

the QSM and SM schemes require 8 and 64 transmit antennas, respectively. Whereas the

RC-mGQSM scheme requires only 4 transmit antennas to attain that performance.

Fig. 3.8 presents the mGQSM and GQSM performances over Rician channel with Rician

factor values are equal to 3 dB and 5 dB. Consider the NR ×NT system model with NR = 4,

NT = 4 and 4-QAM modulation for both the schemes. At any time instant, the SE of

mGQSM and GQSM schemes are equal to 9 bpcu and 8 bpcu, respectively. We observed

that the mGQSM system performance loses 1.5 dB SNR value over GQSM for both the values
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Fig. 3.4 BER versus SNR for the RC-mGQSM, GQSM, and QSM systems over Nakagami channel
(m = 2, 3) with the same SE of 8 bpcu.
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Fig. 3.5 BER versus SNR for the RC-mGQSM, GQSM, QSM, and SM systems over Nakagami
channel (m = 4) with the same SE of 8 bpcu.
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Fig. 3.6 BER versus SNR for the RC-mGQSM, GQSM, QSM, and SM systems over Rayleigh
channel with the same SE of 8 bpcu.

K = 3 dB and K = 5 dB.

Figs. 3.9 and 3.10 present the RC-mGQSM system performance comparison with GQSM,

QSM, and SM system performances under Rician fading with K = 3 dB and K = 5 dB,

respectively. In Fig. 3.9, we considerNT = 4 for all the schemes and compare the performance

of the schemes with the same SE of 8 bpcu. We noticed that the RC-mGQSM performance

gain nearly 2.5 dB and 2 dB SNR values over QSM (M = 16) and SM (M = 64), respectively,

and loses 1 dB SNR value over GQSM (M = 4) for K = 3 dB. In Fig. 3.10, we compared

all the schemes with the same modulation scheme and the same rate of 8 bpcu. We noticed

that the RC-mGQSM performance loses 1.5 dB SNR over QSM and 1 dB SNR over GQSM

for the Rician factor, K = 5 dB. However, the QSM scheme requires 8 transmit antennas.

Whereas RC-mGQSM scheme requires only 4 transmit antennas to attain that performance.

Fig. 3.11 presents the RC-mGQSM scheme with low complexity detection method [89].

We consider 4×4 system model with NT = 4, NR = 4, and NC = 2. By comparing the perfor-

mance of the RC-mGQSM system with optimal ML detection and low complexity detection
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Fig. 3.7 BER versus SNR for the RC-mGQSM, GQSM, QSM, and SM systems over Rayleigh
channel with the different NT values and the same SE of 8 bpcu.
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Fig. 3.8 BER versus SNR for the mGQSM and GQSM systems over Rician channel (K = 3, 5) dB
with the same system configuration.
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Fig. 3.9 BER versus SNR for the RC-mGQSM, GQSM, QSM, and SM systems over Rician channel
(K = 3) dB with the same SE of 8 bpcu.
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Fig. 3.10 BER versus SNR for the RC-mGQSM, GQSM, QSM, and SM systems over Rician channel
(K = 5) dB with different NT values and the same SE of 8 bpcu.
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Fig. 3.11 BER versus SNR for the RC-mGQSM with low complexity detection method [89] with
SE of 8 bpcu.
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Fig. 3.12 BER versus SNR for the mGQSM and SM systems over Nakagami-m channel (m = 2)
with σh = (0, 0.005, 0.01) and the SE of 9 bpcu.
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Fig. 3.13 BER versus SNR for the mGQSM and SM systems over Rician channel (K = 3) dB with
σh = (0, 0.005, 0.01) and the SE of 9 bpcu.

methods, we noticed that the RC-mGQSM degrades by 1.5 dB SNR when compared to the

RC-mGQSM with ML detection at BER of 10−3. However, the computational complexity of

the system decreases with the low complexity detection method.

Fig. 3.12 presents the mGQSM and SM systems over Nakagami-m (m = 2) channel with

imperfect CSI. Let the 4× 4 system model, 4-QAM modulation for mGQSM, and 128-QAM

for SM. In addition to the true channel H, we use NR ×NT error channel δH, the elements

of δH are modelled as i.i.d CN (0, σh), where the variance of the error channel matrix, σh

is assumed as 0.005 and 0.01. At BER of 10−3, we noticed that the mGQSM system error

performance with σh = 0.005 loses nearly 2 dB SNR value when compared to the mGQSM

performance with σh = 0. Whereas SM performance loses nearly 1 dB SNR for σh = 0.005.

Table. 3.4 shows the BER results of imperfect mGQSM and SM systems over Nakagami

channel (m = 2). At SNR of 18 dB, we noticed that the BER values for the imperfect SM

and mGQSM systems are 0.0028 and 0.0027, respectively for σh = 0.005. Similarly, for the

remaining σh values we found that mGQSM system with imperfect channel outperforms the
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Table 3.4 BER Vs. SNR for imperfect SM & mGQSM systems.

SNR

(dB)

BER

SM mGQSM

σh = 0 σh = 0.005 σh = 0.01 σh = 0 σh = 0.005 σh = 0.01

18 0.0018 0.0028 0.0045 0.0011 0.0027 0.0051

20 0.0006 0.0011 0.0023 0.0002 0.0010 0.0025

24 8.6E-05 0.0002 0.0007 1.1E-05 0.0001 0.0007

SM.

Fig. 3.13 presents the BER performance of mGQSM and SM systems over Rician fading

channel with imperfect channel conditions. We assume a 4×4 system model and Rician factor,

K = 3 dB. The values for the imperfect channel variance, σh are considered as 0, 0.005, and

0.01. However, the special case σh=0 is considered as the perfect channel, i.e. there is no

error added to the true channel H. We compare both the systems with the same SE of 9

bpcu, where SM scheme requires 128-QAM modulation and mGQSM scheme requires only

4-QAM modulation to attain the same SE. At the BER of 10−3, we noticed that the mGQSM

and SM system performances with error variance, σh = 0.005 degrade the performance by 2.5

dB and 4 dB SNR when compared to mGQSM and SM system performances with σh = 0.

Similarly, for the error variance, σh = 0.01, the mGQSM system shows better performance

when compared to that SM.

3.7 Conclusion

In this chapter, we presented the mGQSM and RC-mGQSM system performances under

Nakagami-m, Rayleigh, and Rician fading channels. We described the mGQSM system model

with a suitable example. Using the ML-detection algorithm, the performance of the mGQSM
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and RC-mGQSM schemes are presented and compared with the performances of the GQSM,

QSM, and SM schemes with various values for the Nakagami parameter and Rician factor.

For m=4, the RC-mGQSM outperforms SM (M = 64) by ∼ 1.5 dB and QSM (M = 16)

by ∼2 dB SNRs. RC-mGQSM performance with 4-QAM modulation outperforms MA-SM

(M = 8), QSM (M = 16), and GSM (M = 64) by ∼ 2 dB, 3 dB, and 5 dB SNRs, respectively.

A low complexity detection method is presented for the RC-mGQSM scheme. We also study

and compared the performances of the mGQSM and SM schemes under imperfect channel

conditions.
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Chapter 4

mGQSM Performance over Correlated

Fading Channels

4.1 mGQSM System Model

Consider NR ×NT system for the mGQSM with NT transmit and NR receive antennas. Let

the correlated channel H and the noise n being NR×NT and NR×1 dimensions, respectively.

The entries of n are considered to be i.i.d CN (0, σ2
n). The characteristics of H with various

fading channels are described in the section. 4.2. Let hlqr and hlqi be the l
th
qr and l

th
qi columns of

H, respectively, i.e., hlqr = [h1,lqr , · · · , hNR,lqr ]
T and hlqi = [h1,lqi , · · · , hNR,lqi ]

T ; q = 1, · · · , NC .

The received signal is given by,

y =
√
EsHs+ n

=
√
Es

NC∑
q=1

(hlqrsqr + jhlqisqi) + n
(4.1)

where lqr, lqi = 1, · · · , NT ; q = 1, · · · , NC and the s input signal.
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4.2 Correlated Fading Channels

In this section, we assume correlated fading channels and the correlation matrix is modelled

using the Kronecker channel model [102] and it is given by,

H = R
1
2
RxH̃R

1
2
Tx (4.2)

where, H̃ denotes the uncorrelated channel matrix and the RTx and RRx are denote the

correlation matrices at transmitter and receiver, respectively.

The matrices RTx and RRx are generated using the exponential decay model [103] and

they are given by,

RTx =



1 ρt ρ2t · · · ρNT−1
t

ρt 1 ρt
. . .

...

ρ2t ρt 1
. . . ρ2t

...
. . . . . . . . . ρt

ρNT−1
t · · · ρ2t ρt 1


(4.3)

RRx =



1 ρr ρ2r · · · ρNR−1
r

ρr 1 ρr
. . .

...

ρ2r ρr 1
. . . ρ2r

...
. . . . . . . . . ρr

ρNR−1
r · · · ρ2r ρr 1


(4.4)

where ρz = exp(−ψ) and ψ denotes the correlation decay coefficient, and z denotes r or t.

The characteristics of the uncorrelated channel matrix H̃ with three different channels

are discussed in the following subsections.

At the receiver, we use ML detector to estimate the indices of the transmitting antennas

corresponding to the data symbols, which is given as,
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ŝ = arg min
s∈CmGQSM

∥∥∥y −
√
EsHs

∥∥∥2 . (4.5)

[
l̂qr, l̂qi, ŝqr, ŝqi

]
= arg min

lqr,lqi,sqr,sqi∈CmGQSM

∥∥∥∥∥y −
√
Es

NC∑
q=1

(
hlqrsqr + jhlqisqi

)∥∥∥∥∥
2

(4.6)

where, l̂qr and l̂qi are the estimated antenna indices for the estimated symbols, ŝqr and ŝqi.

4.3 Low-Complexity Detection: OB-MMSE

In comparison to sub-optimal detectors, the optimal ML detector has a larger computational

complexity. This section introduces a low-complexity sub-optimal “ordered block minimum

mean-squared error (OB-MMSE)” [61] detection algorithm for the RC-mGQSM. In OB-

MMSE, the ordered AAPs are obtained by sorting the weighting factors. Then, a block

MMSE equalization method is used to detect the possible AAPs sequentially. The received

signal can rewrite as,

ℜ(y)
ℑ(y)


︸ ︷︷ ︸

ȳ

=

ℜ(H) −ℑ(H)

ℑ(H) ℜ(H)


︸ ︷︷ ︸

H̄

sr
si


︸ ︷︷ ︸

s̄

+

ℜ(n)
ℑ(n)


︸ ︷︷ ︸

n̄

(4.7)

the weight metric of eq. (4.9) is given by,

zk =
(
h̄k

)†
ȳ (4.8)

where,
(
h̄k

)†
=

h̄H
k

h̄H
k h̄k

and k ∈ {1, 2, · · · , 2NT}.

The weight factors are given by,

gα =

NC∑
q=1

∣∣zlαqr∣∣2 (4.9)
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fβ =

NC∑
q=1

∣∣∣z(lβqi+NT )

∣∣∣2 (4.10)

where lαqr =
{
lα1r, l

α
2r, · · · , lαqr

}
, and lβqi =

{
lβ1i, l

β
2i, · · · , l

β
qi

}
for 1 ≤ α, β ≤ N ; N = 2

⌊
log2 (NT

NC
)
⌋
.

After calculating gα and fβ, sort the weighting factor values as follows,

[a1, a2, · · · , aN ] = sort
{[
g1, g2, · · · , gN

]}
(4.11)

and

[b1, b2, · · · , bN ] = sort
{[
f 1, f 2, · · · , fN

]}
(4.12)

where {aN , bN} and {a1, b1} denotes the indices of minimum and maximum values, respec-

tively. The OB-MMSE detector is used to determine the estimated symbols corresponding

to athα and bthβ AAPs as follows,

[
ŝaαqr , ŝ

bβ
qi

]
= Q

(((
Ĥ
)H

Ĥ+N0I2NC×2NC

)−1 (
Ĥ
)H

ȳ

)
(4.13)

where Ĥ =

[
H̄laαqr , H̄l

bβ+NT
qi

]
, H̄laαqr and H̄

l
bβ+NT
qi

denote the laαqr th and l
bβ+NT

qi th columns of H̄,

respectively.

The block MMSE detector in eq. (4.15) will stop once the output satisfies,

d(aα, bβ) =

∥∥∥∥∥∥ȳ − H̃

ŝaαqr
ŝ
bβ
qi

∥∥∥∥∥∥
2

F

≤ Vth (4.14)

where Vth represents the threshold which is expressed as Vth = 2NRNo. For large values of N,

the detection complexity is high. The authors in [61], presents the threshold Vth for stopping

the calculation of d(aα, bβ) in eq. (4.16), i.e. d(aα, bβ) ≤ Vth which results in estimated

symbols
[
ŝaαqr , ŝ

bβ
qi

]
with respect to the transmit antenna indices

[̂
lαqr, l̂

β
qi

]
.
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Algorithm 1 OB-MMSE detection

1: Input: ȳ, H̄, NT , NC , Vth = 2NRNo, L = 2N

2: Calculate zk by (4.11)
3: Obtain gα from (4.12)
4: Obtain fβ from (4.13)
5: [a1, a2, · · · , aN ] = arg sort

{[
g1, g2, · · · , gN

]}
6: [b1, b2, · · · , bN ] = arg sort

{[
f 1, f 2, · · · , fN

]}
7: Initial q = 1;
8: while q < L do

Calculate
[
s̃aαqr , s̃

bβ
qi

]
by (4.16)

Compute d(aα, bβ) from (4.17)
9: if d(aα, bβ) ≤ Vth

Î =
[̃
lαqr, l̃

β
qi

]
, ŝ =

[
s̃aαqr , s̃

bβ
qi

]
; break;

10: else
q = q + 1;

11: end if
12: end while
13: if q > L

u = arg min
q

d(aα, bβ), q ∈ {1, · · · , L}

Î =
[̃
lαur, l̃

β
ui

]
, ŝ =

[
s̃aαur , s̃

bβ
ui

]
;

14: end if
15: Output: detected

([̂
lαqr, l̂

β
qi

]
,
[
ŝaαqr , ŝ

bβ
qi

])

4.4 mGQSM System with Imperfect CSI:

This section studies the mGQSM scheme with imperfect CSI. We consider correlated Rayleigh,

Rician (K = 5 dB), and Nakagami-m (m = 2) channels. To illustrate the mGQSM perfor-

mance with imperfect CSI, we employ an NR × NT error channel, δH in addition to the

perfect channel H. The coefficients of δH are assumed to be
i.i.d∼ CN (0, σh). The ML rule

under imperfect CSI can be given as,

ŝ = arg min
s∈CmGQSM

∥∥∥y −
√
Es(H+ δH)s

∥∥∥2 (4.15)

where ŝ denote the estimated signal of s.
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4.5 Example 2: mGQSM Transmission

Fig. 4.1 shows the mGQSM transmission with NT = 4 and M = 4. According to AAPs

selection, we choose NC = 2. To transmit data symbols, mGQSM scheme can choose any

2

⌊
2 log2 (NT

NC
)
⌋
= 32 possible AAPs out of

(
NT

NC

)2
=
(
4
2

)2
= 36 total number of AAPs. The

possible AAPs for the mGQSM is shown in Table. 3.1. Let the 4-QAM (M = 4) modulation

for the mGQSM transmission with the SE of 9 bpcu. Assume the input bits, [0 1 0 0 1 1 1 1 0]

at particular time. First, KmGQSM =
⌊
2 log2

(
NT

NC

)⌋
= 5 bits, [0 1 0 0 1] choose the AAPs,

(l1r, l2r), (l1i, l2i) = (2, 3), (1, 3) from the Table. 3.1, where lqr, lqi; q = 1, · · · , NC denote

the antenna indices with respect to the ℜ(s) and ℑ(s). The remaining, NC log2M = 4

bits, [1 1 1 0] choose the complex symbols, (s1, s2) = (+1 − j1,+1 + j1) from the M-

QAM constellation. Furthermore, these are formed as, (s1r, s2r) = (+1,+1) and (s1i, s2i) =

(−1,+1), which are given in Table. 3.2. First two antennas (l1r, l2r) = (2, 3), transmit the

corresponding symbols (s1r, s2r) = (+1,+1). Likewise, remaining antennas (l1i, l2i) = (1, 3),

transmit the corresponding symbols (s1i, s2i) = (−1,+1). Therefore, the transmitted vectors

for the ℜ(s) and ℑ(s), become, sr = [0 +1 +1 0]T and si = [−1 0 +1 0]T , respectively. Finally,

the transmitted vector is, s = sr + jsi = [−j1 +1 +1 + j1 0 ]T .

4.6 Simulation Results and Complexity Analysis

This section presents the BER performance of mGQSM and RC-mGQSM schemes over cor-

related Rayleigh, Rician, and Nakagami-m channels and compares them with the QSM and

GQSM. The mGQSM and QSM are studied and compared under imperfect CSI scenarios.

Moreover, the OB-MMSE detector is introduced for the RC-mGQSM and compared to that

of the ML detector.
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Fig. 4.1 mGQSM transmission with NT = 4 and M = 4.

4.6.1 Simulation Results

In this subsection, we use 106 data symbols to calculate the BER. The elements of noise n

are observed to be i.i.d CN (0, σ2
n). For all the simulations, we use NR × NT system being

NT = 4 and NR = 4, and 4-QAM modulation for the mGQSM and RC-mGQSM. At the

BER of 10−3, we compare the BER performances of different schemes using the correlation

decay coefficient, ψ = 0.7 at both the transmitter and receiver sides.

Fig. 4.2 presents the BER comparison of RC-mGQSM, GQSM, and QSM schemes over

correlated Rayleigh channel. We use 4 × 4 system and 4-QAM (M = 4) modulation for

RC-mGQSM and GQSM schemes and 16-QAM (M = 16) modulation for QSM. We compare

these three schemes with the fixed SE of 8 bpcu. By comparing the BER results, we noticed

that the BER of the RC-mGQSM gain 2 dB SNR over QSM and performance degrades by

∼ 0.5 dB SNR over GQSM. However, the mGQSM gains an additional 1-bit data rate over

GQSM for the fixed system configuration. Figs. 4.3 and 4.4 shows the RC-mGQSM and QSM
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Fig. 4.2 BER Vs. SNR of RC-mGQSM, GQSM, and QSM systems over correlated Rayleigh channel
with same SE of 8 bpcu.

performances over correlated Rician channel with K = 3 dB and K = 5 dB, respectively. We

consider NC = 2, 4-QAM (M = 4) modulation for the RC-mGQSM, and 16-QAM (M = 64)

modulation for the QSM. The BER of the RC-mGQSM outperforms QSM by ∼2 dB SNR

for K = 3 dB and ∼1.5 dB SNR for K = 5 dB. The BER comparison of RC-mGQSM and

QSM over correlated Nakagami fading with m = 2 and m = 3 are shown in Figs. 4.5 and 4.6.

Let NC = 2 for the RC-mGQSM. By comparing both the schemes, the RC-mGQSM scheme

outperforms QSM by ∼1.5 dB SNR for m = 2 and ∼1 dB SNR for m = 3.

The mGQSM performance over correlated Nakagami-m and Rician channels with various

values of m and K are shown in Figs. 4.7 and 4.8, respectively. Consider mGQSM with

NC = 2 and 4-QAM modulation. We compare mGQSM performance with various parameter

values of Nakagami fading and noticed that the mGQSM performance with m = 1 gain ∼1.5

dB and ∼4 dB SNRs over mGQSM performance with m = 2 and m = 4, respectively. For

the Rician fading, we compare mGQSM performance with different values of Rician factor,

i.e. K= 3 dB, 5 dB, and 10 dB. The mGQSM with K = 3 dB gain ∼1 dB and ∼6 dB SNRs
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Fig. 4.3 BER Vs. SNR of RC-mGQSM and QSM systems over correlated Rician channel (K = 3)
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with same SE of 8 bpcu.
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Fig. 4.7 BER Vs. SNR of mGQSM system over correlated Nakagami channel (m = 1, 2, 3, 4) with
SE of 9 bpcu.

over mGQSM performance with K = 5 dB and K = 10 dB, respectively.

Fig. 4.9 presents the BER performance comparison of OB-MMSE [61] and ML detectors

for the RC-mGQSM. Assume 4 × 4 system and NC = 2 for the RC-mGQSM. The BER re-

sults of RC-mGQSM with OB-MMSE detector degrades by ∼1.5 dB SNR over RC-mGQSM

performance with ML detector. However, the OB-MMSE detector achieves near-ML perfor-

mance with reduced computational complexity.

The comparison of mGQSM and QSM systems under imperfect CSI over correlated Rician

(K=5 dB), Rayleigh, and Nakagami-m (m=2) channels are shown in Figs. 4.10, 4.11, and

4.12, respectively. We consider 4-QAM (M = 4) modulation for the mGQSM and 32-QAM

(M = 32) modulation for the QSM. We compare mGQSM and QSM schemes with the same

SE of 9 bpcu. Assume the error variance, σh = (0.001, 0.002). The BER values for perfect

and imperfect QSM and mGQSM schemes over correlated channels with σh = 0.001 are given

in Table. 4.1. We compute the BER values of mGQSM and QSM schemes with the SNR

values of 16 dB, 22 dB, 28 dB. At SNR of 16 dB, we noticed that the BER values for the QSM
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Fig. 4.9 BER Vs. SNR of RC-mGQSM system with low-complexity OB-MMSE [61] with SE of 8
bpcu.
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Fig. 4.10 BER Vs. SNR of mGQSM and QSM systems over correlated Rayleigh channel with
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Fig. 4.12 BER Vs. SNR of mGQSM and QSM systems over correlated Nakagami channel (m = 2)
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and mGQSM are 0.0338 and 0.0513, respectively and at SNR of 28 dB, the BER values for

the QSM and mGQSM are 0.0009 and 0.0001, respectively over Rayleigh fading. Similarly,

for the remaining channels, we noticed that the mGQSM under imperfect channel conditions

presents better BER performance over the QSM at high SNR values.

4.6.2 Complexity Analysis

In this subsection, we compare the computational complexity of OB-MMSE to that of ML

detector for the RC-mGQSM, the computational complexity is measured by the number of

real-valued multiplications [76]. In OB-MMSE, calculating zk requires (4NR + 1)2NT real-

valued multiplications, calculating gα and f β requires 4N real-valued multiplications, Vth

requires 2 real-valued multiplications, and calculating MMSE detector requires (2NRN
2
T +

11NRNT+4NR+NTM
NC+16)P+2NR2

ηRC−mGQSM real-valued multiplications, where P is the

average number of MMSE detectors. Hence, the computational complexity of OB-MMSE,
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Table 4.1 BER Vs. SNR for perfect and imperfect QSM & mGQSM systems

SNR

(dB)

QSM mGQSM

Rayleigh Rician [K=5 dB] Nakagami-m [m=2] Rayleigh Rician [K=5 dB] Nakagami-m [m=2]

Perfect

(BER)

Imperfect

(BER)

Perfect

(BER)

Imperfect

(BER)

Perfect

(BER)

Imperfect

(BER)

Perfect

(BER)

Imperfect

(BER)

Perfect

(BER)

Imperfect

(BER)

Perfect

(BER)

Imperfect

(BER)

16 0.0338 0.0352 0.0517 0.0535 0.0348 0.0362 0.0513 0.0547 0.0896 0.0953 0.0470 0.0513

22 0.0078 0.0090 0.0186 0.0206 0.0102 0.0114 0.0051 0.0075 0.0170 0.0232 0.0066 0.0092

28 0.0009 0.0016 0.0039 0.0061 0.0016 0.0027 0.0001 0.0006 0.0013 0.0046 0.0003 0.0012

COB−MMSE is given as,

(2NRN
2
T+11NRNT+4NR+NTM

NC+16)P+2NR2
ηRC−mGQSM+(4NR+1)2NT+4N+2 (4.16)

The complexity of OB-MMSE and ML detectors are compared using the complexity

reduction ration (CRR), it is defined as,

CRR =
CML − COB−MMSE

CML

(4.17)

where, CML denoted as the computational complexity of the ML detector for the RC-

mGQSM, it is given as 10NR2
ηRC−mGQSM [93], where ηRC−mGQSM denotes the SE of the

RC-mGQSM, it is given as, ηRC−mGQSM = ηmGQSM − 1 bpcu. For the 4 × 4 system and

4-QAM modulation, we have COB−MMSE = 5402 and CML = 10240 with NC = 2 and P = 8.

We calculate the CRR using eq. (4.19), we observed that the computational complexity of

the OB-MMSE detector is reduced by 47% compared to that of the ML detector for the 4×4

RC-mGQSM with 4-QAM modulation.
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4.7 Conclusion

In this chapter, the BER performances of the mGQSM and RC-mGQSM schemes are investi-

gated under correlated Nakagami-m, Rayleigh, and Rician channels. An appropriate example

is used to describe the mGQSM transmission system. ML method is used to compare the

BER results of the mGQSM and RC-mGQSM schemes to that of the QSM and GQSM with

various fading parameters of Nakagami and Rician channels. We observed that the proposed

RC-mGQSM scheme outperforms QSM by ∼ 2 dB SNR for K = 3 dB and ∼ 1.5 dB SNR

for m = 2. Under Rayleigh channel, the RC-mGQSM, GQSM, and QSM are compared with

the fixed SE of 8 bpcu, we noticed that the RC-mGQSM gain 2 dB SNR over QSM and

performance degrades by ∼ 0.5 dB SNR over GQSM. However, the RC-mGQSM uses more

number of active antennas when compared to GQSM for the fixed system configuration. Fur-

thermore, a low-complexity OB-MMSE detector is developed for the RC-mGQSM, and it is

shown that the OB-MMSE detector achieves near-ML performance with reduced computa-

tional complexity of 47% when compared to the ML detector. Moreover, the mGQSM and

QSM are evaluated and compared under imperfect CSI conditions. The study demonstrates

that the mGQSM performs better than the QSM at high SNR values.
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Chapter 5

mGQSM Performance over Correlated

Weibull Fading Channel

5.1 mGQSM System Model

Consider NR × NT mGQSM system model being NR receive and NT transmit antennas.

Assume the noise vector n has a dimension of NR × 1 and its entries follows i.i.d CN (0, σ2
n).

Let the correlated Weibull channel H being the dimension of NR × NT . In the following

section, the characteristics of H is described. Let hljr be the lthjr and hlji be the lthji column

vectors of H. hljr = [h1,ljr , · · · , hNR,ljr ]
T and hlji = [h1,lji , · · · , hNR,lji ]

T ; j = 1, 2, · · · , NC .

The received signal y can be given as,

y =
√
EsHs+ n

=
√
Es

NC∑
j=1

(hljrsjr + jhljisji) + n
(5.1)

where ljr, lji = 1, 2, · · · , NT and s ∈ CmGQSM .
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5.2 Weibull Fading Channel

Weibull fading channel is characterized by the PDF which is given by,

f(x;λ, β) =
β

λ

(x
λ

)β−1

e−( x
λ
)β (5.2)

where λ and β denote the Weibull scale and shape parameters, respectively. The complex

envelope of Weibull channel can be given as [41],

h̄NR,NT
= (U + jV )2/β (5.3)

where U and V are the Gaussian in-phase and quadrature components, respectively. The

Weibull distribution exhibits good fit to practical channel measurements for indoor and out-

door environment scenarios. The fading severity is controlled by the parameter β. For the

simulations, we consider deep fade environment when β = 0.5 and the non-fading environ-

ment when β = 5. The negative exponential and Rayleigh distributions are the special cases

of Weibull fading when β = 1 and β = 2, respectively.

In this section, we assume a correlated fading channel and compute correlation matrix

using Kronecker channel model [102], which is given by,

H = R
1
2
RxH̄R

1
2
Tx (5.4)

where H̄ is uncorrelated channel matrix, and RTx and RRx are the correlation matrices

at the transmitter and receiver, respectively.

The matrices RTx and RRx are generated using the exponential decay model [103] and

they are given in chapter. 4, eq. (4.3) and eq. (4.4), respectively.

ML detection rule for the input signal x can be given as,

ŝ = arg min
s∈CmGQSM

∥∥∥y −
√
EsHs

∥∥∥2 . (5.5)
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[
l̂jr, l̂ji, ŝjr, ŝji

]
= arg min

s∈CmGQSM

∥∥∥∥∥y −
√
Es

NC∑
j=1

(
hljrsjr + jhljisji

)∥∥∥∥∥
2

(5.6)

where l̂jr and l̂ji represent the estimated antenna indices corresponding to the estimated

symbols, ŝjr and ŝji.

5.3 mGQSM System with Imperfect CSI

This section discusses the uncoded mGQSM system performance with imperfect CSI. In

addition to Weibull channel H, we use NR×NT dimension error channel δH for the imperfect

channel. The entries of δH are modelled as i.i.d. CN (0, σh). We consider Weibull non-fading

environment (β = 5) scenario. At the receiver, the ML decoding algorithm make a decision

with respect to the δH.

ML decoding algorithm for the signal vector s is given as,

ŝ = arg min
s∈CmGQSM

∥y −
√
Es(H+ δH)s∥2 (5.7)

where ŝ denote estimated signal vector for the input signal s.

5.4 Example 3: mGQSM Transmission

Fig. 5.1 shows the mGQSM transmission with NT = 4 and M = 4. According to AAPs

selection [93], we choose NC = 2. To transmit data symbols, mGQSM scheme can choose

any 2

⌊
2 log2 (NT

NC
)
⌋
= 32 possible AAPs out of

(
NT

NC

)2
=
(
4
2

)2
= 36 total number of AAPs. The

possible AAPs for the mGQSM is shown in chapter 3, Table. 3.1. Let the 4-QAM (M = 4)

modulation for the mGQSM transmission with the SE of 9 bpcu. Consider the input bits,

[1 0 0 0 1 0 0 1 0] at one channel use. First,
⌊
2 log2

(
NT

NC

)⌋
= 5 bits, [1 0 0 0 1] choose the

AAPs, (l1r, l2r) = (3, 4) for real, and (l1i, l2i) = (1, 4) for imaginary parts, while remaining,
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Fig. 5.1 mGQSM transmission with NT = 4 and M = 4.

NC log2M = 4 bits, [0 0 1 0] choose data symbols s1 = −1 + j1 and s2 = +1 + j1. The

antennas l1r = 3 and l2r = 4 transmit the real symbols, s1r = −1 and s2r = +1 with the

transmission vector, sr = [0 0 -1 +1]T . Likewise, the antennas l1i = 1 and l2i = 4 transmit

the imaginary symbols, s1i = +1 and s2i = +1 with the transmission vector, si = [+1 0 0

+1]T . Finally, the transmission vector is given as, s = sr + jsi = [+1 0 −1 +1 + j1 ]T .

5.5 Simulation Results

This section illustrates the BER performance of the mGQSM and RC-mGQSM systems over

uncorrelated and correlated Weibull fading channel. Consider Weibull fading channel with

two different fading environment scenarios which depend on the Weibull shape parameter β,

deep fade environment with β = 0.5 and the non-fading environment with β = 5. The entries

of the noise vector n are follows as i.i.d. CN (0, σ2
n). We use 105 data symbols to calculate

BER with different SNR values and also assume the correlation decay coefficient ϕ = 0.7 at
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Fig. 5.2 BER Vs. SNR for mGQSM, QSM and SM systems over Weibull channel (β = 0.5) with
same SE of 9 bpcu

both the transmitter and receiver sides. For the simulations, we consider NT = 4, NR = 4

system model for all the systems, and NC = 2 for mGQSM and RC-mGQSM systems. We

compare all the schemes at the BER of 10−3.

The error performance comparison of mGQSM, QSM, and SM systems with Weibull deep

fade (β = 0.5) and the non-fading (β = 5) environment scenarios are shown in Figs. 5.2 and

5.3, respectively. We compare the error performance of systems with the same SE of 9 bpcu.

In Fig. 5.2, we noticed that mGQSM system performance with 4-QAM (M = 4) scheme gain

in SNR of ∼4 dB over QSM with 32-QAM (M = 32) and ∼8 dB over SM with 128-QAM

(M = 128). In Fig. 5.3, we noticed that mGQSM system performance with 4-QAM (M = 4)

scheme gain in SNR of ∼2 dB over QSM with 32-QAM (M = 32) and ∼4 dB over SM with

128-QAM (M = 128) modulation.

The comparison of RC-mGQSM, QSM, and SM with Weibull deep fade (β = 0.5) and

non-fading (β = 5) environment scenarios are shown in Figs. 5.4 and 5.5, respectively. We

compare the error performance of systems with the same SE of 8 bpcu. In Fig. 5.4, we
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Fig. 5.3 BER Vs. SNR for mGQSM, QSM and SM systems over Weibull channel (β = 5) with
same SE of 9 bpcu

noticed that RC-mGQSM system performance with 4-QAM (M = 4) scheme gain in SNR

of ∼2 dB over QSM with 16-QAM (M = 16) and ∼6 dB over SM with 64-QAM (M = 64).

In Fig. 5.5, we noticed that RC-mGQSM system performance with 4-QAM (M = 4) scheme

gain in SNR of ∼3 dB over QSM with 16-QAM (M = 16) and ∼0.8 dB over SM with 64-

QAM (M = 64) modulation. The mGQSM performance under imperfect CSI is shown in

Fig. 5.6. We consider a non-fading environment (β = 5) scenario and NR × NT dimension

error channel δH, with the variance σh varies from 0.01 to 0.05. For 4-QAM (M = 4) scheme,

we compared the mGQSM system performance with different error channel variances. We

noticed that mGQSM system performance with error channel variance 0.01 and 0.02 are loses

∼2 dB and ∼6 dB SNR values, respectively. Hence, the system performance degrades by

adding an error channel to the perfect channel.

A comparison of mGQSM and QSM performances over uncorrelated and correlatedWeibull

fading (β = 0.5) channel are shown in Figs. 5.7 and 5.8, respectively. We assume 4-QAM

modulation for mGQSM and 32-QAM modulation for QSM and compare both the systems
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Fig. 5.4 BER Vs. SNR for RC-mGQSM, QSM and SM systems over Weibull channel (β = 0.5)
with same SE of 8 bpcu
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same SE of 8 bpcu
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Fig. 5.6 BER Vs. SNR for mGQSM system over Weibull channel (β = 5) with error variances are
equal to 0.01, 0.02, 0.05 and the SE of 9 bpcu.

at same SE of 9 bpcu. In Fig. 5.7, we can see that mGQSM performance gain ∼4 dB SNR

over QSM. In Fig. 5.8, we found that mGQSM outperforms QSM by ∼3 dB SNR at the

same BER.

Figs. 5.9 and 5.10 presents the comparison of RC-mGQSM, GQSM, and QSM systems

over correlated Weibull channel with β = 0.5 and β = 5, respectively. We consider 4-QAM

modulation for RC-mGQSM and GQSM systems, 16-QAM modulation for QSM system. In

Fig. 5.9, we found that RC-mGQSM system performance gain about ∼0.5 dB SNR over

QSM and degrade the performance in SNR of ∼1.5 dB over GQSM at BER of 10−4. In

Fig. 5.10, RC-mGQSM outperforms QSM by ∼1.5 dB SNR and degrades ∼1.6 dB SNR over

GQSM at the same BER. Fig. 5.11 presents the mGQSM performance over different fading

channels i.e. Rayleigh, Rician (K = 3, 10) dB, Nakagami (m = 2, 4), and Weibull (β = 5).

We noticed that the mGQSM performance shows better under Reyleigh channel and gain

∼2 dB and ∼3 dB SNRs over mGQSM with m = 2 and K = 3 dB. Also, observed that the

mGQSM shows poor performances as increases the values of m and K.
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Fig. 5.7 BER Vs. SNR for mGQSM and QSM systems over Weibull channel (β = 5) with SE of 9
bpcu.
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Fig. 5.8 BER Vs. SNR for mGQSM and QSM systems over correlated Weibull channel (β = 5)
with SE of 9 bpcu.
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Fig. 5.9 BER Vs. SNR of RC-mGQSM, GQSM and QSM systems over correlated Weibull channel
(β = 0.5) with SE of 8 bpcu.
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Fig. 5.10 BER Vs. SNR of RC-mGQSM, GQSM and QSM systems over correlated Weibull channel
(β = 0.5) with SE of 8 bpcu.
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Fig. 5.11 BER Vs. SNR of mGQSM system over different fading channels with the same SE of 9
bpcu.
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Fig. 5.12 BER Vs. SNR of mGQSM system over correlated Weibull channel (β = 5) with σh =
0.001, 0.002, 0.005 and the SE of 9 bpcu.
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Fig. 5.13 BER Vs. SNR of QSM system over correlated Weibull channel (β = 5) with σh =
0.001, 0.002, 0.005 and the SE of 9 bpcu.

A comparison of mGQSM and QSM system performances over correlated Weibull fading

(β = 5) with imperfect CSI are shown in the Figs. 5.12 and 5.13, respectively. We consider

4-QAM modulation for mGQSM and 32-QAM modulation for QSM. We assume the values

for the error variance, σh = {0.001, 0.002, 0.005}. Table. 5.1 shows the BER values for perfect

and imperfect mGQSM and QSM systems over correlated Weibull fading channel with SNR

values of 18 dB, 24 dB, 30 dB. At SNR of 18 dB, we noticed that the BER values for the

imperfect (σh = 0.001)QSM and mGQSM systems are 0.0336 and 0.0496, respectively, while

at SNR of 30 dB, the BER values for QSM and mGQSM systems are 0.0026 and 0.0013,

respectively. Similarly, for the remaining σh values we found that mGQSM system with

imperfect channel outperforms the QSM at high SNR values.
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Table 5.1 BER Vs SNR for the QSM and mGQSM systems with imperfect CSI.

SNR

(dB)

BER

QSM mGQSM

σh = 0 σh = 0.001 σh = 0.002 σh = 0.005 σh = 0 σh = 0.001 σh = 0.002 σh = 0.005

18 0.0317 0.0336 0.0348 0.0400 0.0444 0.0496 0.0555 0.0707

24 0.0081 0.0099 0.0120 0.0170 0.0049 0.0078 0.0115 0.0250

30 0.0012 0.0026 0.0041 0.0093 0.0002 0.0013 0.0034 0.0136

5.6 Conclusion

In this chapter, the BER results of mGQSM and RC-mGQSM systems are presented over un-

correlated and correlated Weibull fading channels. A relevant example is used to explain the

mGQSM transmission system. Using the ML detector, mGQSM and RC-mGQSM systems

are illustrated and compared to QSM and GQSM systems. We considered Weibull non-fading

and deep-fading environments with β equal to 5 and 0.5, respectively. The BER results of

RC-mGQSM system are compared to that of QSM and GQSM systems under different fad-

ing scenarios. RC-mGQSM outperforms QSM by ∼1.5 dB SNR and degrades ∼1.6 dB SNR

over GQSM. The mGQSM outperforms QSM by ∼3 dB SNR and ∼4 dB SNR for correlated

and uncorrelated Weibull channels, respectively. Furthermore, the mGQSM performance is

demonstrated under imperfect CSI and compared to QSM. The computational complexity of

the mGQSM increases with the SE.
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Chapter 6

Fully Generalized Quadrature Spatial

Modulation

6.1 Fully Quadrature Spatial Modulation (F-QSM)

6.1.1 Introduction

Fully QSM (F-QSM) [96] scheme was proposed to improve the SE of QSM. F-QSM scheme

employs a novel transmission mechanism in order to attain the linear proportionality between

the SE and NT . Whereas all other SMTs use logarithmic proportionality between SE and

NT . The transmission diagram of F-QSM is shown in [96]. The input bits split into 3 blocks,

the first block consists of data bits which are equal to log2M bits. Using these bits the data

symbol, S is selected from the QAM modulation. Furthermore, the symbol S is separated as

real Sℜ and imaginary Sℑ symbols. The remaining two blocks consists of spatial bits which

are equal to (NT − 1) bits per each block. Using these spatial bits the transmit antenna

combinations (TACs) is selected. The first (NT − 1) bits choose a TACs to transmit the Sℜ,

and remaining (NT − 1) bits choose a same or different TACs to transmit the Sℑ. Therefore,

the SE of F-QSM scheme can be given as [96],
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Table 6.1 Transmit antenna combinations (TACs) for F-QSM with NT = 4

Possible Bits Transmit Antenna Combinations (TACs)

000 1

001 2

010 3

011 4

100 (1, 2)

101 (1, 3)

110 (1, 4)

111 (2, 3)

ηF−QSM = 2(NT − 1) + log2M bpcu (6.1)

From eq. (6.1), we can observe that the SE of F-QSM is linearly proportional with NT ,

while the conventional SMTs SE is logarithmically proportional with NT . Hence, F-QSM

scheme provide higher spectral efficiencies over SM and QSM with fewer NT values. For

example, Let NT = 4 and M = 4, then the SE of F-QSM becomes 8 bpcu. To attain the SE

of 8 bpcu, SM and QSM schemes require NT = 64 and NT = 8, respectively.

Let the input bits [1 1 0 0 0 0 1 1] for F-QSM scheme with 8 bpcu transmission. Where

the first, two bits [1 1] map the M-QAM data symbol S. Furthermore, the data symbol S

is separated as Sℜ and Sℑ. Remaining, spatial bits split into 2 equal blocks, the first block

of bits, [0 0 0] choose the transmit antenna 1 and second block of bits, [0 1 1] choose the

transmit antenna 4 using the Table. 6.1. Finally, the symbols, Sℜ and Sℑ are transmitted

by the antennas 1 and 4, respectively. Hence, the NT × 1 dimension transmission vector is

given as, S = [Sℜ 0 0 jSℑ]
T . Similarly, for the other possible transmitted vectors are given in

Table. 6.2.
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Table 6.2 Codebook for the F-QSM transmission with NT = 4 and M = 4

i/p Bits Transmission Data

Data Bits Spatial Bits Antenna-1 Antenna-2 Antenna-3 Antenna-4

b1b2 000000 S - - -

b1b2 000001 Sℜ Sℑ - -

b1b2 000010 Sℜ - Sℑ -

b1b2 000011 Sℜ - - Sℑ

b1b2 111100 Sℑ S Sℜ -

b1b2 111101 Sℑ Sℜ S -

b1b2 111110 Sℑ Sℜ Sℜ Sℑ

b1b2 111111 - S S -

6.1.2 F-QSM System Model

Consider NR × NT system model being NR receive and NT transmit antennas. Let the

Rayleigh channel, H and the noise n with dimensions NR × NT and NR × 1, respectively.

The channel gains of H and n follows i.i.d hNR,NT
∼ CN (0, 1) and nNR,1 ∼ CN (0, σ2

n). The

received signal is given by,

y = HS+ n

= hlℜSℜ + jhlℑSℑ + n
(6.2)

and

hlℜ =
Nc∑
p=1

hp, hlℑ =
Nc∑
q=1

hq (6.3)

where hp, hq denotes the p
th and qth columns of H, respectively, and NC = 1, 2, · · · ,

⌈
NT

2

⌉
.
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At the receiver, we use the ML detection algorithm by assuming perfect CSI and it is

given by,

[l̂ℜ, l̂ℑ, Ŝℜ, Ŝℑ] = arg min
lℜ,lℑ,Sℜ,Sℑ

∥y − (hlℜSℜ + jhlℑSℑ)∥2 (6.4)

where l̂ℜ and l̂ℑ are the detected antenna indices of Ŝℜ and Ŝℑ.

6.2 Fully Generalized Quadrature Spatial Modulation

(FGQSM)

6.2.1 Introduction

In this section, we propose a fully generalised QSM (FGQSM) scheme to enhance the SE

of F-QSM and mGQSM by considering variable number of TACs and multiple RF-chains.

The logarithmic proportionality between SE and NT of conventional SMTs is vanquished in

FGQSM and achieves a linear proportionality by using variable number of TACs. Moreover,

the SE of FGQSM improves over symbol and spatial constellations for F-QSM and mGQSM,

respectively. The transmission system diagram of FGQSM with NT transmit antennas is

shown in Fig. 6.1. The input data bits split into 3 group of bits, the first NC log2M bits

encode data symbols S1, · · · , SNC
using symbol mapper and 1 < NC ≤

⌊
NT

2

⌋
. The remaining

two group of spatial bits, 2(NT − 1) choose the TACs with the help of antenna mapper. The

first (NT − 1) bits choose one TACs to transmit the symbols, S1ℜ, · · · , SNCℜ, and remaining

(NT −1) bits choose the same or different TACs to transmit symbols, S1ℑ, · · · , SNCℑ. Hence,

the SE of FGQSM is given by,

ηFGQSM = 2(NT − 1) +NC log2M bpcu (6.5)

From eq. (6.5), we observe that the SE of FGQSM is linearly proportional with NT ,
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Fig. 6.1 FGQSM transmission system diagram

while the SE of the conventional SMTs is logarithmic proportional with NT . Therefore, the

FGQSM scheme provide higher data rates over conventional SMTs with fewer NT values.

For example, Let NT = 4 and M = 4, then the SE of FGQSM becomes 10 bpcu. To attain

the same SE of 10 bpcu, mGQSM (NC = 2), F-QSM, and QSM schemes require NT = 5,

NT = 5 and NT = 16, respectively.

Fig. 6.2 shows the FGQSM transmission with NT = 4 and M = 4. Let the input bits0 1 1 0 1 0︸ ︷︷ ︸
spatial bits

1 0 0 1︸ ︷︷ ︸
data bits

 for FGQSM (NT = 4,M = 4) with 10 bpcu transmission. Where the

first, four data bits

1 0 0 1︸ ︷︷ ︸
b1b2b3b4

 map the M-QAM symbols (S1 = +1 + 1j, S2 = −1− 1j). Fur-

thermore, these data symbols are separated as (S1ℜ = +1, S2ℜ = −1) and (S1ℑ = +1j, S2ℑ =

−1j). Remaining, spatial bits are split into 2 equal parts, the first part of bits, [0 1 1] choose

the TACs (2, 4) and the second part of bits, [0 1 0] choose the TACs (1, 4) using the Table.

6.3. Finally, the symbols, (S1ℜ = +1, S2ℜ+−1) and (S1ℑ = +1j, S2ℑ = −1j) are transmitted

by the TACs (2, 4) and (1, 4), respectively. Hence, the NT × 1 dimension transmission vector
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Table 6.3 Transmit antenna combinations (TACs) for FGQSM with NT = 4

Possible Bits Transmit Antenna Combinations (TACs)

000 (1, 2)

001 (1, 3)

010 (1, 4)

011 (2, 4)

100 (1, 2, 3)

101 (1, 2, 4)

110 (2, 3, 4)

111 (1, 2, 3, 4)

Table 6.4 Codebook for the FGQSM transmission with NT = 4 and M = 4

i/p Bits Transmission Data

Data Bits Spatial Bits Antenna− 1 Antenna− 2 Antenna− 3 Antenna− 4

b1b2b3b4 000000 S1ℜ + jS1ℑ S2ℜ + jS2ℑ - -

b1b2b3b4 000001 S1ℜ + jS1ℑ S2ℜ jS2ℑ -

b1b2b3b4 000010 S1ℜ + jS1ℑ S2ℜ - jS2ℑ

b1b2b3b4 000011 S1ℜ S2ℜ + jS1ℑ - jS2ℑ

b1b2b3b4 111100 S1ℜ + jS1ℑ S1ℜ + jS1ℑ S2ℜ + jS2ℑ S2ℜ

b1b2b3b4 111101 S1ℜ + jS1ℑ S1ℜ + jS1ℑ S2ℜ S2ℜ + jS2ℑ

b1b2b3b4 111110 S1ℜ + jS1ℑ S1ℜ S1ℜ + jS1ℑ S2ℜ + jS2ℑ

b1b2b3b4 111111 S1ℜ + jS1ℑ S1ℜ + jS1ℑ S2ℜ + jS2ℑ S2ℜ + jS2ℑ
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Fig. 6.2 FGQSM transmission with NT = 4 and M = 4

is given as, S = [+1j + 1 0 − 1− 1j]T . Similarly, other possible transmitted vectors are

given in Table. 6.4.

6.2.2 FGQSM System Model

Assume NR×NT FGQSM system being NR receive and NT transmit antennas. Let the input

signal S is transmitted over frequency-flat Rayleigh fading channel, H. The channel gains of

H and the coefficients of n are given as i.i.d hNR,NT
∼ CN (0, 1) and nNR,1 ∼ CN (0, σ2

n). Let

hlqℜ and hlqℑ be the lthqℜ and lthqℑ columns of H, respectively, i.e. hlqℜ = [h1,lqℜ , · · · , hNR,lqℜ ]
T

and hlqℑ = [h1,lqℑ , · · · , hNR,lqℑ ]
T ; q = 1, · · · , NC . Therefore, the received signal can be given

as,

y = HS+ n

=

NC∑
q=1

(hlqℜSqℜ + jhlqℑSqℑ) + n
(6.6)
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where S is the transmitted signal and lqℜ, lqℑ = 1, · · · , NT .

6.3 Fading Channels

6.3.1 Rayleigh Fading

The Rayleigh fading model can be used to statistically analyse radio signal. In multipath

propagation, it performs best when there is no LOS path. The fading gains of H are consid-

ered as i.i.d. CN (0, 1).

6.3.2 Rician Fading

Rician fading can be modelled when the multipath propagation consist dominant LOS path

as well as scattered non-LOS paths. Rayleigh fading is the special case of Rician when the

dominant LOS path is not present. The channel matrix for the Rician fading can be given

as,

H =

√
K

1 +K
× 1NR×NT

+

√
1

1 +K
×H′ (6.7)

where K defines the Rician factor, H′ defines the channel matrix, where each entry follows

i.i.d. CN (0, 1), and 1NR×NT
denotes the NR ×NT dimension matrix, where each entry equal

to 1.

Using ML detection method, we calculate the estimated antenna indices corresponding

to data symbols is given as,

[
l̂qℜ, l̂qℑ, Ŝqℜ, Ŝqℑ

]
= arg min

lqℜ,lqℑ,Sqℜ,Sqℑ

∥∥∥∥∥y −
NC∑
q=1

(
hlqℜSqℜ + jhlqℑSqℑ

)∥∥∥∥∥
2

(6.8)

where l̂qℜ and l̂qℑ are estimated antenna indices correspond to symbols, Ŝqℜ and Ŝqℑ.
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6.4 FGQSM and F-QSM Systems with Imperfect CSI

This section presents the FGQSM and F-QSM performances under imperfect CSI. To illus-

trate the performance of FGQSM and F-QSM with imperfect channel (H+ δH) ∈ CNR×NT ,

the error channel δH ∈ CNR×NT is employed along with Rayleigh channel H ∈ CNR×NT .

The coefficients of δH follows i.i.d. CN (0, σ2
e), where σ

2
e defines the variance of δH. In this

section, we consider two distinct scenarios, 1). fixed σ2
e : to determine the performance of

FGQSM and F-QSM, the value of σ2
e is constant for different SNR values, and 2). variable

σ2
e : where the σ2

e is changes with different SNR values as σ2
e = 1/(γN), where the average

SNR, γ = E
{
|S|2

}
/σ2

n and N is the number of pilot symbols which are used to estimate the

error channel [35].

The ML detection method makes a decision with imperfect channel H + δH. The ML

detection for input signal S can be given as,

Ŝ = arg min
S

∥y − (H+ δH)S∥2 (6.9)

where Ŝ is the estimated signal of S.

6.5 Simulation Results

This section presents the the BER performance comparison of FGQSM and F-QSM systems

with mGQSM, RC-mGQSM and QSM systems. Also, present the FGQSM and F-QSM

performance under imperfect CSI conditions. Consider the coefficients of the channel H

and noise n are follows CN (0, 1) and CN (0, σ2
n), respectively. We consider 106 symbols to

calculate BER for various SNRs. For all the computer simulations, we assume 4× 4 system

with NT = 4 and NR = 4 and compare all the schemes at BER of 10−4. The doublet in the

figures is denote as (NT ,M).

BER comparison of F-QSM, RC-mGQSM, QSM, and SM under uncorrelated Rayleigh
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Fig. 6.3 BER versus SNR of F-QSM, RC-mGQSM, QSM, and SM systems over Rayleigh channel
with same SE of 8 bpcu.

channel is shown in Fig. 6.3. These schemes are compared with the same SE of 8 bpcu. The

F-QSM scheme outperform by ∼ 2.5 dB SNR of QSM and ∼ 4.5 dB SNR of SM. There is a

small degradation of ∼ 0.5 dB SNR over RC-mGQSM. By comparing these schemes, F-QSM

can deliver more spatial bits for a smaller number of transmitting antennas and lower order

modulation, this mechanism decreases the complexity of F-QSM scheme.

Fig. 6.4 presents the BER versus SNR of F-QSM scheme under imperfect channel with

variable σ2
e . We compare the F-QSM performance with perfect CSI (P-CSI) to F-QSM with

imperfect channel and number of pilot symbols N equal to 1, 3, and 10. The BER of F-QSM

scheme degrades by ∼ 3.5 dB, ∼ 1.5 dB, and ∼ 0.5 dB SNRs with N = 1, N = 3 and

N = 10, respectively. The performance of F-QSM with an imperfect channel approaches

that of a perfect channel when N is increased.

The performance of F-QSM and QSM schemes under imperfect CSI are shown in Fig. 6.5

and 6.6, respectively. We compare the BER of both the schemes at SNR values of 16 dB, 18

dB, and 20 dB which is shown in Table. 6.5. We assume the values of error variance σ2
e as
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Fig. 6.4 BER versus SNR of F-QSM system under imperfect channel with N = (1, 3, 10) and
ηF−QSM = 8 bpcu.
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Fig. 6.5 BER versus SNR of F-QSM system with fixed error variance, σ2
e = (0, 0.003, 0.005, 0.007)

and ηF−QSM = 8 bpcu.
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Fig. 6.6 BER versus SNR of QSM system with fixed error variance, σ2
e = (0, 0.003, 0.005, 0.007) and

ηQSM = 8 bpcu.

0, 0.003, 0.005, and 0.007. However, the value σ2
e = 0 becomes the perfect channel. At SNR

of 16 dB, we observed the BER values for F-QSM and QSM schemes are 0.0014 and 0.0051,

respectively and at 20 dB, the BER values are 0.0001 and 0.0005, respectively for σ2
e = 0.005.

Hence, the F-QSM scheme performance better than QSM scheme under imperfect CSI. In

F-QSM, the data can be transmitted through a variable number of antennas.

We calculate the computational complexity in terms of real valued multiplications. The

computational complexity of the F-QSM and RC-mGQSM is calculated as 8NR2
ηF−QSM and

10NR2
ηRC−mGQSM [93], respectively. For 4× 4 system and 4-QAM symbol, the complexity of

RC-mGQSM is computed as 10240. Whereas, the complexity of F-QSM is 8092, which is

approximately 21% less compared to the complexity of RC-mGQSM.

Fig. 6.7 shows the achievable SE of the FGQSM compared to the mGQSM, QSM, and

SM respectively. The SE of FGQSM, mGQSM, QSM, and SM are calculated by assuming

the fixed 4-QAM modulation scheme. Let NC = 2 for FGQSM, mGQSM and NC = 1 for

QSM and SM. The achievable SE of the FGQSM is linearly proportional with NT where as,
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Table 6.5 BER Vs. SNR for imperfect CSI of F-QSM & QSM

SNR

(dB)

F-QSM (BER) QSM (BER)

σ2
e = 0 σ2

e = 0.003 σ2
e = 0.005 σ2

e = 0.007 σ2
e = 0 σ2

e = 0.003 σ2
e = 0.005 σ2

e = 0.007

16 0.0007 0.0010 0.0014 0.0016 0.0036 0.0043 0.0051 0.0054

18 0.0001 0.0003 0.0004 0.0005 0.0009 0.0012 0.0015 0.0019

20 3.25E-05 8.87E-05 0.0001 0.0002 0.0002 0.0003 0.0005 0.0007

the SE of mGQSM, QSM, and SM is logarithmically increase with NT . For, NT = 16, the SE

of the FGQSM is 34 bpcu while the mGQSM, QSM, and SM systems achieve only 17 bpcu,

10 bpcu, and 6 bpcu SE, respectively. As a result, the proposed FGQSM achieves higher SE

with smaller NT than mGQSM, QSM, and SM.

BER comparison of proposed FGQSM, RC-mGQSM, F-QSM, and QSM over Rayleigh

channel is shown in Fig. 6.8. These schemes are compared with the same SE of 10 bpcu. The

FGQSM scheme outperform by ∼ 2 dB, ∼ 3.5 dB, ∼ 6 dB SNR values over RC-mGQSM, F-

QSM, and QSM, respectively. By observing all these schemes, the FGQSM can deliver more

number of spatial bits for a smaller NT . In Fig. 6.9, BER results of FGQSM, mGQSM, and

QSM are compared with different transmit antennas and same SE of 10 bpcu. We observed

that the FGQSM performance degrades by ∼ 0.5 dB SNR for mGQSM and ∼ 2 dB SNR

for QSM. In this scenario, the proposed FGQSM scheme requires only 4 transmit antennas

whereas, mGQSM and QSM systems require 5 and 16 transmit antennas, respectively.

Figs. 6.10 and 6.11 shows the comparison of proposed FGQSM system with RC-mGQSM

and QSM systems with Rician channel for K = 3 dB and K = 5 dB, respectively. Assume

NC = 2, 4-QAM (M = 4) for FGQSM system, 8-QAM (M = 8) for RC-mGQSM, and 64-

QAM (M = 64) for QSM. By comparing performances of all these schemes for same SE of 10

bpcu, we found that FGQSM outperforms RC-mGQSM by ∼4.5 dB SNR and QSM by ∼7.5
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Fig. 6.7 Achievable SE for the proposed FGQSM is compared to mGQSM, QSM, and SM with
different NT values.
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Fig. 6.8 BER Vs. SNR of FGQSM, RC-mGQSM, F-QSM and QSM systems over Rayleigh channel
with the same SE of 10 bpcu.
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dB with same SE of 10 bpcu.
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and ηF−QSM = 10 bpcu.
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Table 6.6 BER Vs SNR for imperfect FGQSM and F-QSM

SNR

(dB)

FGQSM (BER) F-QSM (BER)

σ2
e = 0 σ2

e = 0.001 σ2
e = 0.002 σ2

e = 0.005 σ2
e = 0 σ2

e = 0.001 σ2
e = 0.002 σ2

e = 0.005

18 0.0004 0.0005 0.0006 0.0012 0.0030 0.0034 0.0039 0.0056

22 1.5E-05 2.9E-05 4.4E-05 0.0001 0.0002 0.0004 0.0006 0.0013

24 2.3E-06 8.3E-06 1.5E-05 9.1E-05 5.7E-05 0.0001 0.0002 0.0007

dB SNR values for K = 3 dB and K = 5 dB. The FGQSM performance over Rician channel

with different values of K are shown in Fig. 6.12. Let us consider 4 × 4 FGQSM system

with NC = 2 and 4-QAM (M = 4). The performance of FGQSM is evaluated for different

values of K. We observed the performance of FGQSM for K = 3 dB provide improvement

by ∼1 dB SNR for K = 5 dB and by ∼6.5 dB SNR for K = 10 dB.

In Figs. 6.13 and 6.14, the FGQSM and F-QSM performances are presented under im-

perfect CSI conditions, respectively. We compare the BER of both the schemes at SNR of 18

dB, 22 dB, and 24 dB which is shown in Table. 6.6. We assume the values of error variance

σ2
e as 0, 0.001, 0.002, and 0.005. However, the value σ2

e = 0 becomes the perfect channel.

At SNR of 18 dB, observed BER values of FGQSM and F-QSM are 0.0006 and 0.0039, re-

spectively. Similarly, at SNR of 24 dB, BER of FGQSM and F-QSM are 1.5 × 10−05 and

0.0002, respectively, for σ2
e = 0.002. Hence, the FGQSM scheme performance better than

F-QSM scheme under imperfect channel conditions. In FGQSM, the data can be transmitted

through a variable number of TACs.

101



6.6 Conclusion

In this chapter, the BER performance of the FGQSM and F-QSM are investigated over

Rayleigh and Rician fading channels. A variable TACs are considered for the FGQSM and

F-QSM transmission. The achievable SE of the proposed FGQSM is compared to various

SMTs with different values of NT . ML method is used to estimate the transmit antenna

indices and data symbols. We compare the BER results of FGQSM system to mGQSM and

F-QSM with various values of fading factor for Rician channel. For the Rayleigh channel,

the FGQSM outperform by ∼ 2 dB, ∼ 3.5 dB, ∼ 6 dB SNR values over RC-mGQSM, F-

QSM, and QSM, respectively. By observing all these schemes, the FGQSM can deliver more

number of spatial bits for a smaller NT . The BER results of FGQSM, mGQSM, and QSM

are compared with different transmit antennas and observed that the FGQSM performance

degrades by ∼ 0.5 dB SNR for mGQSM and ∼ 2 dB SNR for QSM. However, the proposed

FGQSM requires only 4 transmit antennas whereas, mGQSM and QSM systems require 5

and 16 transmit antennas, respectively. Moreover, proposed FGQSM and F-QSM systems are

investigated with imperfect channel conditions. The results demonstrating that the FGQSM

outperforms F-QSM.
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Chapter 7

Conclusions and Future Scope

7.1 Conclusions

In this thesis, the research has been oriented mainly on the SE improvement of various SM

techniques. It contains seven chapters, including this as the last chapter.

In Chapter 1, introduction, background, and motivation for carrying out this research

has been described.

In Chapter 2, the literature review on various SMTs have been provided. The transmis-

sion concepts of SM, GSM, MA-SM, QSM, and GQSM techniques are presented in order to

enhance the SE and also provided the suitable examples for the data transmission.

In Chapter 3, the mGQSM and RC-mGQSM system performances illustrated under

Nakagami-m, Rayleigh, and Rician fading channels. Using the ML-detection algorithm, the

performance of the mGQSM and RC-mGQSM schemes are presented and compared with the

performances of the GQSM, QSM, and SM schemes with various values for the Nakagami

parameter and Rician factor. For m=4, the RC-mGQSM outperforms SM (M = 64) by ∼ 1.5

dB and QSM (M = 16) by ∼2 dB SNRs. RC-mGQSM performance with 4-QAM modulation

outperforms MA-SM (M = 8), QSM (M = 16), and GSM (M = 64) by ∼ 2 dB, 3 dB, and 5

dB SNRs, respectively. A low complexity detection method is presented for the RC-mGQSM
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scheme. Also, study and compared the performances of the mGQSM and SM schemes under

imperfect channel conditions.

In Chapter 4, the BER performances of the mGQSM and RC-mGQSM schemes are

investigated under correlated Nakagami-m, Rayleigh, and Rician channels. ML method is

used to compare the BER results of the mGQSM and RC-mGQSM to that of QSM and

GQSM with various fading parameters of Nakagami and Rician channels. We observed that

the proposed RC-mGQSM scheme outperforms QSM by ∼ 2 dB SNR for K = 3 dB and

∼ 1.5 dB SNR for m = 2. Under Rayleigh channel, the RC-mGQSM, GQSM, and QSM

are compared with the fixed SE of 8 bpcu, we noticed that the RC-mGQSM gain 2 dB

SNR over QSM and performance degrades by ∼ 0.5 dB SNR over GQSM. However, the RC-

mGQSM uses more number of active antennas when compared to GQSM for the fixed system

configuration. Furthermore, a low-complexity OB-MMSE detector is developed for the RC-

mGQSM, and it is shown that the OB-MMSE detector achieves near-ML performance with

reduced computational complexity of 47% when compared to the ML detector. Moreover,

the mGQSM and QSM are evaluated and compared under imperfect CSI conditions. The

study demonstrates that the mGQSM performs better than the QSM at high SNR values.

In Chapter 5, the BER results of mGQSM and RC-mGQSM systems are presented

over uncorrelated and correlated Weibull fading channels. Using the ML detector, mGQSM

and RC-mGQSM systems are illustrated and compared to QSM and GQSM systems. We

considered Weibull non-fading and deep-fading environments with β equal to 5 and 0.5,

respectively. The BER results of RC-mGQSM system are compared to that of QSM and

GQSM. The RC-mGQSM outperforms QSM by ∼1.5 dB SNR and degrades ∼1.6 dB SNR

over GQSM. The mGQSM outperforms QSM by ∼3 dB SNR and ∼4 dB SNR for correlated

and uncorrelated Weibull channels, respectively. Furthermore, the mGQSM performance is

demonstrated under imperfect CSI and compared to QSM. The computational complexity of

the mGQSM increases with the SE.

In Chapter 6, the BER performance of the FGQSM and F-QSM are investigated over
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Rayleigh and Rician fading channels. A variable TACs are considered for the FGQSM and F-

QSM transmission. The achievable SE of the proposed FGQSM is compared to various SMTs

with the different NT values. For the Rayleigh channel, the FGQSM outperform by ∼ 2 dB, ∼

3.5 dB, ∼ 6 dB SNR values over RC-mGQSM, F-QSM, and QSM, respectively. By observing

all these schemes, the FGQSM can deliver more number of spatial bits for a smaller NT . The

BER results of FGQSM, mGQSM, and QSM are compared with different transmit antennas

and observed that the FGQSM performance degrades by ∼ 0.5 dB SNR for mGQSM and ∼ 2

dB SNR for QSM. However, the proposed FGQSM requires only 4 transmit antennas whereas,

mGQSM and QSM systems require 5 and 16 transmit antennas, respectively. Moreover,

proposed FGQSM and F-QSM systems are investigated with imperfect channel conditions.

The results demonstrating that the FGQSM performance is better than F-QSM.

7.2 Future Scope

In this thesis, various fading channels are used to present the BER performances of mGQSM,

RC-mGQSM, and FGQSM schemes. Furthermore, low complexity detection methods are

used to investigate the performance of the RC-mGQSM scheme. This work can be further

extended as follows.

� The computational complexity of the ML detection for the mGQSM scheme is increases

by enhancing the SE. However, it requires near-ML low-complexity detection methods

to further reduce the computational complexity.

� Massive MIMO systems can employ large number of transmit antennas (about 10 to

100 antennas) at the base station further to improve the SE.

� Point-to-multipoint or multi-user MIMO (MU-MIMO) communication can be investi-

gated.
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