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Abstract

Electricity is the most desired resource in this world and it is crucial for the
development of any sector. The electric power system network consists of gen-
eration, transmission and distribution. Generation is categorized according to
the kind of resource as non-renewable or renewable. Non-renewable energy
sources are expected to be substituted by Renewable Energy Sources (RES) due
to high operating costs and greater emissions of Green House Gas (GHG). RES,
on the other hand, has a low operating cost, is environmentally friendly, plen-
tiful and easily accessible. RES suffers from intermittent generation and is not
reliable. These issues of RES can be reduced through Hybrid Renewable En-
ergy Sources (HRES). HRES is a combination of renewable energy generating
plants and energy storage technologies that address the limitations of a single

energy source.

HRES can be implemented as a part of standalone Microgrid (MG) or can be
integrated into the grid. The main goal of HRES integration to power network is
to improve the system performance. The parameters such as economic cost, re-
liability, GHG emissions, power loss and voltage profile are considered in this
study, to evaluate the power system network performance. These parameters
are applied to systems with different modes of operations (standalone or grid
connected), locations and objectives. The following locations are considered
for case studies: 1) Jarre village, Ethiopia, i1) Eastern Region of Ethiopian Elec-
tric Power (EEP), Ethiopia and ii1) cluster of Baheya, Ulatu and Karmadhippa
villages, India.

Jarre village is a remote area that is yet to be electrified. It has an abun-

dance of RES like solar and wind. The case study is intended to model a cost
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efficient power system for the village. The cost feasibility of grid extension
or installing stand-alone system is compared. The analysis of the investigation
reveals that standalone MG is economically effective than grid extension. A
standalone HRES MG with solar PV, WT and BS is proposed. Other tasks in-
volved in this case study include determining the optimal combination of HRES
components. Minimization of economic costs and GHG emissions are consid-
ered as objectives. Reliability index is considered as a constraint for stand alone

MG modelling.

Metaheuristic techniques such as Particle Swarm Optimization (PSO), Dif-
ferential Evolution (DE), Manta Ray Foraging Optimization (MRFO), Shuffled
Frog-Leaping Algorithm (SFLA), Reptile Search Algorithm (RSA) and RUNge
Kutta Optimizer (RUN) are employed to determine the optimal size of HRES
components. According to the analysis, the modelled standalone HRES MG

system is cost effective, reliable and emits less GHG.

To investigate the advantages of HRES integration as DG, Eastern Region
EEP system is considered. This region has low voltage profile, high power loss
and unreliable power supply. Optimal DG placement and sizing is proposed to
address these problems. Standard IEEE 33 bus system is initially optimized for
DG placement and sizing through MRFO. The output is compared with other
optimization techniques to select the better performing optimization technique.
This optimization technique is then applied to solve the placement and sizing
problem of DG in Eastern Region EEP network. The optimal size of solar PV
and WT as part of the proposed DG is determined using the same optimization
technique. The economic benefit due HRES integration as DG is also investi-

gated.

The impact of subsidy on the economic costs of HRES MG is investigated

X



for the clustered villages of Baheya, Ulatu and Karmadhippa, Jharkhand, India.
These villages are powered by an unreliable and conventional grid. Grid con-
nected MG consisting of solar PV, micro hydropower and biogas is proposed for
these villages. The MG is supposed to provide the villages with reliable and cost
effective electric supply having a high ratio of RES. The economic cost analysis
1s performed considering the effect of subsidies. Subsidies are given on com-
ponent installation costs in order to reduce system costs and promote renewable

energy technologies.
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Chapter 1

Introduction

This chapter focuses on various types of electrical energy resources and their
characteristics. The modes of operation of HRES MG in power system networks
are also highlighted. The parameters used to evaluate the performance of power

system network are thoroughly discussed.

1.1 Background

An electric power system is a network of electrical components that gen-
erate, transmit and distribute energy from sources to the loads. Based on the
source and its ability to regenerate, electric power generation sources are clas-
sified as non-renewable and renewable. Non-renewable sources are limited and
take a long time to replenish. They regenerate more slowly, which causes them
to become depleted. Natural gas, coal, petroleum, etc. are categorized under
non-renewable energy sources. Renewable Energy Sources (RES) are gener-
ated from natural resources and are replenished at a faster rate than they are
consumed. RES includes geothermal, biomass, tidal, solar, wind energy, etc.

RES energy production is growing faster than conventional (coal-fired) en-
ergy production. The global share of electricity generation from RES is ex-
pected to increase from 27% in 2019 to 85% by 2050 [1]. Solar and wind have

a significant contribution in the expected growth of RES. They are abundant



and easily accessible everywhere, as well as a widely deployed, cost-effective
and use adaptable technology [2]. The total installation costs of solar PV and
WT are gradually decreasing, as shown in Table [1.1. Comparing 2020 to 2010,
the installation cost of a solar PV plant decreased by 81% and WT decreased
by 32% for offshore and 31% for onshore. On the other hand, the cost of in-
stalling hydro and geothermal systems has increased by 47% and 71%, respec-
tively [3]. According to this data, the total installation cost of solar PV and WT
will no longer be considered a significant disadvantage in the near future. The

Table 1.1: Cost Trends of RES, from 2010 to 2020 [3]]

Total Installed Costs ($/kW) | Levelised Cost ($/kWh)
RES 2010 | 2020 | % Change | 2010 | 2020 | % Change
Bio-energy 2619 | 2543 | -3% 0.076 | 0.076 | 0%
Geothermal 2620 |[4468 | 71% 0.049 | 0.071 | 45%
Hydropower | 1269 | 1870 | 47% 0.038 | 0.044 | 18%
Solar PV 4731 | 883 -81% 0.381 | 0.057 | -85%
Onshore wind | 1971 | 1355 |-31% 0.089 | 0.039 | -56%
Offshore wind | 4706 | 3185 | -32% 0.162 | 0.084 | -48%

global exploitable potential of solar, wind and hydroelectric energy is estimated
to be 4.44x10% GWh, 1.67x10% GWh and 1.39x10" GWh, respectively [4].
In 2021, the total installed capacity of RES is expected to be 3064 GW. Hy-
dropower, solar and wind energy account for 1230 GW, 849 GW and 825 GW,
respectively. The rest of the energy contribution, 1.e., 160 GW, is from other

renewable sources [5]. Figure [1.1) depicts the global share of installed RES.

According to the statistics presented above, solar and wind energy resources
are abundant but underutilized. As a result, the use of RES will help to alleviate
the global energy crisis and mitigate climate change.

The depth of RE Penetration (REP) in the grid is a topic of contention. RES

suffers from intermittent and stochastic nature [6], which makes it an unreli-
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27%

28%

®mHydro = Solar = Wind = Others

Figure 1.1: World RES Installed Capacity @ 2021 [5]

able source of energy. On the other hand, by using Hybrid Renewable Energy
Sources (HRES) along with proper storage and control techniques a 100% RES
based grid can be realised. Some countries have achieved this feat or are on
their way to achieving 100% REP in their grid. For example - Paraguay: 100%,
Ethiopia: 98%, Norway: 97%, Iceland: 97%, Costa Rica: 87 %, and Brazil:
83% of RE penetration in 2020 [3, 7].

HRES is a combination of renewable energy-generating plants and energy
storage technologies that address the limitations of a single energy source. HRES
increases power system reliability by diversifying energy sources and increasing
robustness [8]. HRES can be utilized as a part of a standalone Microgrid (MG) or
can be integrated into the grid to improve the performance of the power system
network. A standalone MG is a local energy system with control capability and
can operate independently. A grid-connected MG is an entity that is electrically

connected to the grid and is part of a vast interconnected system.



The utilization of HRES MG in the power network promotes decarboniza-
tion, decentralization and democratization. Decarbonization is the process of
replacing the fossil fuel energy sources currently being used with energy sources
that emit less Green House Gas (GHG). Decentralization is a significant step in
the electricity sector for the spread of RES and reduces dependence on fossil fu-
els. A concept developed within the environmental justice movement to make

energy accessible to everyone is termed as democratization [9].

The integration of HRES into the power systems is intended to enhance reli-
ability, reduce economic cost, lower environmental effects and improve power
quality by reducing power loss and improving voltage profile. The power system
network performance 1s improved through Demand Side Management (DSM)
and Supply Side Management (SSM) methods. DSM includes utility actions to
adjust the amount and timing of energy usage by customers. It includes changing

energy usage patterns and using efficient energy-consuming devices [[10].

SSM control strategies include planning and scheduling the power generation
plants to operate at optimal levels, adjusting power generation with load vari-
ation, using FACTS devices and including distributed generators. Distributed
Generation (DG) refers to a variety of technologies that generate electricity at or
near the load. It may consist of diesel generators, storage systems and RES [[11].
DG is an alternative generation that improves reliability, power quality and flex-
ibility of the power system []12]. Solar and wind energy are the most potential

RES used as DG to improve power system network performance [|13-15].

The economic performance of the power system can be improved by intro-
ducing lower-cost energy generation plants and subsidizing the components.
Subsidies, also known as government incentives, are financial aids provided to

electric power producers. Its purpose is to offset capital costs to promote green



energy (renewable energy) policy. So, subsidization is proposed as an alterna-

tive strategy for operating RES more economically.

The combination of HRES components is determined by performance eval-
uation parameters such as reliability, economic cost, environmental effects, etc.
The optimal size and placement of HRES components are obtained through op-
timization techniques while considering the objectives and constraints. The op-
timization techniques are classified as classical and meta-heuristic algorithms.
The applications of these methods varies according to performance, flexibility
and objective function. Meta-heuristic methods are more accurate, efficient and
capable of obtaining optimal solutions for hybrid systems [16,|17]. Due of the
benefits listed above, the metaheuristic methods are being considered for opti-

mizing the objective problems in this research work.



1.2 Motivation of Research

 Population in remote areas lack access to electricity since they are far away

from the grid.

* The existing power system in underdeveloped countries is characterized

by high power loss, low voltage profile and poor reliability.

* RES in such locations 1s available but not utilized.

1.3 Aim and Objectives

The aim of the research work is to model the optimal combination of HRES
components that are to be integrated into the power system network for improv-
ing its performance.

The objective in this research is to operate the power system at the lowest pos-
sible cost while maintaining reliability, lowering GHG emissions and improv-
ing power quality. The investigations are applied to real-world power systems

as case studies. The following are the specific objectives of the research.

* To evaluate a feasible economic solution for non-electrified remote region,

by comparing grid extension and standalone HRES MG.

* To optimize size and location of HRES components considering perfor-
mance evaluation parameters such as reliability, economic cost, GHG emis-

sion (COy), power loss and voltage profile, as applicable to the case studies.

* To investigate the integration of DG into the power system network to re-

duce power loss and to improve voltage profile.

* To determine optimal combination of HRES components used as DG.

6



* To evaluate the cost-effectiveness of HRES integration to power system

network.

* To ascertain the impact of subsidy on the total cost of HRES in the grid-

connected framework.

1.4 Significance of the Study

* Encourage the community to get access to electricity at a lower cost with

lesser GHG emissions and better reliability.
* Reduce a utility’s burden by proposing optimal usage of RES.

* Quantify the utility’s economic benefits by reducing power losses through

the introduction HRES to the power system network.

1.5 Work Plan

The steps taken to complete the study are as follows: (1) the research area
1s shortlisted by identifying the existing problems in the power system of de-
veloping countries. (ii) remote regions are marked which do not have electric
supply or suffer from irregular supply, (ii1) economic analysis is considered for
all the proposed models, (iv) constraints are formulated based on different fac-
tors, (v) evaluation parameters are selected based on the requirements of the
case study (vi) optimal combination of available HRES components are ob-
tained through different evolutionary optimization techniques, (vii) the optimal
solution is checked for feasibility before being recommended for the site under

consideration. The work plan flow chart used in this study is summarized in

Figure [[.2.



Problem / Site Identification

|

Analysis of Available HRES

v

Select Evaluation Parameters

|

Set Constraint

|

Apply Optimization Techniques

|

Perform Feasibility Analysis

v

Propose the Optimal Solution

Figure 1.2: Workflow of the Study

1.6 Organization of the Thesis

The research work presented in the thesis is organized and structured in the

form of six chapters, which are briefly described as follows:

i) Chapter 1 focuses on various types of electrical energy resources and their
characteristics. The modes of operation of HRES MG in power system
networks are also highlighted. The parameters used to evaluate the perfor-

mance of power system network are thoroughly discussed

ii) Chapter 2 provides literature review of HRES utilization for electrification

of remote region and improvement of power system performance. The per-



formance evaluation parameters considered as objectives for HRES model-
ing / integration are thoroughly discussed. Finally, the research gaps iden-

tified in the studied literature are listed.

iii) Chapter 3 discusses the mathematical modelling of HRES components
and performance evaluation parameters. The optimization methods used to
determine the best solution with respect to the objective are also thoroughly

discussed.

iv) Chapter 4 compares the feasibility of grid extension and a standalone sys-
tem for remote area electrification. The optimization of HRES components

is analyzed and compared using meta-heuristic techniques.

v) Chapter 5 discusses the techno-economical advantage of HRES DG inte-
gration into power system network. The economic benefit of subsidized

grid-connected HRES MG is also evaluated in this chapter.

vi) Chapter 6 concludes the overall findings of the case studies. The scope of

future work 1s also presented.



Chapter 2

Literature Review

This chapter provides overviews of different researchers’ work related to
HRES utilization and their optimization. The publications related to the HRES
application in improving power system network performance are reviewed. The
performance evaluation parameters and optimization techniques used to find
the best solution for the given objectives are thoroughly discussed. Finally, the

research gaps are identified in the studied literature.

2.1 Introduction

The literature review was conducted to include publications which consid-
ered HRES applications. The objective of these publications is to improve the
power system performance evaluated through different parameters. Application
of meta-heuristic optimization techniques is also discussed for optimal economic
applications of HRES. The published papers selected in review the process based
on their objectives that are relevant to our research work, accessible and recently

published in scientific journals.

2.2 Hybrid Renewable Energy Sources

Increased studies are being conducted with HRES to improve the power sys-

tem performances while taking into account various factors which are presented
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in later in the chapter.

Techno-economic feasibility and flexibility of HRES are evaluated under
both standalone and grid-connected MG in [[18]. The objective of this work is to
reduce the total Net Present Cost (NPC) and Cost of Energy (COE). The result
indicates that grid connection is more cost-effective and reduces CO; emissions
for the case study under consideration. In [[19], a standalone system with solar
and wind energy is analyzed to supply electricity to small loads, community or
households. The investigation shows that the suggested MG emits fewer GHGs

and has lower operation costs.

A standalone hybrid system with solar, wind, biogas and Battery Storage
(BS) is studied in [[17]. The evaluation parameters such as COE, life cycle gas
emissions and Loss of Power Supply Probability (LPSP) are considered as ob-
jectives. A multi-objective genetic algorithm is applied to find the optimal size
of components. The results show that the unit electricity cost of the proposed
hybrid system configuration is better than the grid electricity supply. In [20], re-
liability enhancement and System Annualized Cost (SAC) of standalone HRES
are considered as optimization problems. Bonobo Optimizer (BO) is applied to
determine the optimal solution. The economic impact of solar PV on the grid-
connected system is analyzed in [21]]. To lower the energy deficit: peak load and
the least amount of solar irradiation are considered. According to the analysis in

this paper, the COE from solar PV is lower than grid costs and emits less GHG.

In [22], the optimal sizing of a hybrid MG system is investigated. The MG
consists of solar PV panels, diesel generator (dg) and Fuel Cell (FC). The objec-
tive of the study is to minimize NPC. Renewable Energy Penetration (REP) and
LPSP are considered as constraints. A Crow Search Algorithm (CSA) is used

to optimize the objective problem. The results show that the proposed system

11



established a reliable and cost-effective MG. Sizing of HRES with geothermal,
PV, WT and dg systems are analyzed for both standalone and grid-connected
MG in [23]. Reducing the total system cost and GHG emissions are considered
as the objectives. The Harmony Search Algorithm (HSA) is used to determine

the best configuration of components.

Integration of HRES with the grid system as a backup in the case of a power
outage is examined in [24]. RES components sizing is performed through Hy-
brid Firefly Algorithm (HFA) and Harmony Search (HS) algorithms. Accord-
ing to the study’s findings, HFA / HS outperforms Particle Swarm Optimization
(PSO) in terms of execution time and energy cost. In [25], MG consists of PV,
WT and BS with a dump load for a standalone system. The objectives of the
study is to improve the reliability and economic cost with LPSP and COE as
indices, respectively. The optimal MG component size is determined according

to saturation values by varying PV and WT units.

The concept of a zero-carbon emission strategy is analyzed in [26]. The
main goal of the study is to achieve a reliable and affordable solution. This
study proposed a combination of PV, WT and energy storage to obtain the best
solution. A scalable planning framework that increases the REP rate is proposed
in [27]. The analysis is carried out by contrasting the previously stated system
with the system supplied with dg. Minimization of SAC is the objective of
the study. CO, emission and LPSP are considered as constraints. The result
shows that using MG consisting of solar PV, WT, BS and dg is cost-effective

and reduces CO, emissions.

The benefits of RES MG integration to the power system is analyzed in [28].
The system consists of PV, WT, dg and storage systems. Minimizing the COE,

lifecycle GHG emission costs and the annual cost of load loss is set as the ob-

12



jectives in this paper. The findings indicate that incorporating green technology
into the MG system improves the specified requirements. The feasibility of off-
grid MG from a techno-economic perspective is studied in [29]. The system
consists of WT, solar PV, BS and dg. The objective of the study is to mini-
mize NPC. Economic profitability parameters like net present value and pay-
back period are also examined. As a result, offering subsidies to RES capital
costs is proposed as a solution to lower energy prices and make it more prof-
itable. Techno-economic and environmental investigation of off-grid HRES is
analyzed in [30]. The objectives are determined by factors such as economic
cost, reliability and sustainability. According to the findings, MG with solar PV,
dg and BS is the most cost-effective model for the selected area. Economic cost
and GHG emissions reduction of solar PV MG is analyzed in [31]. Genetic Al-
gorithm (GA) and General Algebraic Modeling System (GAMS) are compared
by their computation time and accuracy to get the optimal solutions. The results
show that GA performed better in the modelling of the MG system. In [32],
the surplus energy from RES is stored in FC and reused during high demand or
when all other sources of power are exhausted. This approach decreases energy

waste, improves system reliability and increases producer income.

The optimal siting and sizing of DG in the distribution system are analyzed
in [33]. Standard IEEE bus systems are used to evaluate power loss and voltage
profile improvement. Opposition-based Tuned-Chaotic Differential Evolution
(OTCDE) technique is applied to find the solutions. The optimal location and
sizing of solar PV and BS, used as DG, are assessed in [34]. The objective of
the study is to minimize system power loss. A Whale Optimization Algorithm
(WOA) is used as an optimization method in the study. According to the analy-

sis, employing BS as DG is more cost-effective for networks with small loads.

13



In [35], sizing of HRES components used as DG is investigated. A standard
IEEE 51-bus system is used to analyze the techno-economic parameters of DG
integration. The PSO algorithm is used to obtain the optimal solution. The
results show that the introduction of HRES as DG reduces power losses and
enhances voltage profile. The optimal placement and sizing of HRES with PV,
WT and FC-based DG units in distribution systems are discussed in [36]. The
objective of the study is to minimize power losses, the cost of DG units and
GHG emissions. The results of the analysis show that the integration of RES as

DG improves the stated objective.

The optimal size and location of solar PV-based DG in the primary distribu-
tion system are investigated in [37]. Power loss reduction and voltage profile
improvement, as well as economic benefits, are considered as objectives. The
evaluation is performed on standard IEEE 33 and IEEE 69 bus systems. It is
determined that multiple-site DG installations outperformed a single DG place-

ment and thus also provided more economic benefits.

In [38], sizing and placement of PV, WT and BS systems as DGs in the dis-
tribution network are analyzed. The objectives of the study are to minimize
power loss costs, enhance voltage profile and minimize power purchased. The
Improved Whale Optimization Algorithm (IWOA) is used to determine the op-
timal location and size of DG components. The study is carried out using a
standard IEEE 33-bus system. The results show that the application of HRES
as DG improves system performance. Sizing and placement of BS and WT are
analyzed in [39]. The objective of the study is to minimize total power loss and
the costs of the power system network. BS is introduced to the network to flatten
the output power injected into the grid by WT. GA is used to obtain an optimal

combination of BS and WT. The analysis is performed on a standard IEEE 33-
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bus system for validation purposes. The study’s findings reveal that using BS

as DG is used for peak shaving and improves load voltage profile.

Optimal size and location of DG and network reconfiguration are conducted
in [40]. The objective of the study is to minimize total costs, power losses
and voltage deviation. A multi-objective PSO algorithm is implemented to de-
termine the objective of the study. The network performance is tested by re-
configuring the standard IEEE-33 bus system. The results reveal that the com-
bination of re-configuring the network and the optimal DG size and placement
technique is efficient in achieving the objectives. Optimal DG size and location
for the smart grid are investigated in [41]]. The objective of the paper is to mini-
mize line loss, improve voltage profile and reduce harmonic distortion. To find
the best solution, a hybrid Interactive Autodidactic School (IAS) and Most Valu-
able Player Algorithm (MVPA) optimization techniques are used. The standard
IEEE 33-bus system is considered for the analysis. The results show that the

proposed strategy is more efficient in the power system planning stage.

Table 2.1| depicts the collection of literature dealing with HRES modelling to

improve power system network performance.
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Table 2.1: Collection of Reviewed Literature on HRES MG Optimization

Techniques | HRES Compo- | Objective Ref
nents

PSO WT, CSP and en- | Reduce economic cost and | [42]
ergy storage CO5 emission

PSO PV-WT Improve reliability and re- | [43]

duce economic cost

GA PV, WT, BS, dg and | Reduce GHG emission and | [44]
FC economic cost

GA, PV,WT and BS Reduce economic costs and | [45]

MOPSO improve reliability

GA, MILP | WT and solar with | Improve reliability [46]
TES

FA WT, PV and BS Reducing economic costs and | [47]

improve reliability

MILP RES, energy stor- | Reduce economic cost and | [48] |
age and dg risk indices

PSO, FLC | FC, WT, PV and | Reduce economic cost [49]
CHP

PSO Standard IEEE 33- | Reduce power losses [50]
bus radial distribu-
tion

HOMER PV, WT,  hy-| Reduce economic cost and | [51]
dropower and | GHG emission
BS

2.3 Research Gap

* In several articles, a diesel generator is recommended for hybrid systems
to improve reliability, however, it produces more CO5 and has a high op-

erating cost.

* The economic cost of HRES is determined by altering reliability indices,
notably LPSP values, which are taken higher than the minimal value

(LPSP=0), which affects system reliability.
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* DG placement and sizing are analyzed with IEEE standard bus systems in
the literature. This system is modeled for time-invariant load and supply
(i.e., one set of values). However, in practice, load and supply (RES) vary

over time (i.e, change over a time frame).

* The introduction of BS is recommended in the literature to improve the

performance of large power systems, but it is not cost-effective.
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Chapter 3

Modelling of HRES and Methodology

This chapter highlights the mathematical modelling of HRES components
and performance evaluation parameters. The optimization methods used to de-
termine the optimal solution with respect to the objectives are also thoroughly

discussed.

3.1 Modelling of HRES MG Components

The mathematical modelling as well as the characteristics of HRES compo-
nents are presented in detail in this section. Solar, wind, hydro, biomass and
energy storage are HRES MG that are considered for analysis in different case
studies. The RES are selected based on their abundant availability in the specific

region.

3.1.1 Solar Energy

Sun is the primary source of the majority of energy on earth, including solar
energy. Solar energy is the radiant light and heat received from the sun that is
captured and used in a variety of technologies, including solar power to gener-
ate electricity and solar thermal energy. Solar power is the conversion of energy
from sunlight into electricity, either directly by using photovoltaics (PV) or in-

directly by using concentrated solar power or a combination.
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The electric energy is harvested from solar energy via Photo Voltaic (PV)
cells. A solar PV cell is a semiconductor material that converts the energy of
light directly into electricity through the photovoltaic effect. The electric power
(P,») (W) harvested from solar irradiation through a PV panel is computed as in

Eq. (B-1.1) [52].

e

P~ ) 0<G<G,

Gsr XGCT‘
Ppy = P.(&) Ger < G < Gy, (3.1.1)
P. otherwise

\

Where P,: rated power of PV panel (W); G: instant solar radiation (W/m?);
G,,: solar radiation at standard environment (1000 W/m?); G,,.: certain radiation
point (150 W/m?) [52].

Solar PV panels are mainly classified as mono-crystalline or poly-crystalline
based on their purity. Mono-crystalline solar panels have a higher purity of sil-
icon and a better efficiency (17-23%). They are more expensive, more durable
and require less installation area. Poly-crystalline solar panels are less efficient
(<18%), occupy more space and have a shorter lifespan than mono-crystalline

panels. The solar energy resource features are listed in Table [3.1].

Table 3.1: Solar Energy Characteristics [53]

Advantages Limitations

Renewable and low GHG emissions | High investment costs
Reduces electricity bills Intermittent and stochastic
Low maintenance costs Requires large spaces
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3.1.2 Wind Energy

Wind energy is derived from solar energy due to a combination of three con-
current events, the sun unevenly heating the atmosphere, irregularities in the
earth’s surface and rotation of the earth. Wind turbines use the wind’s motion to
rotate the turbine, which then drives the rotor of a generator to produce power.

The electric power (Py7) (W) converted from wind energy is calculated using

Eq. (B.1.2).

(
0, 0<v<wve or vy<w

Pyr=q Py <o <o, (3.1.2)
\Pra UrSUSUf

Where v: instantaneous wind speed (m/s); v.: cut-in wind speed (m/s); v,.: rated
wind speed (m/s); v;: cut-off wind speed (m/s); P,.: rated power output of WT
(W).

The wind speed used to generate electric power varies with tower height. The

wind speed at the desired hub height is determined using Eq. (3.1.3)).

Hyp\ @
Uhub = Vo (HLOI)> (313)

where vy, and v,: the wind speed at hub height (Hy,,;) and wind speed at ref-
erence height (H,), respectively; and a: power-law exponent (friction compo-

nent), ranging from 1/7 to 1/4 [54].

The features of wind energy resources are summarized in Table 3.2.
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Table 3.2: Wind Energy Characteristics [53]

Advantages Limitations
Environment-friendly and pollution-free | Vulnerable  to  extreme
weather conditions

Abundantly available Influences system’s stability

The total cost decreases with time Low energy density

Land usage is limited Available at selected loca-
tions

Low power losses in T & D lines Intermittent and stochastic
behavior

Enhances power quality and reliability

3.1.3 Hydro Power

Hydropower is a renewable energy source that generates electricity from the
natural flow of moving water or from reserve. It is categorized as micro, mini,
small, large and ultra-large power with the power rating of < 100 kW, 100 kW
to 1 MW, 1 to 10 MW, 10 MW to 50 MW and >50 MW, respectively [55]. The
power generated from hydropower (Py,) (W) is calculated using Eq. (B.1.4)).

B, =nQHpg (3.1.4)

Where Q: water flow rate (m?/s); p: density of water (1000 kg/m?®); H: wa-
ter head (m); g: gravitational acceleration (9.81 m/s?); n: total power plant

efficiency (%).

The hydropower resource properties are summarized in Table B3.3.

3.1.4 Biogas Energy

Biogas is a mixture of gases such as methane, carbon dioxide and hydrogen

sulfide. It is produced from agricultural waste, dung, plant material, sewage
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Table 3.3: Hydropower Characteristics [56]

Advantages Limitations

Provides benefits for irrigation | High investment cost with risks
support
Affordable and low-cost electricity | Susceptible to environmental degrada-
tion and climate change

Longer life span More sensitive to environmental effects
Provides flood control Relocates population and changes the
ecosystem

and food waste. Biogas is used as a fuel for heating purposes or to generate

electricity using a gas engine. The electric power that can be harvested from

biogas (Py,) (W) is calculated using Eq. (B.1.5).

_ 770()9 X C%g X Tg
g 860

P, (3.1.5)

where 74, total efficiency of plant (%); CV,,: the calorific value of biogas
(kcal/m®); T,: total gas yield for electricity generation (m®/day), it is calculated
using Eq. (B.1.6).

T, = M,T,A.B, (3.1.6)

Where M,,: gross cumulative manure from cattle (kg/day); T,:total solids in
manure (%); A.: availability coefficient of animal manure for selected species
(%); B,: biogas yield of animal manure from a single kilogram of solids (m?/kg).

Biomass has advantages and limitations as explained in Table [3.4|.

3.1.5 Energy Storage System

Energy storage systems are the set of methods and technologies used to store
energy, which can be used later on. They are used for enhancing the system re-

liability through peak-shaving, providing spinning reserves, ancillary services,
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Table 3.4: Biogas Energy Characteristics [57]

Advantages Limitations

Available in abundance Raw material transportation

Reduces over-reliance on fossil fuels | Complicated gasification process

Utilizes waste Cost-intensive and complex in the
removal of syngas

Produces a circular economy Weather dependent (seasonal)

power quality improvement, etc. [58,59]. Energy storage technologies are clas-

sified as chemical, electrical, electrochemical, thermal and mechanical [60] as

illustrated in Figure B.1].

A Battery Storage (BS) is an electrochemical device employed in electrical
power systems to store energy. BS has a high energy density, operates at high
efficiency, has low cost and compact storage. It has an adequate cycle life and
significant service years. Due to these advantages, BS is preferred as energy

storage in RES MG [60].

Capacity of BS in the analysis of HRES MG is determined through the State
of Charge (SoC). SoC is the percentage of stored charge in the battery relative

to its capacity. The BS status, SoC at a given time ‘t’ is calculated using Eq.

(B.L7.

SoCyy = SoC - B, — 2 1
oCyy = Do (t—l)(l O)—|— g(t) My (3. .7)

Where SoC\;): charge level of BS at a given time ‘t’; SoC(;_1): charge level
of BS before time ‘t’; o: self-discharge rate per time unit, 2 x 10~* per hour
(10-15% per month for lead acid BS) [61]; F, ;) and Ej(;): generated energy and

energy demand at time ‘t’, respectively.

During the charging or discharging of BS, the SoC must be within the speci-

fied limits to increase the battery life and efficiency. The battery limit constraint
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is represented through Eq. (B.1.8).

SOC(t) =1
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Figure 3.1: Energy Storage Technology

SOC(t) < S0Chin
SoCin < SOC(t) < SOOmaxa

SOC(t) > S0C a0

(3.1.8)

Where SoC,,,.. and SoC,,,;,,: maximum and minimum allowable limit of charg-

ing and discharging BS, respectively.

The energy storage in a BS at a specific time ‘t” is determined by Eq. (3.1.9).

E(t) = SOC(t) - SOC(t_l)
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3.2 HRES Performance Evaluation Parameters

RES such as solar and wind are characterized by their intermittence and
stochastic behavior. Hybridizing them with an optimal combination is a method
used to overcome RES drawbacks. The performance of the HRES combination
1s evaluated through parameters such as economic cost, reliability, environmen-
tal effects (GHG emissions), etc. They are discussed in the following subsec-

tions.

3.2.1 Reliability Analysis

The reliability of a power system is its ability to deliver continuous and suffi-
cient energy to the connected load. From the planning to the operating stages of
power systems, reliability evaluation is a critical and significant parameter. The

reliability of the power system network is measured through different indices as
listed in Table B.3.

LPSP is applied as a constraint to determine the HRES component size [69,
70]. LPSP represents the probability that the power supply may not be able to
fulfill the load demand. The system LPSP is determined using Eq. (B.2.1)) [71]].

LPSP = (3.2.1)

>t (Pay — Pyy)
Zi_p Pa

where P, ;) and Py(;): total generated power and demand at time ‘t” (W), respec-

tively.
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Table 3.5: Reliability Assessment Indices

Indices | Description Ref

LPSP | Expectation that load is not satisfied by the total energy pro- | [28§]
duced

LOLP | Ratio of annual energy deficits to annual load demands in | [62]
the overall system

DPSP | Amount of deficient power at specific hours [63]

LOLE | Expected number of hours or days when loss of load occurs | [64]

EENS | Amount of energy demand not supplied during a specified | [65]
period of time

SAIDI | Average outage duration for each customer served [66]

SAIFI | Average frequency of sustained interruptions per customer | [66]
during a year

CAIDI | Average time to restore service [66]

CIII Average number of customers interrupted during an outage | [67]

CAIFI | Average number of interruptions per customer interrupted | [67] |
in a year

ASAI | Ratio of total number of hours for which service is provided | [67]
to the total hours demanded, in a specified period

MAIFI | Average number of momentary interruptions that a customer | [68]
experiences during a given time period

3.2.2 Economic Analysis

The economic analysis performs economic viability analysis for a project, for

better resource allocation. It is a cost-benefit analysis that is applied for plan-

ning, capacity enhancement and improving operation efficiency. The system

cost performance is evaluated using different indices that are summarized in Ta-

ble B.6. The Cost of Energy (COE) ($/kWh) is one such index which is used to

determine the techno-economic performance of the power system. The COE is

calculated using Eq. (8.2.2) [73].

TA
COFE = ¢
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Table 3.6: Economic Performance Evaluation Indices

Indices | Description Ref
LCOE | Ratio of overall lifetime costs involved with a power plant | [70]
to the lifetime energy production by that power plant.
COE Proportion of the aggregate annual costs of a system to the | [70]
annual power provided by the system
ACS Represents maintenance cost, capital cost and replacement | [70]
cost of a system in a specified year

NPC Summation of initial cost, operational and maintenance cost [70] |
and replacement cost of the system

LCC Total cost of one-time and recurring costs for the lifetime | [70]
duration of a system

SPB Expected number of years it will take to recover the invested | [72]

amount of the project
EPBT | Time required to generate as much energy as is consumed | [72]
during production and lifetime operation of a system

Where E;: annual energy produced (kWh/yr); TAC: total annualized cost ($/yr)
that is calculated by using Eq. (B.2.3)).

(11 i) Z
TAC =3 N (G (g 7 ) + o+ o (=)
k=1

(3.2.3)

Where C,: total capital cost of component ($/kW); Cpj;: annual operating and
maintenance cost ($/kW/yr); C,: total replacement cost (§/kW); N,,: number
of components used; n: project lifetime (yr); LF: Components lifetime (yr); i:

interest rate per year (%); k: component type.

Simple Payback Period (PBP) is another index that is used to evaluate the

economic cost of a power system and is formulated as Eq. (3.2.4).

ppp - & (3.2.4)
Sa

Where C,;: total investment cost ($); S 4: annual saving ($/yr).
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3.2.3 Analysis of Environmental Effects

Environmental concerns are inextricably linked to energy production and
consumption. The environmental impact of one component for its entire life
cycle varies from another component, depending on the methods deployed from
manufacturing process to disposal [74,75]. In WT, environmental issues like
sound, bird safety and visual pollution are frequent. Effects of solar power plants
include habitat destruction, extensive land use, water use and use of hazardous
materials during manufacturing. The establishment of hydroelectric power dams
and reservoirs destroys forests and relocates populations and wildlife habitats.
Burning of biomass emits GHG gases in abundance which leads to global warm-
ing. Relative to the other pollutant particles, the amount of CO, emitted from
energy generation plants is higher in percentage [[76]. Thus, in this study, the
CO, emission through the life cycle of the components is considered as a pa-

rameter for considering environmental effects. Daily Carbon Dioxide Emission

Table 3.7: Performance Evaluation Indices of Environmental Effects [77]

Indices | Description

Een Energy used during the activities related to a production process/
consumption of energy for components manufacturing

LCA Evaluation of all life cycle stages of components for gas emis-
sions

FE Total gas emissions produced by generating units through a de-
fined time duration

(DCE), (Kg/day) from HRES components is calculated in Eq. (3.2.5).

K
DCE =) Cjp x Epy, (3.2.5)
k=1
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Where E7: daily total energy produced from HRES unit ‘k’ (kWh/day); Cy: life

cycle emission of CO; released from unit ‘k’ (kg/kWh).

To include the environmental effects in HRES modelling, GHG emissions
are converted to cost by taking into account the emitted gas per unit time and
the penalty cost. The Total CO, Emissions with Penalty cost (TCEP,) ($/yr)
from different components is calculated using Eq. (8.2.6) [78].

T
TCEP.=PFY DCE (3.2.6)

t=1

Where PF: penalty factor, cost imposed to reduce gas emission (0.075 $/kg),
[[79]; T: time period.

3.3 Optimization Methods to Optimize HRES

To improve system performance, HRES modelling requires an optimal com-
bination of components to supply the load. Optimization is the process of deter-
mining the optimal solution for an objective function within its feasible space.
The goal of optimization is to maximize the desired benefit or to minimize the

required effort.

The performance parameters for HRES are either optimized individually as
single objective or combined as multi-objective functions [80]. A single objec-
tive problem is the one that must be solved for only one output parameter. A
multi-objective function combines various parameters to achieve the best opti-
mal solution. Multi-objective functions are optimized through scalarization or
Pareto approach [81]]. The scalarization approach multiplies each solution by a

predefined weight (w), which is then converted to a single-objective function as

formulated in Eq. (8.3.1) and (3.3.2)). It is usually applied for problems having
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similar outcome, minimization or maximization.
I
Mm/Maa:Zwlfz(x) (3.3.1)
i=1
where f; : i!" function definition; w; : weight allocated to it" function. For

I
d wi=1,%:w; >0 (3.3.2)

i=1
If the issues contain opposing objectives, Eq. (B.3.3) is used to combine them

into a single form and solve the issue simultaneously.

1 1
minkF = man( f;)+ or marH = ———+ ) max(h;
2 S ) Sy + 2o
(3.3.3)
where h; : j function definition;
The optimization methods that are applied to determine the size of HRES

components are categorized as: classical and metaheuristic [[16].
Classical Method

The classical method is a branch of numerical optimization that focuses on
obtaining global solutions. They are based on iterative methods, numerical and
analytical methods, probabilistic and graphical construction methods. Linear
programming (LP), Mixed integer LP (MILP) and iterative schemes are catego-
rized under the classical methods.

Meta-heuristic Methods

Meta-heuristic methods are stochastic optimization algorithms that maintain
a population of candidate solutions that are used to sample, explore and close in
on an optimal solution. They are intended for solving more complex objective

problems that may have multiple global optima or are feasibility problems.
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Meta-heuristic methods are more accurate, efficient and capable of getting
optimal solutions for hybrid systems [16]. These optimization approaches are
designed to improve the technical, economic and efficient operation of a hybrid
system by determining the optimal system configuration [82]. Particle Swarm
Optimization (PSO), Differential Evolution (DE), Manta Ray Foraging Opti-
mization (MRFO), Shuffled Frog-Leaping Algorithm (SFLA), Reptile Search
Algorithm (RSA) and RUNge Kutta optimizer (RUN) are used in this research

work to obtain the optimal solution.

The population is randomly generated within the search space. To obtain
the best solution, the candidate solutions are updated according to the meta-
heuristic algorithm being implemented. The different optimization technique

are presented below:

1. Particle Swarm Optimization (PSO): PSO imitates the social behavior
of bird flocking or schools of fish to search for food [83]. Variables are updated

through changes in particle velocity and position.
 Particle velocity
Particle velocity for the new iteration, Vj ) for i'" particle is calculated by
using Eq. (3.3.4).
V(igr1y=K x [Vigy + cirand(0, 1)(pb — X)) + carand(0, 1)(gb — X))

(3.3.4a)

(3.3.4b)

2
K =
2 — ¢ — \/¢* — 49|

Where Vj;): current velocity of particle, i; pb: particle best position; gb: global
best position; c;: personal influence coefficient; co: social influence coefficient;

¢ =c1+c2, ¢ >4;K: constriction factor; X, : particle current position
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* New Particle Position

The new particle position, X1y for i'" particle is calculated by using Eq.
(B:3.9).
Xit+1) = Vigsrn) + X (3.3.5)

The flowchart of PSO is presented in Figure [3.24.

2. Differential Evolution (DE): DE is inspired by Darwin’s theory of evo-
lution [84]. The population is generated randomly as in other meta-heuristic
methods. The variations in parameters in each iteration happens through muta-

tion, cross-over and selection processes.
* Mutation

In DE a vector termed as a mutant vector, V; is obtained using Eq. (3.3.6).
Vi=X, +F(X, —X,) (3.3.6)
Where 71; ro; r3: random indices € [1,NP]; i # 1 # ro # r3; F: real and constant
factor € [0, 2]; NP: Population size
* Crossover

Crossover introduces increased diversity in parameter vectors. Trial vector u;,

for crossover update, is calculated in Eq. (3.3.7).

v; if rand(j) < CR
X;  otherwise (3.3.7)

U; —

j=1,2,....D

Where CR : crossover probability (or crossover control parameter), (0,1); D:

Dimension.
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A random number generated through ’rand’ 1s used to decide the content of

trial vector.
* Selection

In this step, the greedy criterion is used to compare the trial vector to the target
vector. If the trial vector yields a better cost function value than the target vector,

then X; is set to u; for the next iteration; otherwise, the old value X; 1s retained

as shown in Eq. (B.3.8).

U, iof  Flu;) < F(X;
X, — [ Fluy) < F(X;) (3.38)
X, otherwise

Where F: Objective function value
The flowchart of DE algorithm is summarized in Figure .21,

3. Manta Ray Foraging Optimization (MRFQO): MRFO imitates the be-
havior of Manta rays while catching its prey [85]. MRFO is inspired by three
foraging behaviors: chain foraging, cyclone foraging and somersault foraging.

The mathematical models are described below.
* Chain Foraging

The mathematical model for chain foraging can be represented through Eq.

(3.3.9) and (3.3.10.

i(t+1) —
X;d(t) + T(X(di—l)(t) o Xfét)) + Oé(Xgl(t) - X;d(t)) 1= 2, N
(3.3.9)
a = 2ry/|log(r)] (3.3.10)
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Figure 3.2: Flowchart for PSO and DE Algorithms

Where r: random number (0,1), d : dimension; t: current iteration; Xgl(t): po-

sition of manta ray for ¢ iteration and *" position; X% .: region with a high
y p b(t)- T€8 g

concentration of plankton; a:: a weight coefficient; N: Population size
* Cyclone Foraging

When a school of manta rays recognize a patch of plankton in deep water, they
will form a long foraging chain and swim toward the food in a spiral forma-

tion. Mathematical model of cyclone foraging is formulated in Eq. (3.3.11]) and
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(B.3.12) to extend the motion to an n-D space.

Xin +r(Xily — Xifpy) + BXG,) — Xifpy) i=1

Xt +1) =
Xy + (X0 — Xify) + B,y — Xify) i=2,..N
(3.3.11)
Where /3: a weight coefficient and formulated as in Eq. (8.3.12).
B = 2em1 () sin(2mrl) (3.3.12)

Where T: maximum iterations; rl: the random number [0, 1].
* Somersault Foraging

The position of the food is viewed as a pivot at this stage. Each individual tends
to swim to and from around the pivot and somersault to a new position. The

Somersault foraging stage is updated according to Eq. (3.3.13).
Xt +1) = Xjiy + S(ra Xy —13X{y), i=1,..N (3.3.13)

Where 75 and 73 : random numbers [0 1]; S: the somersault factor, S=2.
The flowchart algorithm of MRFO is summarized in Figure [3.34.

4. Shuffled Frog-Leaping Algorithm (SFLA): SFLA is conceptualized by
observing, imitating and modelling the behavior of frogs searching for food [86].
SFLA creates subdivisions within the population which are termed memeplexes
and submemeplexes. Some frogs from a memeplexe are selected to form a sub-
memeplex. The frogs within the submemeplexes help each other to improve
their positions. The population is again merged and the process is repeated.
From the selected population, the worst and best position of the frog is deter-

mined. The step (S) and new position (X ) are computed for the frog with the
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worst performance in the submemeplexes using Eq. (3.3.14) and (B.3.15).

S =1r(X) — Xu) (3.3.14)

Xy=Xy+ S for S < Sha (3.3.15)

Where r: random number (0,1); X,,: worst frog position; X;: best frog position;

S,naz: maximum allowed distance in one jump.

If the new position is better than the old position, the new position replaces

the old position; otherwise, the old position is discarded and a new solution is

randomly determined using Eq. (3.3.16).

, XN fOT F(XN)
Xy = (3.3.16)

r otherwise
Where r: new random frog position.
The flowchart algorithm of SFLA is summarized in Figure B.30.

5. Reptile Search Algorithm (RSA): Reptile Search Algorithm (RSA) is
motivated by the hunting behavior of crocodiles [87]. RSA is inspired by the en-
circling mechanisms, hunting mechanisms and the social behavior of crocodiles

in nature. The mathematical model of RSA is explained below:
* Encircling Phase (Exploration)

Each solution updates its position using Eq. (3.3.17) as required in exploration
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Best;(t) x —n(i’j)(t)ﬁ — R(i’j)(t) X T, t <

N

Bestj(t) x x(15) x ES(t) x r, t<2l &t>1
(3.3.17)

Where Best;(¢): best solution for j'" position; r: random number (0,1); T: max-
imum iterations; t: current iteration; 7, j): hunting operator for i'" solution and
j" position as calculated in Eq. (3.3.18); 3: controls exploration accuracy (0.1);
R; j): reduce function used to reduce search area as calculated in Eq. (B.3.19);
X(r1,j): random position of i'" solution; r1: random number [1, N]; N: population

size; ES(t): probability ratio, has randomly decreasing values [-2, 2] throughout
the process and is calculated using Eq. (8.3.20).

Mg = Best;(t) x P (3.3.18)

R o — Bestj(t) — X(r2,j)
(0:3) Best;(t) + €

(3.3.19)

ES(t) =2 x g x (1 — %) (3.3.20)

Where €: small value; ro: random number [1, N]; r3: random integer [-1 1];

P(; j): percentage difference between best solution and current solution of the jth

position and calculated using Eq. (3.3.21)).

Xij;— M(x,)
o+
Bestj(t) X (UB] — ULJ) + €

P = (3.3.21)

Where M(y,): average position of i’ solution calculated using Eq. (8.3.22);

UB; and LB;: upper and lower boundaries of the j* position, respectively; a:
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constant (0.1).
M(x,) ==Y Xu (3.3.22)

Where n: number of positions
* Hunting phase (exploitation)

RSA exploitation mechanism locates the best solution by employing coordina-

tion and collaboration methods of the crocodiles during hunting. It is formulated

in Eq. (3.3.23).

Best;(t) x Py (t) xr, t <3L&t > 2%
Xoj(t+1) = j (1,9) 1 1
Bestj(t) — ni.j)(t) x e — R jy(t) xr, ¢ < L&t > 3%
(3.3.23)

The flowchart representing RSA is given in Figure B.4.

6. RUNge Kutta Optimizer (RUN): RUN is a metaphor-free population-
based optimization technique that is based on basic mathematics [88]. Its vari-

ables are updated using the following steps.
* Root of Search Mechanism

The Search Mechanism (SM) is formulated through Eq. (8.3.24).

1
SM = =XpieAX (3.3.24)
Where
Xprx = k1 + 2ky + 2ks + ka (3.3.25)

AX: position increment; k1, ko, ksand k4: coefficient variables calculated in Eq.

(3.3.26) to (3.3.30).

rx X, —uxXg
ki = 3.3.26
1 SAX ( )
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Where X,,,: position of the worst solution; X;: position best solution; u: random

value calculated using Eq. (8.3.27).

uw=round(l+1r)x (1—r) (3.3.27)

1
kgz2AX(7“(Xw+r1xkleX)—(uxXb+r2><k1xAX)) (3.3.28)
ks = o (r(Xo+ 71 % "2 % AX) — (1% X, 472 % 22 % AX)) (3.329)
3—2AXT w r 5 u b r 5 .

1
k4:QAX(T(XerrlxkngX)—(uxXb+r2><k3><AX)) (3.3.30)

Where 1, r1 and r2: random numbers [0, 1].
* Position Update of Population

Population position is updated through exploration and exploitation according

to Eq. (3.3.31)).
Xpi1 =X, +SF+SM + p+ X, (3.3.31)

For

f=0540.1x%rn (3.3.32)

Where j1: a random number; rn: random number with a normal distribution; Xg
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and X, are derived from Eq. ( B.3.33) to (B.3.39)).

Xs =rn(X,, — X,

Xe=rX,+(1-r)X,

Xm — TXbest + (1 - T)Xbesti

SF: adaptive factor formulated as Eq. (8.3.36).
SF=205-7r)xf

In which

f _ a(—bxr%)

(3.3.33)

(3.3.34)

(3.3.35)

(3.3.36)

(3.3.37)

Where a and b: constant numbers; t: current iteration; T: total iterations.

* Enhanced Solution Quality (ESQ)

The application of ESQ is for upgrading the status of solutions along with the

elimination of local optima. A better position of each solution is ensured by

applying ESQ in RUN algorithm. It compares the fitness function values and

selects the best from them. The following scheme is executed to create the so-

lution (X,,e.2) by using the ESQ, that is presented as Eq. (3.3.38).

Xnew2 - Xnewl + 74-71)‘()<new1 - Xavg) + T?”L|

For,

w = rand(0, 2)(7)
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Xrl + Xr2 + XT?)
3

chg - (3340)

Xnewl — 6 X Xa'ug + (1 - 5) X Xbest (3341)

Where (3, r1, r2 and r3: random numbers [0, 1]; ¢c: random number (5 xrand);
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Chapter 4

Standalone MG with HRES

The initial case study being presented in this research has the objective to
determine an economic power supply for un-electrified remote region, Jarre Vil-
lage. The economic analysis compares grid extension costs against the costs re-
lated to installation of a standalone system. The optimal combination of HRES
components is determined through different meta-heuristic methods. The op-
timal solution is recommended considering economic cost, GHG emission and

reliability as performance parameters.

4.1 Grid Extension for Remote Area Electrification

Electricity is inaccessible in rural areas, particularly for citizens of develop-
ing countries. Grid extensions or standalone systems are employed to supply
power to such villages. Grid extension connects non-electrified regions to the
existing grid network through the installation of transmission lines. The cost of
line extension, geographical location or distance, political issues and load level
determine the viability of grid extension. Grid extension for rural areas is deter-
mined by Break-Even Distance (BED). BED is the distance at which the total
NPC of grid extension and installing a stand-alone system are equal [89]. BED
gives the distance for which extending the grid would be economically feasi-

ble. For the remote regions that lie at a distance greater than BED, a standalone
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system is preferable. BED is calculated using Eq. (#.1.1]).

Cnpc X i(ljﬂj — C).E)
BED = (f(*lji)n ) =% (4.1.1)
Ceape X (17 ) + Come

Where C'y pc: total NPC of power system ($); E;: total annual electrical demand
(kWh/yr); C,: cost of power from the grid ($/kWh); C,,,,: O & M cost of grid
extension ($/yr/km); C,,,,.: capital cost of grid extension ($/km); i: interest rate
per year (%); n: project life time (yr).

The construction cost of a transmission line varies depending on the types of
equipment and technology used for construction. In Sub-Saharan Africa, the av-
erage grid extension cost with medium-voltage line construction is estimated to
be $20,000 to $25,000 /km [90]. The cost of grid extension for medium voltage
is taken from the Ethiopian Electric Utility and is listed in Table [.1].

Jarre village is located at 9.6908738° N, 42.7539328° E. The village site is
shown in Figure §.1. The Jarre village is 50 km away from the nearest substation
located at Jigjiga. The village has approximately 3173 kWh of potential daily

load.
Table 4.1: Costing for Grid Extension [91]

Types of Costs Costs ($/km)
Material cost 16091.62
Labor cost 2237.14
Overhead cost 808.97

Total cost 19137.74
Reserve cost (20% of total cost) 3827.55
Grand total 22,965.28

To determine the economic feasibility of the modelled system, Hybrid Opti-
mization of Multiple Energy Resources (HOMER) software is applied. HOMER

software is used to design and evaluate cost-effective and reliable systems for
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Figure 4.1: Geographical Location of Jarre Village

both off-grid and grid-connected power systems [92]. The analysis shows that
the system’s BED is achieved at a distance of 31.6 km, i.e., grid extension is eco-
nomical up to this radius, whereas, Jarre Village is outside of this range. Figure
depicts the costs for extending the grid and installing a standalone system for

Jarre village. So, a standalone MG is more economical than a grid extension.

4.2 Standalone HRES MG : Jarre Village (Part I)

The standalone MG is economically feasible for this case study, as stated
in section #.1. According to the geographical analysis, Jarre village has plenty
of wind and solar potential. A standalone HRES MG consisting of solar PV,
WT and BS is therefore considered to supply the required load. The proposed
HRES MG model for electrifying Jarre village is shown in Figure §.3. BS is

used to improve the reliability of the modelled systems. Each component of
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Figure 4.2: Grid Extension Feasibility Result for BED Analysis

standalone MG has different characteristics. Hybridizing these components re-
duces drawbacks that are present individually and helps improve power system
performance.

The combination of HRES components is evaluated through different perfor-
mance parameters. Economical cost and reliability are the parameters that are
considered in this case study. To determine the optimal combination of HRES

components, PSO is applied. The algorithm is implemented in MATLAB.

Solar PV

DC-Bus

wWind turbune

Charge controller

Figure 4.3: Standalone HRES MG Model for Jarre Village
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4.2.1 Load Profile and Resource Potential of Jarre Village

Village Load Profile

The proposed research work is carried out to obtain an optimal solution to

provide electricity to Jarre village. At this site, there are about 150 households.

Lighting, television, radio, mobile chargers, refrigerators, ventilation, cooking

stoves, etc., are the common loads that can be used by these households. Com-

munity loads, such as the school, health post, flour mill, water pump, etc., are
taken into account when estimating the total load and its pattern. The Jarre daily

average load is estimated to be 3173 kWh/day. The maximum and minimum

demand is 285.5 kW and 8.25 kW, respectively. The estimated daily load curve

of Jarre Village is shown in Figure }4.4.

(kW)

D

300 -
250 -
200 -

2 150 -
(451

E 100 -
50 -

0

12 3 45 6 7 8 9 1011121314151617 1819 2021 2223 24
Time (hr)

Figure 4.4: Daily Load Profile of Jarre Village

Renewable Energy Sources

Solar and Wind are considered as energy sources for the proposed standalone

MG at Jarre. The months which have minimum generation capacity for these re-

sources are considered. This selection is preferred to contemplate the worst case

scenario for generation. April and July months have a minimum average wind
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speed and solar irradiation, respectively, as seen in Figure #.5. Wind and solar

resource availability patterns are complementary to each other at the selected

site. This further enhances the reliability of the proposed model. The daily av-
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Figure 4.5: Average Monthly Wind and Solar Profile, @ 2020-2021 [93]

erage, wind speed and solar irradiation, of Jarre village are shown in Figure 4.6.

The resource data is taken from the NASA database [93]. The generation po-

tential of Solar PV and Wind for the input data is determined using Eq. (B.1.1))

and (B.1.2), respectively. The daily electrical power generation pattern from a

single unit of Solar PV and Wind is shown in Figure #.7. The costs of HRES

components used in MG are listed in Table 4.2,
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Figure 4.6: Daily Solar and Wind Pattern of Jarre Village
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Table 4.2: Costs of Standalone HRES MG Components

Component Rating | C. C, Coun Life Span
($/kW) | ($/kW) | ($/kW/yr)| (yr)

Solar PV 1 kW 1000 0 5 20

Wind turbine | 10 kW 1500 0 9 20

Battery 100 Ah | 150 150 10 5

Converter 300 kW | 250 250 2 10

4.2.2 Problem Formulation : Standalone MG

The objectives of modelling a standalone MG are economic cost and relia-
bility. To minimize the system cost, TAC and COE are utilized as given in Eq.
(#.2.1)). The reliability is considered to be maximum for the proposed MG and

is therefore considered as a constraint along with other constraints as listed in

Eq. (#.2.2) to (#.2.6).

F = Minimize (TAC,COE) (4.2.1)

Subject to
LPSP =0 4.2.2)
Py < Npy Ppy + NwrPwr £+ NpsPps (4.2.3)
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0 < vappv < vamaa: (424)

0 < NWTPWT < PWTmaa: (425)

SoCin < SoCy < S50C, 44 (4.2.6)

where Ppymax, Pyyrmax and Ppg: maximum power limit for solar PV (kW),
wind turbines (kW) and battery, respectively; SoC,,;,, and SoC,,,,,: minimum
and maximum allowable BS SoC, respectively; Npy, Ny and Npg: number

of solar PV panels, WT and BS packs, respectively.

In Eq. (#.2.2), LPSP is considered to be zero, i.e., the supply system should
be 100% available. The + signin Eq. (#.2.3) is to show the battery is charging or
discharging in accordance with the balance of the load and supply. The resources

should be able to meet the load at all times, so the combination of supply from

HRES should be greater than the demand.

4.2.3 Methodology

The methodology used to determine the size of HRES components is shown
in Figure 4.8,

The resources and load data are collected and organized in accordance with
the specifications. In this study, a daily, i.e., 24-hour, data set is evaluated for
analysis. Initially, the population is produced at random within the search space.
A meta-heuristic optimization method, to achieve the optimum solution, is ap-
plied. The feasibility of the generated random variables within the predefined

constraints is tested. In these case studies, feasibility of a solution is important.
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The solution should satisfy all constraints to make it acceptable. In the opti-
mization problems discussed, many of the candidate solutions may be present
within the search space but are not feasible. Thus, the optimization problems are
more of a feasibility problem rather than optimization problem. The analysis is
carried on by updating the population until the stopping condition is reached.
The best solution with optimal component size is taken as the output of the al-
gorithm. The simulation is repeated several times and the best of the results is

chosen as the solution. The component specifications used for standalone HRES

53



modelling are listed in Table §.3.

Table 4.3: Specifications of Standalone HRES MG

Solar PV
Solar Panel Rating 250 W
Operating Voltage 24V
Maximum power voltage, V,,, 39.60 V
Open Circuit Voltage, V,,. 47.52V
Short circuit current, I, 6.48 A
Maximum Power Current, I,,,, 6.36 A
Cell efficiency 23.0 %
Wind Turbine
Rated power 10 kW
Cut in speed 2 m/s
Rated wind speed 14 m/s
cut-out speed 25 m/s
Battery Storage
Rated capacity 100 Ah
SoC,in 20 %
SoC,az 90 %
Charge and discharge efficiency 90%
Voltage 12V
Converter(DC/AC)
Input Data(DC)
Rated DC Voltage 600 V
Rated DC Current 500 A
Nominal AC Power 300 kW
Rated AC Voltage 380V
Rated AC Current 4545 A
Frequency 50 Hz
Max. Efficiency 93%

4.2.4 Result and Discussion

As illustrated in subsection §.2.3), the optimization of HRES MG component

sizing is calculated according to the objective and constraints. The maximum

54



limits of the components are determined by considering the daily peak load. The
component size is taken into account as a variable for HRES analysis. The eco-

nomic cost associated with TAC and COE is considered as an objective function.

The optimization method uses a population size of 300 and an iteration count
of 500. The simulation is executed 40 times to obtain the best result. The fea-
sibility of all solutions is checked in each execution. The randomly generated
population and its solution are depicted in Table §.4 to give an idea of the solu-
tions being categorised as feasible or not feasible. It can be observed that about
40% of the solutions are not feasible. In this case study, a solution not satisfying
LPSP=0 shall be categorised as ”Not Feasible”.

Table 4.4: Feasibility of Solutions within a Random Population

N PV NWT N BS TAC ($/yl') Feasibility
138 45 44 9673781 Not Feasible
328 66 92 149963 Feasible

175 116 237 218127 Feasible

353 66 186 157359 Feasible

29 94 138 16509424 Not Feasible
337 98 170 203442 Feasible

104 114 100 200881 Feasible

120 34 165 8459530 Not Feasible
284 37 18 9776323 Not Feasible
186 195 224 338297 Feasible

The analysis presents the results for battery characteristics as: ideal and prac-
tical. For case 1 (ideal), the system modelling is evaluated without considering
SoC limits (SoC,,,;, =0, SoC,,,... = 100) and charging and discharging efficiency.
Case 2 (practical) considers the BS, SoC,,,;,, and SoC,,,.. as 20% and 90%, re-
spectively. The charging and discharging BS efficiency is considered to be 90%.
The optimal solution for ideal and practical cases is summarized in Table 4.3,

The TAC for cases 1 and 2 is $103816.2 /yr and $119991.2 /yr, respectively.
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Table 4.5: Comparison of Ideal and Practical HRES Combinations

System Ny, | Nwr | Nps | TAC COE Excess
($/yr) ($/kWh) | Energy
(kWh/day)
Ideal 260 |35 235 | 103816.2 | 0.090 400
Practical | 247 | 46 250 | 119991.2 | 0.104 677
120 - —+— |daal —=— Practical
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Figure 4.9: Battery Status for Ideal and Practical Cases

The numbers of PV, WT and BS are 260, 35 and 235 for case 1 and 247, 46
and 250 for case 2. The BS status for a day is plotted in Figure §.9, for the opti-
mal solution of ideal and practical case. The daily generation pattern of HRES

components is plotted in Figure #.10.
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Figure 4.10: Daily Power Generation from Solar PV and WT plants

The daily power supply and demand profile are presented in Figure 4.11]. The
BS acts as a source or load as can be observed from the figure. The negative

value of BS is to signify the charging state and the positive value is used to show
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Figure 4.11: Daily Power Supply and Demand Profile

discharging. The state of BS varies considering the supply and demand balance
at a given hour. The observation from the graph is that, for the specified time

period, there is no instance where the load exceeds the supply (i.e., LPSP=0).

4.3 Standalone HRES MG : Jarre Village (Part II)

In this section, the optimal stand-alone MG modelling for Jarre village is ana-
lyzed through multiple meta-heuristic methods while including GHG Emissions
in the objective function. The cost of GHG emissions (CO») is included along
with TAC in the objective. This case study takes into account all of the input
data provided in Section §.2.

4.3.1 Problem Formulation

The new objective function is represented as TACy ($/yr), which includes
component cost and penalty cost due to COy emissions as formulated in Eq.
(#.3.1)). The constraints listed in the Section §.2 are considered in this case as
well.

F = Minimize(TACr) (4.3.1)
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For TACr = TAC, + TCEP, (4.3.2)

Where TAC,: total annual components cost of HRES (8/yr) (Eq. (8.2.3); TCEP,:
total annual penalty cost due to CO, emission ($/yr) (Eq. (B.2.6).

The life cycle emission of CO,, (C,=0.075 $/kg) produced from different
HRES MG components is tabulated in Table 4.6.

Table 4.6: Life Cycle CO, Emission of HRES Components [|]17,94,95]

Component Life Cycle Emission (kg CO3/kWh)
Hydro Power 0.024-0.027

Wind Turbine 0.011

Solar PV 0.045

Biomass 0.6

Battery 0.0402

Converters 0.0047

4.3.2 Result and Discussion

Evolutionary Optimization Techniques of Particle Swarm Optimization (PSO),
Difterential Evolution (DE), Manta Ray Foraging Optimization (MRFO), Shuf-
fled Frog-Leaping Algorithm (SFLA), Reptile Search Algorithms (RSA) and
RUNge Kutta optimizer (RUN) are used to obtain the optimal solution. The
reasons for selecting these methods are their flexibility and performance, as rec-
ommended in different publications. The population size and the number of
iterations for all optimization methods are set to 300 and 500, respectively. All
the optimization methods are implemented in MATLAB. The techniques are ex-
ecuted 40 times to find the best solution. The optimum solution of each method

are compared with each other.

The TACy values for PSO, DE, MRFO, SFLA, RSA and RUN are $135293.1
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/yr, $137981.9 /yr, $134275.8 /yr, $135029.2 /yr, $135358.8 /yr and $134275.8
/yr, respectively, as shown in Table #.7. The daily excess energy is the energy
that can be produced by HRES components but is curtailed due to the absence
of demand. The daily excess energy obtained in MRFO and RUN 1s 677 kWh,
which is the minimum as compared to others. Even though the TACr and Excess
Energy results for MRFO and RUN are similar, MRFO requires lesser run time
(MRFO - 42 sec and RUN - 67 sec). The optimal component units obtained
from the analysis are: 247 of PV panels, 46 of WT and 249 of BS packs. The

Table 4.7: Comparison of Various Optimization Techniques

Methods | Npy | Ny | Ngr | TAC ($/yr) | Excess En- | Run time
ergy (kWh) | (sec)
PSO 242 | 47 249 | 135293.1 719 31
DE 227 |52 204 | 137981.9 971 19
MRFO 247 | 46 249 | 134275.8 677 42
SFLA 243 | 48 224 | 135029.2 786 12
RSA 243 | 49 208 | 135358.8 837 33
RUN 247 | 46 249 | 134275.8 677 67

TAC and excess energy of different methods are compared in Figures and
B.13.  The daily energy share from WT, solar PV and BS is shown in Figure

139 -
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&
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8
S135 -
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Figure 4.12: Economic Cost Comparison for Different Optimization Methods

4.14. The daily RES Generation, Demand and BS pattern is plotted in Figure
4.15. The daily supply and demand patterns are shown in Figure 4.16.
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Figure 4.14: Daily Energy Pattern of RES for Optimal Solution

4.4 Summary

A comparison of grid extension and standalone MG systems was performed
for Jarre village electrification. The analysis results confirm that, economically,
the standalone HRES is more feasible than grid extension. An optimal combi-
nation of RES and BS is modeled to act as a standalone HRES MG. The first
scenario considered economic cost as an optimization problem and reliability
as a constraint. The PSO algorithm is applied to obtain the optimal units of
HRES components. TAC and COE for the fittest solution, are $119991.2 /yr
and 0.104 $/kWh, respectively. The second scenario included the GHG emis-
sions, converting CO, emissions from each component to cost values. Multiple
optimization techniques are implemented and compared. MRFO algorithm is

found to deliver the optimal results in lesser time. The optimal solution has
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Figure 4.16: Demand and Supply Pattern for Optimal HRES MG

TAC and COE as $134275.8 /kWh and 0.116 $/kWh, respectively. The applica-
tion of HRES to form a standalone MG provides reliability, reduces economic

costs and lowers GHG emissions of the system.
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Chapter 5

Grid Performance Improvement with

HRES

This chapter discusses the use of HRES as DG to reduce power loss and improve
the voltage profile of power systems. The economic benefits of implementing
HRES as DG are investigated. The impact of subsidies on the economic benefit
of grid-connected HRES MG is also assessed.

5.1 Power System Performance Assessment with DG Inte-

gration

The performance of a power system network is evaluated through parameters
such as power quality, economic benefits, reliability, GHG emissions etc. Intro-
ducing DG into the grid can help improve these evaluation parameters [96,97].
The placement and sizing of DG in the grid should be performed in an opti-
mal way to derive maximum benefits. This optimization problem can be solved
through meta-heuristic algorithms, like MRFO. The combination of solar and
wind is considered to operate as DG. In this case study, the primary objective is
to maximize economic benefit by incorporating HRES as DG while minimizing

power loss and improving the voltage profile of the system.

The methodology applied in this case study are: (i) comparing the perfor-
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mance of different evolutionary optimization techniques for optimal placement
and sizing of DG in the standard IEEE 33-bus system, (i1) investigate DG place-
ment and sizing for the practical case, (ii1) optimize solar and wind as con-
stituents of DG and (iv) analyze the economic benefit of HRES integration into

the power system.

The site selected in this case study is the Ethiopian Electric Power (EEP).
The reason for selecting this site is poor power quality. EEP is characterized
by frequent and high-duration power interruptions, as summarized in Table [5.1].
The eastern region of EEP had the most power outages in comparison to other

regions listed Table5.1|. The eastern region of EEP is also characterized by long
Table 5.1: Power Outages Data for EEP @2021 [98]

Region Substation | Outage dura- | Number of out-
tion (hr/yr) ages (fr/yr)

Addis Ababa | 26 1076 160

Central 24 2435 156

East 12 2268 177

North East 10 177 155

North West 7 1735 173

North 11 879 111

South West 11 1427 43

South 20 486 147

West 10 288 85

transmission lines, a lack of generation facilities near the load centers and large
load variations. In this region, for a 230 kV transmission line, the minimum
voltage rating was recorded at 210 kV, on October 23, 2020, whereas the maxi-
mum value of 241 kV was measured on September 15, 2020. The minimum and
maximum measured voltages for a period of six months are plotted in Figure5. 1],
The minimum voltage is 8.6% lesser than the base voltage, which is quite more

than the permissible limit of 5%. The data presented in Table 5.1 and Figure
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clearly indicates that the power system is having poor performance and needs to

be improvised.

245 - nMax Volt aMin Volt
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Figure 5.1: Minimum and Maximum Voltage Profile of Eastern Region of EEP

[99]

5.1.1 Problem Formulation for DG Placement and Sizing

The objective of this case study is to minimize the total Power Loss (P) of

an electric power network, using Eq. (5.1.1)). The constraints considered are the
bus voltage limits as given in 5.1.2.

Fy = Minimize P, =Y Py (5.1.1)
j=1
Such that
Vmin S % S Vmax (512)

Where n: number of branches in the network; V;: voltage value on bus ‘b’ (V);
Vinin and V,,,,.: minimum and maximum permissible bus voltage (0.95 pu and
1.05 pu), respectively [[100]; Py(;): power loss in branch ‘j” which is formulated
in Eq. (6.1.3)

Pb2+Q’%) (5.1.3)

By = R; (V—b2
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Where P, and Q: active (MW) and reactive power (MVAr) flow from bus ‘b’

into branch ‘j’; R;: resistance of branch ‘5 ({2); X;: reactance of branch j” (2).

The improvement in power system performance with DG integration can be
evaluated through the Line Loss Reduction Index (LLRI) and Voltage Profile
Improvement Index (VPII). The LLRI is used to determine the power loss re-

duction in the network and is formulated in Eq. (5.1.4)).

Prw/pG

LLRI = (5.1.4)

Prwo,pc

Where Pry/p and Pryo/p: real power losses with DG and without DG
(MW) integration.

The result of LLRI is interpreted as follows:

If LLRI<1, DG reduces power loss

If LLRI=1, no change

If LLRI>1, DG is not beneficial.

VPII is utilized to assess the variation in voltage profile of buses due to DG

integration and is formulated in Eq. (5.1.5).

V Pw/pa

VPII = (5.1.5)

V' Pwo/pa

Where VPy pe and VPyo,pa: voltage profiles with and without DG, respec-
tively, that is calculated using Eq. (5.1.6).

N
VP =) VP (5.1.6)
=1

Where VP;: Voltage deviation from 1 pu on bus ‘1’ and is formulated in Eq.
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G.1.9.
VE = |V = Vi (5.1.7)

Where V;: voltage values on bus ‘1’ (pu); V,.s: reference voltage of the system
(1.0 pu).

The significance of variation in VPII status is presented below:

If VPII < 1, DG improves the voltage profile

If VPII =1, DG has no impact on voltage profile

If VPII > 1, DG is not beneficial.

5.1.2 Methodology

The methodology applied for DG sizing and placement is summarized in the
flowchart of Figure 5.2. The input data, related to buses, branches and genera-
tors, is compiled in the simulation software. The load flow analysis is performed

through MATPOWER / MATLAB [[101].

The optimization method is applied to optimally place and size the HRES
components in the system. Random solutions are generated within the search
space. The objective of the optimization method is the reduction of power losses.
However, violation of voltage limits adds penalty to the output of a solution, thus

making it undesirable.

5.1.3 Optimal DG Placement and Sizing for IEEE 33 Bus System

For DG location and size, MRFO is implemented after comparing its per-
formance against other optimization techniques. MRFO is compared to other
meta-heuristic methods for the standard IEEE 33-bus system. The performance

of MRFO is compared with Multi-Objective Whale Optimization Algorithm
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Figure 5.2: Methodology for Optimal Placement and Sizing of DG
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age profile are considered when comparing these methods.

Authors in [[102] have applied MOWOA and MOPSO to get the fittest solu-
tion. A power loss of 79.2 kW is recorded through MOWOA with a DG size
of 1021.6 kW, 1200 kW and 1200 kW at bus numbers 14, 24 and 31, respec-
tively. On the other hand, with MOPSO, the minimum power loss is obtained
as 83.09 kW and DGs with a size of 1200 kW, 949.8 kW and 1142.7 kW are
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placed on buses 12, 25 and 33, respectively. In [[12] and [103], the authors rec-
ommend KHA and SA, respectively, for obtaining the optimal solution for the
same problem. The power loss observed is 75.412 kW in [12] with a DG size of
810.7 kW, 836.8 kW and 841 kW on bus numbers 13, 25 and 30, respectively.
In [[103], the minimum power loss recorded was 82.03 kW with a DG size of
1112.4 kW, 487.4 kW and 867.9 kW at bus numbers 6, 18 and 30, respectively.

The power loss obtained by MRFO is 73.4 kW with a DG size of 1003.9 kW,
1007.4 kW and 1009.3 kW on buses 11, 24 and 29, respectively. The findings
of the optimization methods investigated are summarized in Table 5.2. The op-
timal solution of MRFO reduces the loss by 2.6%, 8%, 10% and 12.6% when
compared to KHA, MOWOA, SA and MOPSO, respectively. Since MRFO pro-
duces better results than other techniques, it is being used to solve the real-world

problem of the EEP, in this case study.

5.1.4 Optimal DG Placement and Sizing for EEP

As a case study, the eastern region of EEP is proposed to evaluate the impact
of DG installation on the power system network. The network has 17 buses, 20
branches and 03 generators as sketched in Figure 5.3 The power generating sta-
tions located nearest to this region are at Koka and Melka-wakena (M wek) with
a capacity of 43.5 MW and 153 MW, respectively. The main grid is connected

through the Kaliti bus, which 1s considered a slack bus during the analysis.

The data required for executing the power flow for the proposed system is
arranged in a proper format and fed to MATPOWER. The data related to buses,

generators and branches are summarized in Appendix I, IT and III.

Before the integration of DG, the highest power losses (i.e., top three) occur

on branches: 3 (Koka to Hurso), 2 (Koka to M wek) and 20 (Kaliti to Koka) as
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Figure 5.3: Eastern Region EEP Network Layout




Table 5.2: Comparison of Optimal DG Placement and Sizing for IEEE 33 Bus
System

Technique DG Location | DG Size (kW) | P; (kW) | Min V (pu)
/ bus no.
MRFO 11 1003.9 73.4 0.966 /33
24 1007.4
29 1009.3
MOWOA 14 1021.6 79.72 0.984 /30
[102]
24 1200
31 1200
MOPSO [102] | 12 1200 83.99 NA
25 949.8
33 1142.7
KHA []12] 13 810.7 75.412 0.961/18
25 836.8
30 841
SA [103] 6 1112.4 82.03 0.9677/ 14
18 487.4
30 867.9

shown in Table 5.3 Lowest voltage (i.e., lowest three) is observed on bus 12
(Degahabor), bus 11 (Jigjiga) and bus 10 (Fike) as shown in Table 5.4.

During the investigation, the DG placement and sizing are applied to all buses
except generator buses, Djibouti bus and Dire Dawa (DD) buses. The generator
buses are located far away from the load area and hence adding DG will further
increase line losses. The Djibouti bus is also located at the border of Ethiopia.
The cost of land within the city of Dire Dawa is extremely high and there is

insufficient space for HRES installation as well.

To explore the search space and find the optimal solution, MRFO uses 50
Manta rays (population) and 50 iterations. It is executed 30 times to obtain the

optimal solution. The sample solutions generated randomly for a single itera-
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Table 5.3: Network Power Loss Before DG Integration

Branch No | From Bus To Bus P; (MW)
1 Koka Awash 3.34
2 Koka M wek 3.93
3 Koka Hurso 10.56
4 Hurso DD 3 0.09
5 Hurso Adigal 0.72
6 Hurso Djibouti 1.26
7 M wek Gode 0.12
8 DD 3 DD 1 0.14
9 DD 3 DD 2 1.24
10 DD 2 Harar 3.14
11 Harar Fike 0.1
12 Harar Jigjiga 1.2
13 Jigjiga Degehabor 0.03
14 Hurso Warsela 0.1
15 Warsela DD 3 0.01
16 Hurso Ciro 0.22
17 Awash Ciro 0.28
18 Awash DD 3 2.49
19 Adigal Djibouti 0.5
20 Kaliti Koka 3.68
Total 33.2

tion is shown in Table [5.5. In this table, F means Feasible and NF means Not
Feasible. The DG’s can be placed on any number of buses subject to the con-
straint of maximum generation capacity, which is discussed later. Out of the
total sample solutions the feasible solutions are only three out of twelve (i.e., 25
%). An infeasible solution, is a solution in which the minimum system voltage

is less than 0.95 pu or maximum system voltage is greater than 1.05 pu.

The optimal DG placement for the system under consideration is shown in
Figure 5.4. The Hurso, Adigala, Wersala, Harar, Fike, and Ciro are the proposed
DG locations, with DG sizes of 39 MW, 73 MW, 81 MW, 47 MW, 13 MW, and
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Table 5.4: Voltage Profile Before DG Integration

Bus No | Bus Name Voltage (pu) | Ang (deg)
1 Koka 1 -2.14
2 Hurso 0.92 -9.32
3 Adigal 0.9 -11.02
4 Djibouti 0.88 -12.54
5 Wersala 0.92 -9.58
6 DD 3 0.92 -9.63
7 DD 2 0.91 -11.88
8 DD 1 0.92 -9.96
9 Harar 0.88 -18.98
10 Fike 0.87 -20.4
11 Jigjiga 0.86 -25.79
12 Degehabor 0.86 -26.48
13 Ciro 0.96 -7.73
14 Awash 0.96 -5.8
15 M wek 1 2.95
16 Gode 0.99 2

17 Kaliti 1 1

7 MW, respectively. The system’s overall power loss is decreased by 73.5%
(from 33.2 MW to 8.8 MW) at peak load. The power loss reduction on each
branch after DG is introduced into the system is shown in Table 5.6. There is
a significant reduction in power loss in branches 1, 3 and 10. The network’s
performance is also tested using LLRI and presented in Table 5.6. According
to the results of LLRI, which is evaluated as 0.27, the system performance is
improved. The introduction of DG enhanced the network’s minimum voltage
from 0.86 pu to 0.96 pu, which is within the specified voltage limits. The voltage
magnitude of all buses after DG integration is shown in Table [5.7. The VPII of
the system is evaluated using Eq. (5.1.5) and presented in Table 5.7. The VPII
is found to be 0.25 which indicates the the voltage profile of the system has

improved. The voltage magnitude at each bus before and after DG integration
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Table 5.5: Sample Solutions and their Analysis for DG Sizing and Placement

Bus Number

Objectives & Constraints

9

10

11

12

13

Py
(MW)

Volt limit
(pu)& Bus
location

No.
DG

Feasi-
bility

132

148

135

16.5

1.156 pu. @
bus 12

6

NF

115

64

50

115

64

17.5

1.225 pu. @
bus 12

NF

121

95

13.2

0.937 pu. @
bus 4, 1.058
p.u. @bus 10

NF

70

80

69

10.1

0.942 pu. @
bus 4

NF

21

312

18

28

12.8

1.118 pu. @
bus 12

NF

166

22

125

16

0.955 pu. @
bus 4, 1.028
p.u. @ bus 13

104

147

149

15.5

1.140 pu. @
bus 12

NF

18

58

32

18.3

0.922 pu. @
bus 4, 1.142
p.u. @bus 12

NF

27

50

27

77

50

50

14.3

1.203 pu. @
bus 12

NF

71

76

78

12

10.3

1.151 pu. @
bus 12

NF

175

64

160

108

24.4

0.976 p.u. @
bus 4, 1.042
p.u. @ bus 13

39

73

81

47

13

8.8

0.957 pu.@
bus 4, 1.046

pu. @ bus
12

73




Table 5.6: Network Power Loss after DG Integration

Branch | From Bus | To bus P; (MW)| Change in | LLRI
P, (%)
1 Koka Awash 0.22 93.4 0.06
2 Koka M wek 3.93 0 1
3 Koka Hurso 0.41 96.1 0.04
4 Hurso DD 3 0.02 77.8 0.2
5 Hurso Adigal 0.06 91.7 0.08
6 Hurso Djibouti 0.53 57.9 0.42
7 M wek Gode 0.12 0 1
8 DD 3 DD 1 0.13 7.1 0.87
9 DD 3 DD 2 0.25 79.8 0.2
10 DD 2 Harar 0.55 82.5 0.18
11 Harar Fike 0.01 90 0.1
12 Harar Jigjiga 0.99 17.5 0.83
13 Jigjiga Degehabor | 0.03 0 0.76
14 Hurso Warsela 0 100 0.02
15 Warsela DD 3 0.02 -100 2.43
16 Hurso Ciro 0.04 81.8 0.16
17 Awash Ciro 0.03 89.3 0.11
18 Awash DD 3 0.08 96.8 0.03
19 Adigal Djibouti 0.78 -56 1.56
20 Kaliti Koka 0.6 83.7 0.16
Total 8.8 73.4 0.27
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Figure 5.4: Optimal DG Integration in Eastern Region of EEP Network

is shown in Figure 5.5.

5.1.5 Determination of HRES Constituent Ratings

Solar and wind resources are abundant in the EEP’s eastern region and are
proposed as constituents of DG. The optimal combination of solar PV and WT
1s analyzed considering the daily load curve. The objective of the study is to ob-
tain the optimal combination of HRES components, used as DG. This objective
1s represented through the Load Fill Factor (LFF), which is required to be maxi-
mized. The LFF is used to calculate the percentage contribution of HRES in sup-
plying the load within the given time frame and is formulated in Eq. (5.1.8). The
constraints to be satisfied for this problem are presented through Eqgs. (5.1.11))

to (5.1.16).

2P it) — PHRES(t))
5
1—1 P

F' = Maximize LFF =1-— (5.1.8)
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Figure 5.5: Voltage Magnitude Variation due to DG Integration

Where P;(;): demand at time ‘t’; Prrrpg() : RES generation at time ‘t’, which is

calculated using Eq. (5.1.9).

Pruresw) = Pwray + Ppvay (5.1.9)

Pwrwy = NwrPwr and  Ppyyy = Npy Ppy (5.1.10)
Prrese < Pa(t) (5.1.11)

0 < Nuwr Pz, Npv Py < DGoas (5.1.12)

Where DG,,,..: DG size (MW);

The constraints given by Egs. (5.1.11)) and (5.1.12)), are used to set the limits

for HRES component size.

Ny >0 (5.1.13)

Where N,,+: annual net profit ($/yr). The constraint given by Eq. (5.1.13)) sig-

nifies that the integration of DG into the power system should result in a profit
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Table 5.7: Voltage Profile After DG Integration

Bus No. | Bus Name | Voltage (pu) | Ang (deg) | Change in | VPII
v, (%)
1 Koka 1 2.27 0 0
2 Hurso 0.99 0.84 7.1 0.17
3 Adigal 0.98 0.98 8.2 0.23
4 Djibouti 0.96 -0.9 8.3 0.37
5 Wersala 0.99 0.8 7.1 0.18
6 DD 3 0.99 0.7 7.1 0.18
7 DD 2 1 -0.15 9 0.05
8 DD 1 0.98 0.41 6.1 0.23
9 Harar 1.03 -1.97 14.6 0.25
10 Fike 1.03 -2.32 15.5 0.27
11 Jigjiga 1.05 -7.15 18.1 0.35
12 Degahabor | 1.05 -7.64 18.1 0.36
13 Ciro 1 0.82 4 0.09
14 Awash 1 1.24 4 0.11
15 M wek 1 7.36 0 0
16 Gode 0.99 6.41 0 1
17 Kaliti 1 1.000* 0 0
0.25

for the utility. The system net profit (N,,;) is calculated using Eq. (.1.14).
Npe = Sp —TAC (5.1.14)

Where Sp: the annual profit due to power loss reduction ($/yr) that is calculated

in Eq. (6.1.15).
Sp = (Egwo/pa — Eqwpa) % Ciy (5.1.15)

Where Eg170/pc and Egy/pi: annual energy supplied from the grid before and

after DG installation (MWh/yr), respectively; C;y: grid tariff (§/MWh);

COE < Cyy (5.1.16)
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Figure 5.6: Proposed RES Model for Eastern Region of EEP

The above constraint Eq. (5.1.16) is applied to make sure that the Cost of Energy
from HRES is less than the grid tariff.

The RES system model proposed as DG is shown in Figure 5.6.

In the eastern part of Ethiopia, a daily average solar radiation of 5.88 kWh/m?
with a potential power of 489 W/m? is available. The daily average wind speed
is 6.94 m/s @ 50 m hub height, with a power potential of 342 W/m?. The daily
power that can be generated from a single unit of RES is shown in Figure 5.7.

The costs of solar PV and WT per unit with their accessories are summarized in

Table 5.8,

The optimization of RES components sizing is determined through MRFO.
The optimal solar PV and WT combination is found to be 475 and 288 units, re-
spectively. The efficiency and availability of the resources are considered while
optimizing the solar PV and WT combination, which can vary during the day
and can be observed through Figure 5.7. The daily energy generation with the

optimal component size of RES is sketched in Figure 5.8.

The daily power supply from HRES and grid, along with the load is presented

in Figure 5.9. For the eastern region of EEP, the daily energy required from the
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Figure 5.8: Daily Energy Profile for Optimal Combination of RES
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Figure 5.9: Daily Power Supply and Demand for Eastern Region of EEP

grid is 8100 MWh to supply the daily demand of 7517 MWh with a 583 MWh

energy loss. The integration of solar PV and WT as DG into the system results in
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Table 5.8: Component Costs of Renewable Energy Sources

Components C. ($/MW) | Cons Life Span (yr)
($/MW/yr)
Solar PV with accessory | 1000000 10000 25
[104]
WT with acces- | 1200000 42000 25
sory [[105]
40 - Loss WO/ DG mLoss W/DG
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gzo .
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1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (hr)

Figure 5.10: Daily Power Losses Before and After HRES Integration

a daily energy harvest of 2747 MWh. The utility will be able to save 3022 MWh
after installing HRES DG on the recommended buses. The daily total energy
loss is reduced by 275 MWh (i.e., 47.2%) (from 583 MWh to 308 MWh).

The daily power loss pattern before and after HRES DG integration is shown

in Figure5.10. The daily energy flow of the eastern region of EEP is summarized
in Table 5.9.

Table 5.9: Summary of Energy Distribution before and after HRES Integration

Status Grid (MWh) | Load (MWh) | E;,.s (MWh) | DG (MWh)
WO/DG 8100 7517 583

W/ DG 5078 7517 308 2747
Difference | 3022 275
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5.1.6 Economic Benefit of HRES Integration to Grid

The COE and payback period are used to assess the economic benefits of DG
sizing and placement in the network. The COE of HRES DG should be less than
the utility tariff to realise profits as mentioned in Eq. (5.1.16). The payback cost
(annual profit) is calculated as the product of the grid tariff and change in power
losses due to DG integration, as is formulated in Eq. (5.1.15). The payback

period (PT) is calculated as the ratio of DG installation cost (DG, ) to payback

cost as formulated in Eq. (5.1.17.

o D Gcost

P,
T S5

(5.1.17)

Considering the objectives and other constraints, the COE for the optimal
combination of HRES is obtained as 89.99 $/MWh. The present average grid
tariff of Ethiopia is 90 $/MWh in 2022 [[106]. Accordingly, the EEP can save an
amount of $99274641.43 /yr as per Eq. (5.1.15), due to power loss reduction.
On the other hand, the TAC incurred for DG installation is about $90228190.82
/yr according to Eq. (8.2.3), i.e., EEP can realize a net profit of $9046450.618
/yr as calculated through Eq. (5.1.14). The utility will get payback for DG
installation cost within a period of 10 yrs according to Eq. (5.1.15) and (5.1.17).

The economic cost parameters results are summarized in Table [5.10.

Thus, the integration of HRES as DG into the system provides economic

benefits in addition to lowering power loss and improving voltage profile.
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Table 5.10: Results of Economic Cost Analysis for HRES Integration to Grid

Parameters Value

Number of WT 288

Number of PV Modules 475

Total annualized cost of DG $90,228,190.80 /yr
Total annual saving $99,274,641.40 /yr
Annual net profit $9,046,450.62 /yr
Energy loss reduction 47.2%

Payback period 10 yrs

COE 89.99 $/MWh
Grid tariff 90 $/MWh

5.2 Analysis of Subsidy on HRES MG

HRES MG is a small power system used to improve reliability and stability
and diversify the existing power supply, lower GHG emissions and reduce oper-
ating costs [8]. The analysis of this study is carried out on the clustered villages
of Baheya, Ulatu and Karmadhippa, Jharkhand, India. The power supply in
these villages is unreliable and supplied from conventional sources. To mitigate
these problems, a grid-connected HRES MG is proposed, to have a self-reliant
supply, lower economic cost and increase supply from RES. Solar, biomass and
hydro resources are abundant in these villages and can be exploited to supply
local demand partly or totally. Government subsidies for RES installation are
proposed to improve the economic performance of the power system. The eco-

nomic cost of the grid-connected MG without and with subsidy are compared.
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5.2.1 Problem Formulation

The objective function of this study is to minimize COE as formulated in Eq.

(5.2.1)) considering the constraints listed in Eq. (5.2.2) to (5.2.5).

F = Minimize (COE) (5.2.1)

E(gen)(t) = Epv(ﬁ) + Ebg(t) + Eh(t) + Eg7.id(t) (5.2.2)
0 S PPV S vamax (523)

0< P, < Pymax (5.2.4)

0 < Py < Pyymax (5.2.5)

Where E(,,,(t) : total energy generated at time ‘t’; E,,(t), Ey,(t), E4(f) and
Egiq(t): energy contributed from PV, WT, biogas and grid at time ‘t’, respec-
tively; Ppymax, Ppmax and Py,max: maximum generation limit for solar PV,

hydro and biogas, respectively.

5.2.2 Load Profile and Resource Potential for Clustered Indian Villages

The proposed MG system for analysis is shown in Figure [5.11]. It consists of
loads and power supply from HRES and grid system.
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Figure 5.11: HRES MG Model for Grid Connected System

Load Profile

For analysis, three villages, Baheya (23.36°N, 85.48"E), Ulatu (23.38"N,
85.46"E) and Karmadhippa (23.37°N, 85.47"E), Jharkhand, India, were selected.
The detailed location of villages is presented in Figure 5.12. The clustered vil-
lages have about 335 households. The load types for the villages are bulbs, fans,
TVs, refrigerators, flour mills and street lights. The site load varies seasonally
due to temperature fluctuations, consuming more power in summer. The total
load curves for summer and winter are presented in Figure 5.13. Summer and
winter daily average loads are 66.35 kW and 55.09 kW, respectively. The daily
energy consumption is estimated to be 1598 kWh/day for summer and 1395

kWh/day for winter seasons.
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Figure 5.12: Geographical Location of Clustered Indian Villages

RES Potential at Clustered Villages

The RES at the clustered villages consists of solar, biomass and small hy-
dropower. The cluster of three villages is in the vicinity of one another. Hence,
the annual solar irradiation is considered similar for all villages. The daily av-
erage solar irradiation for each month is plotted in Figure 5.14. The solar PV
panel and converter specification used for modelling grid-connected MG is sum-
marized in Tables and [5.12, respectively. The water stream near Baheya
village is considered for power generation by establishing a Micro Hydro Power

(MHP) plant, that has an average water discharge rate (Q) of 0.045 m?/s and a
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Figure 5.14: Monthly Average Solar Energy of Clustered Indian Villages [93]

net head of 20 m. Table summarizes the MHP Specification.

Biogas resource material is collected in the form of cattle dung. The cattle
present in these villages are cows, buffaloes and goats. The availability of cattle
dung resources in these villages is summarized in Table 5.14. The biogas plant

specifications are shown in Table 5.13.
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Table 5.11: Specifications of Solar PV Panels

Parameters Unit Value
Rated capacity of Solar PV W 220
Short circuit current, I, A 7.24
Open circuit voltage, V. A\ 394

A
A%
yr

Current at maximum power, L., 6.71

Voltage at maximum power, V4. 32.2
Lifetime 25
Initial cost of solar PV $/’kW 400

O & M cost $/kW/yr 53

Table 5.12: Specifications of Converter

Parameters Unit Value
Converter rating kW 65
Converter efficiency % 95
Lifetime yr 15
Capital cost $/kW 70

5.2.3 Result and Discussion

The proposed study investigates the economic viability of installing an op-
timal combination of RES and the effect of subsidy. The economic cost is in-
vestigated in two scenarios: without and with subsidy. Ministry of New and
Renewable Energy (MNRE), India, offers subsidies for RES as: 30% for so-
lar PV, 10% for biogas plants and 17% for hydropower [[108,109]. This policy

helps to encourage RES installation in the power system.

HOMER software is applied to determine the cost-effective combination of
HRES. The optimal results found from the assessment are : 60 kW of solar PV,
7.5 kW of hydro and 3 kW of biogas plants should be installed. The annual
energy generated from RES is approximated to 152955 kWh as summarized in
Table[5.16. If this energy is procured from the grid at a rate of 0.0833 $/kWhi.e.,
grid tariff ( [[110] @ 2020), a cost of $12746.3 will be required. Considering the
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Table 5.13: Specifications of Micro Hydro Power Plant

Parameters Unit Value
Rated capacity kW 7.5
Rated discharge m?/s 0.045
Net head m 20
Efficiency of the MHP % 80
Capital Cost $/kW 10000
O & M Cost $/kW/yr 330
Lifetime of component yr 25

Table 5.14: Biogas Potential of Clustered Indian Villages [[107]

Animals | Cattle Cattle Dung | Total Biogas | Total
Count | (kg/cattle/day)| Dung Yield (m?/day)
(kg/day) | (m°/kg)
Goat 230 2 460 0.0185 | 8.5
Buffalo | 420 14 5880 0.04 235.0
Cow 465 10 4650 0.038 176.5
Total 1115 — 10645 — 420

optimal combination of the MG components, the total capital costis $129128.12,
without subsidy. The COE of MG is 0.0709 $/kWh after RES integration. The

HRES MG tariff is lesser than the grid tariff by 14.88%, without subsidy.

After subsidies are introduced to the HRES components, the capital cost is
reduced to $103510.28. The COE of HRES MG declines from 0.0709 $/kWh to
0.0656 $/kWh, i.e., a reduction of 21.24 % from the grid tariff and 7.47 % from

RES MG without subsidy.

The payback period is also considered as an economic index in this study.
The payback period for HRES MG is found to be 9.4 yrs without subsidy whereas

it1s 7.2 yrs with subsidy. The economic performance comparison of grid-connected

MG with and without subsidy is summarized in Table [5.17.
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Table 5.15: Specifications of Biogas Plant

Parameters Unit Value
Rated capacity of the Biogas system kW 3
Conversion efficiency % 50
Lifetime of civil work Year 25
Lifetime of engine generator h 20,000
Capital Cost of engine $/kW 200

O & M Cost $/kW/yr 195

Table 5.16: Total Energy Generation per unit of RES.

Renewable Energy | Operation Generation Generation
Source per day (kWh/day) (kWh/yr)
60kW PV 5 hrs 300 99000

7.5kW Hydro 24 hrs 180 44100

3kW Biogas 8 to 10/day 27 9855

Annual Generation 507 152955

Table 5.17: Economic Analysis Without and With Subsidy

Status PV | Bio | Hydro| Conv | COE Total Capi- | Payback
(kW) | (kW) | (KW) | (kW) | ($/kWh) | tal cost ($) | period
(yrs)
Without | 60.0 |3.0 |7.5 65 0.0709 | 129,128.12 | 9.4
Subsidy
With sub- | 60.0 | 3.0 | 7.5 65 0.0656 | 103,510.28 | 7.2
sidy

5.3 Summary

The integration of HRES into the grid system reduces power loss and im-

proves the voltage profile. The HRES DG improves system reliability by pro-

viding alternative renewable energy sources. It promotes the use of RE technolo-

gies that has lower GHG emissions. The HRES has the economic advantage that

they are operated at a low cost. To improve economic performance, the subsidy

is proposed as another method.
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Chapter 6

Conclusions and Future Scopes

6.1 Conclusions

This research work focuses on the application of HRES to electrify remote
areas or improve the existing power system performance. Economic cost, relia-
bility, GHG emissions and power quality such as power loss and voltage profile
are considered as power system performance parameters and discussed in dif-

ferent scenarios.

The economic feasibility of grid extension or deploying standalone HRES for
Jarre village, Ethiopia, has been evaluated. Due to its distance from the grid and
lower load level, the standalone MG is found to be more economical. To supply
power to the village, RES like solar PV and WT, which are available in abun-
dance is proposed. To improve the reliability further, BS is included in HRES
MG. Performance evaluation parameters such as reliability, economic cost and
GHG emission (CO,) are considered as the objective functions to determine the
HRES components’ optimal combination. The economic cost (TAC and COE)
is considered as the objective of the case study while the reliability index, LPSP
is considered as a constraint. PSO is used to evaluate the optimal solution in the
this case study. The optimal number of units of PV, WT and BS are 247, 46 and

250, respectively, for the optimized output. The economic cost analysis gives a
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TAC 0f $119992.2 /yr and COE 0of 0.104 $/kWh. In the second scenario for Jarre
Village, GHG emission (CO») is included in the objective problem in terms of
costs. The meta-heuristic optimization techniques of PSO, DE, MRFO, SFLA,
RSA and RUN are compared to obtain optimal HRES components. The inves-
tigation has shown that the solution provided by MRFO is the best among the
optimization methods considered. The optimal component units obtained from
the analysis are 247 PV panels, 46 WT and 249 of BS packs. The economic
cost parameters are TAC of $134275.85 /yr and COE of 0.116 $/kWh. TAC and
COE of the second scenario are increased due to GHG emission consideration

in the analysis.

The integration of HRES as DG to improve power system performance is
the other objective of the study. The analysis is performed on the eastern re-
gion of Ethiopia’s Electric Power network. The objective of this case study is
to minimize the power loss and improve the voltage profile of the network. The
optimal size and location of DG are obtained using MRFO with MATPOWER
in MATLAB. The optimal solution has a total DG size of 260 MW. DG is lo-
cated at six different buses in the eastern region of EEP. Due to DG introduction
to the network, total power loss is reduced from 33.2 MW to 8.8 MW and the
minimum voltage limit is improved from 0.86 pu to 0.96 pu at the peak load.
The optimal size of HRES components are determined using MRFO. With the
optimal combination of solar PV panels and WT, the daily energy loss was re-
duced by 275 MWh from 583 MWh to 308 MWh. The utility will save up to
$9,046,450.6 /yr at the selected site.

The effect of the subsidy on MG’s economic performance is analyzed at grid-
connected clustered villages (Baheya, Ulatu and Karmadhippa), in India. The

economic cost is evaluated with and without subsidy for the optimal combina-
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tion of MG components (solar PV, WT, biogas and hydro). The introduction
of subsidies improves the COE of the MG by 21% compared to the grid tariff
and the payback period is also shortened from 9.4 yrs to 7.2 yrs. The analysis of
case studies used in various aspects revealed that incorporating HRES into the
power system improved reliability, reduced costs, reduced GHG emissions and

improved power quality.
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6.2 Future Scope

The issues that were not considered during this research work but need at-

tention in future works are:

» The present research work can be extended to different RES and storage

systems for optimal combinations of the components.

* The load and energy resources are considered for a day (24 hours). Using
long-term load and energy resource data may lead to better solutions for

the objectives.

 Effect of Energy Management System (EMS) on analysis of HRES com-

ponents optimization is not considered in this research work.

* The introduction of HRES MG into the grid, to improve power loss and
voltage profile is investigated. More research is needed to examine the

effects of RES integration into the grid network.

* To get the optimal solution of the HRES MG combination, meta-heuristic
algorithms are applied. Comparing the performance of those techniques

with other methods is recommended for future work.
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Appendix

Appendix I: Bus Parameters for Eastern Region EEP

Bus Bus Type P, Qq V,, |V, | BaseKkV | Voo | Viin
Koka 2 10 6 1 0 230 1.1 0.9
Hurso 1 12.56 7.53 1 0 132 1.1 0.9
Adigala 1 12.65 7.59 1 0 230 1.1 0.9
Djibuti 1 95 61.34 1 0 230 1.1 0.9
Wersala 1 30 11.62 1 0 132 1.1 0.9
DD 3 1 20 9.91 1 0 230 1.1 0.9
DD 2 1 15 7.58 1 0 132 1.1 0.9
DD 1 1 50 25.06 1 0 132 1.1 0.9
Harar 1 31.95 19.17 1 0 132 1.1 0.9
Fike 1 12.08 6.71 1 0 132 1.1 0.9
Jigjiga 1 24.1 13.14 1 0 132 1.1 0.9
Degehabor | 1 6.254 3.75 1 0 132 1.1 0.9
Ciro 1 12.62 7.57 1 0 132 1.1 0.9
Awash 1 16.76 10.39 1 0 230 1.1 0.9
M wek 2 0 0 1 0 230 1.1 0.9
Gode 1 18.47 11.08 1 0 230 1.1 0.9
Kaliti 3 0 0 1 0 230 1.1 0.9

Bus type: 1 - load bus, 2 - generator bus and 3 - slack bus

Appendix II: Generation Plants Data for Eastern Region EEP

Bus Pg Qg Qmax Qmm SBase Pmaz szn
(MW) | (MVAr)| (MVAr)| (MVAr)| (MVA) | (MW) | (MW)

Kaliti 0 0 200 -200 100 400 0

Koka 43.5 0 36 -36 100 43.5 0

M wek 153 0 130 -130 100 180 0
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Appendix III: Branch Parameters for Eastern Region EEP

From Bus To Bus R (pu) X (pu) B (pu)
Koka Awash 0.0158 0.0474 0.0569
Koka M wek 0.0201 0.0603 0.0724
Koka Hurso 0.0193 0.0578 0.0693
Hurso DD 3 0.0035 0.0105 0.0126
Hurso Adigal 0.0164 0.0493 0.0592
Hurso Djibuti 0.0333 0.1000 0.1201
M wek Gode 0.0327 0.0980 0.1176
DD 3 DD 1 0.0039 0.0116 0.0140
DD 3 DD 2 0.0116 0.0349 0.0419
DD 2 Harar 0.0417 0.1250 0.1500
Harar Fike 0.0520 0.1561 0.1873
Harar Jigjiga 0.0920 0.2761 0.3313
Jigjiga Degehabor 0.0589 0.1266 0.1520
Hurso Warsela 0.0025 0.0074 0.0088
Warsela DD 3 0.0009 0.0026 0.0031
Hurso Ciro 0.0829 0.2488 0.2985
Awash Ciro 0.0388 0.1163 0.1395
Awash DD 3 0.0231 0.0693 0.0831
Adigal Djibuti 0.0183 0.0548 0.0657
Kaliti Koka 0.0081 0.0244 0.0293
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