
 

 

i 

 

Development of Novel Robust Speech 

Bandwidth Extension Techniques 

 
Submitted in partial fulfillment of the requirements 

for the award of the degree of 

DOCTOR OF PHILOSOPHY 

 
by 

 
K SUNIL KUMAR 

(RollNo.718147) 

 

 
Under the Supervision of 

Prof. T.KISHOREKUMAR 

Professor 
 

 

 

DEPARTMENTOFELECTRONICSANDCOMMUNICATIONENGINEERING 

NATIONAL INSTITUTE OF TECHNOLOGY 

WARANGAL–506004,T.S, INDIA 

 

                  DECEMBER –2022 



 

 

ii 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Dedicated to my beloved 
 

Teachers, Parents, Children and wife 
 



 

 

iii 

 

APPROVAL SHEET 

 

This thesis entitled "Development of Novel Robust Speech Bandwidth 

Extension Techniques" by Mr. K Sunil Kumar is approved for the degree of 

Doctor of Philosophy. 

Examiners 
 

 

 

 

 
 

 

 

Supervisor 
 

 

 

 
 

Prof. T. Kishore Kumar 

Professor, Electronics and Communication Engineering 

Department, NIT WARANGAL 

 
          Chairman 

 

 

 

 
 

Prof. P. Sreehari Rao 

Head, Electronics and Communication Engineering Department, 

NIT WARANGAL 

 

Date: 

Place: 



 

 

iv 

 

 

DECLARATION 

 
 

I, hereby, declare that the matter embodied in this thesis entitled "Development of Novel 

Robust Speech Bandwidth Extension Techniques" is based entirely on the results of the 

investigations and research work carried out by me under the supervision of Prof. T. Kishore 

Kumar, Department of Electronics and Communication Engineering, National Institute of 

Technology Warangal. I declare that this work is original and has not been submitted in part or 

full, for any degree or diploma to this or any other University. 

 
I declare that this written submission represents my ideas in my own words and where 

other ideas or words have been included. I have adequately cited and referenced the original 

sources. I also declare that I have adhered to all principles of academic honesty and integrity and 

have not misrepresented or fabricated or falsified any idea/date/fact/source in my submission. I 

understand that any violation of the above will cause for disciplinary action by the institute and 

can also evoke penal action from the sources which have thus not been properly cited or from 

whom proper permission has not been taken when needed. 

 

 

 

 

 

 

 

 

 

 

 

Date: 21/12/2022 

Place: Warangal 

 

K Sunil Kumar 

Roll No: 718147 



 

 

v 

 

     Department of Electronics and Communication Engineering 

             National Institute of Technology 

         Warangal–506004,Telangana,India 
 

 

 
 

 

 
CERTIFICATE 

 

 
 

This is to certify that the dissertation work entitled "Development of Novel 

Robust  Speech Bandwidth Extension Techniques", which is being submitted by 

Mr. K Sunil Kumar (Roll No. 718147), a bonafide work submitted to National 

Institute of Technology Warangal in partial fulfilment of the requirement for the 

award of the degree of Doctor of Philosophy to the Department of Electronics and 

Communication Engineering of National Institute of Technology Warangal, is a 

record of bonafide research work carried out by her under my supervision and has 

not been submitted elsewhere for any degree. 

 

 

 

                                                                                                                     Dr.T.KishoreKumar 

             (Supervisor) 

Professor, Department of ECE 

National Institute of Technology 

Warangal, India – 506004 



 

 

vi  

ACKNOWLEDGEMENTS 

 

I would like to thank a number of people who have contributed to my PhD directly or 

indirectly and in different ways through their help, support and encouragement. 

 

It gives me immense pleasure to express my deep sense of gratitude and thanks to my 

supervisor Prof. T. Kishore Kumar (National Institute of Technology Warangal, NITW),for his 

invaluable guidance, support and suggestions. His knowledge, suggestions, and discussions 

helped me to become a capable researcher. He has shown me the interesting side of this 

wonderful multidisciplinary area and guided me to get profound knowledge as well as 

publications in this area. 

 

I am thankful to the current Head of the Dept. of ECE, Prof. P. Sreehari Rao, and the 

former Heads, Prof. L. Anjaneyulu , Prof. N. Bheema Rao and Prof. T. Kishore Kumar for 

giving me the opportunity and all the necessary support from the department to carry out my 

research work. 

 

                 I thank Prof. N.V. Ramana Rao, Director, N.I.T. Warangal, for providing official support 

and financial assistance to carry out the research. 

 

 

I take this privilege to thank all my Doctoral Scrutiny Committee members, Prof. Vinod 

Kumar D M, Department of EEE, Prof.L. Anjaneyulu, Department of Electronics and 

Communication Engineering and Dr. G. Arun Kumar, Assistant Professor, Department of 

Electronics and Communication Engineering for their detailed review, constructive suggestions 

and excellent advice during the progress of thisresearch work. 

 



 

 

vii  

Special thanks to my seniors Sudeep Surendran and Sunnydayal V for their motivation, 

suggestions during publishing papers and being extremely supportive throughout my PhD period. 

 

I take this opportunity to convey my regards to my speech lab-mates, NIT Warangal, 

Rakesh P, B surekha Reddy, Prasad Nizampatnam, Ravi Bolimera, S Siva Priyanka, M 

Sumeetha, M Manoj kumar and A Govind,for being always present next to me in time of need. 

 

I thank my department co-scholars for being the very supportive friends. I also appreciate 

the help rendered from teaching, non-teaching members and fraternity of Dept. of ECE of NIT 

Warangal. They have always been encouraging and supportive. 

 

I acknowledge my gratitude to all my teachers and colleagues at various aspects for 

supporting and co-operating to complete this work. 

 

Finally, I appreciate and respect my family members (my father Mr K. Ramannna, my 

mother Mrs. K Rama Devi ,my son K. Vishnu Tej, my daughter K.Meenakshi  and my beloved 

wife K Veena) for being very supportive while giving me mental support and inspiration that 

motivated me to complete the thesis work successfully. Especially, I thank my wife who has been 

a strong support throughout my PhD period. 

 

 

 

 
SUNIL KUMAR KODURI 



 

 

viii  

ABSTRACT 

 
As of today, a major part of the world's telephone networks is still unusual to the 

frequency of human speech signals. When a human speech signal is transmitted through 

the telephone network leads to losing information due to the limited bandwidth of the 

telephone network. Due to historical and economic reasons, the frequency range of 

telephone voice is confined to around 300–3400 Hz, known as "limited narrowband" 

(LNB) speech. This leads to a thin and reduces the speech signal's naturalness. On the 

other hand, a high-frequency loss above the LNB reduces the clarity of fricative sounds 

such as 's' and 'f', resulting in muffled speech. Speech quality degrades due to the 

constrained frequency range, making it difficult for the listener to follow what is being 

said on the other end of the line. In addition, several characteristics that are exclusive to a 

speaker are removed. 

 

 

For an obvious better speech quality and a new sense of presence, a Clear 

Wideband (CWB) speech is Significant and has a frequency range of 50-7000 Hz, which 

would improve the quality, intelligibility, and perceived naturalness of the spoken signal 

compared to the transmission of LNB speech. As a result, new telephone networks with 

higher bandwidths must be built, which will be costly and take some time to establish. By 

applying speech bandwidth extension (SBE) techniques, we may increase the receiving 

end's speech quality without having to make changes to the current telephone network's 

architecture. 

 

 

The existing telephone networks can benefit greatly from an improvement in 

speech quality due to SBE technology. Artificial speech bandwidth extension (ASBE) is 

one approach that reconstructs the CWB signal only from the LNB signal by estimating 

out-of-band (the frequencies below and above the LNB) information. The speech 

production model reveals the dependency between LNB and out-of-band, which is the 

basis for ASBE approaches. There is sufficient evidence to support the use of LNB input 

to estimate out-of-band information. However, the intrinsic performance limitations of 

ASBE approaches prevent them from regenerating high-quality CWB speech [3]. Out-of-

band information can be provided together with an LNB signal to improve the quality of 



 

 

ix  

CWB speech significantly compared to ASBE approaches. Data concealing technique 

would be employed to hide out-of-band information in the LNB signal to guarantee 

required backward compatibility with current telephone networks. The SBE employing 

data concealing strategies is the focus of this thesis. 

 

 
In this thesis, a significant focus is on creating and assessing innovative SBE 

algorithms that use data masking strategies. Composite LNB (CLNB) speech and 

reconstructed CWB (RCWB) speech quality can be improved using new techniques that 

are more robust to noises, such as channel and quantization noises (CAQNs). At 

frequencies above LNB, new SBE approaches are introduced. The SBE methods utilizing 

hybrid transform-based data hiding, frequency-domain data hiding, discrete wavelet 

transform-discrete cosine transform-based data hiding with encoding, and discrete cosine 

transform-based data hiding have all been developed and analyzed.  

 

The performance of these methods has been evaluated using subjective and 

objective measures. The results from the subjective and objective evaluations of the 

speech bandwidth extension techniques presented in this thesis show a clear speech 

quality improvement of the proposed methods over the conventional speech bandwidth 

extension techniques. In a mean opinion score (MOS) subjective listening test, we verified 

that the proposed methods yield improved perceptual transparency compared to 

conventional methods. The log spectral distortion values obtained showed that the 

proposed techniques yield an improved speech signal quality compared to traditional 

methods. 
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Chapter-1 

 

 

1.1. Introduction 

 

Most telephone networks are not usual to the frequency of human speech signals, and 

the frequency of the human speech signal is much beyond the telephone network's capacity. 

For economical and historical reasons, the telephony speech frequency range is confined to 

around 0.3–3.4kHz, known as limited narrowband (LNB) speech. Due to this, the 

transmission of the human voice over telephone networks reduces the high-frequency speech 

spectrum, which leads to a thin, unnatural-sounding voice and reduces the speech signal's 

naturalness. Conversely, a high-frequency loss above the LNB reduces the clarity of fricative 

sounds such as s, f, and k, which results in muffled speech. Furthermore, several distinct 

characteristics that are exclusive to a speaker are removed. Speech quality degrades due to the 

constrained frequency range, making it difficult for the listener to comprehend what is being 

said on the other end of the line.  

 

For better speech quality and a new sense of presence, a Clear Wideband (CWB) 

speech is essential, which has a frequency range of 0.5-7kHz and could improve the 

intelligibility, quality, and perceived naturalness of the spoken speech signal compared to the 

LNB speech. As a result, a new telephone network channel (TNC) with higher bandwidth 

must be built, which will be costly and take significant time to establish [1]. By applying 

speech bandwidth extension (SBE) techniques [2], the quality of the received signal can be 

improved without making changes to the current telephone network's architecture. 
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Utilizing the pre-existing telephone infrastructure technology enhances the quality of 

telephone communication. Artificial speech bandwidth extension (ASBE) is one approach that 

reconstructs the CWB signal only from the LNB signal by predicting out-of-band (OOB) 

information (3.4 kHz above and 0.3 kHz below). The dependency between LNB and OOB 

revealed by the speech production mechanism is the basis for ASBE approaches. There is 

sufficient evidence to support the use of LNB input to estimate information that is not in the 

LNB band. However, the intrinsic performance limitations of the ASBE approach prevent 

them from regenerating high-quality CWB speech [3]. 

 

A portion of OOB information can be provided together with an LNB signal to 

significantly increase the quality of CWB speech compared to ASBE approaches [1, 4]. Data 

concealing approaches are employed to hide supplementary OOB information in the LNB 

signal in order to guarantee required backward compatibility with current telephone networks. 

The SBE employing data-concealing approaches is the main focus of this dissertation. 

 

In this thesis, a significant focus is on creating and assessing innovative SBE 

algorithms that use a data-hiding strategy. At frequencies above the range of the LNB 

(traditional telephone band), new SBE approaches have been introduced. Composite LNB 

(CLNB) speech and reconstructed CWB (RCWB) speech quality is improved using new 

techniques that are more resilient to disturbances, such as channel and quantization noises 

(CAQNs).  SBE methods utilizing hybrid model transform-based data hiding (HMTBDH), 

discrete wavelet transform-discrete Cosine transform-based data hiding (DWT-DCT-

BDH),frequency-domain-based data hiding (FDBDH),  and discrete cosine transform-based 

data hiding (DCTBDH) have all been designed and analyzed in this thesis and have been 

tested. 
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1.2. Human Speech production Scheme 

 

Figure 1.1 depicts the human speech production scheme. The significant parts of the 

system are the oral cavity (mouth), trachea (air flow pipe), lungs, larynx (voice production 

organ), pharyngal cavity (throat), and nasal cavity (nose).  Usually, the Pharyngeal- and oral 

cavities are referred to as the vocal tract, and the nasal cavity is the nasal tract. The Vocal 

cords, trachea, and vocal tract all get air from the lungs. The vocal tract and glottis are two 

different terms for the aperture between the vocal folds and the acoustic tube that extends 

above them. 

 

The vocal folds vibrate, and a pulsating air flow occurs when voiced sounds are 

pronounced. The fundamental frequency  𝑓0 is determined by the rate of vocal fold vibration. 

Unvoiced sounds are formed by making a limit at some point in the vocal tract. Varying the 

vocal tract shape results in different characteristics for distinct speech sounds. The vocal tract 

resonances, called the formants, alter by adjusting the vocal tract shape and subsequently 

change the sound spectrum.  

 

Figure 1.1:Schematic illustration of the human speech production 
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A certain speech sound is produced depending on the shape of the cavities and the 

position of the tongue, lips, jaw, etc. Speech sounds may be divided into numerous groups. 

Vowels and consonants are the two main categories of sounds. Vowels are voiced sounds 

formed when air flows freely through the vocal tract. Consonants can be unvoiced or voiced. 

Consonants are generated with complete or partial closure at a specific place in the vocal tract 

[5]. Vocalization, articulation location, and articulation style are used to categorize 

consonants [6] further. The following significant categories describe the consonants according 

to the manner of articulation. 

 

•  Block the airflow and suddenly release the air-producing plosives (/k/, /p/, /t/). 

• By blocking the oral cavity and opening the passage to the nasal cavity would generate 

nasals (/m/, /n/). 

• Fricatives (/s/, /f/) are generated by a turbulent, noise-like air flow through a constriction in 

the vocal tract.  

• Approximants (/v/, /l/) are also produced by a relatively narrow constriction in the vocal 

tract.   

• Closures of the vocal tract having a concise duration produce taps and flaps, and a series of 

rapid closures produce trills (/r/).  

 

1.3. Nature Of Human speech signals 

 

The most common approach to receiving human speech signals is face-to-face with 

human speech across the whole frequency range that is observable to the auditory system [7]. 

Fig. 1.2 (a) depicts the estimated PSD of a male voice sample recorded at a sampling rate (𝑓𝑠) 

of 44.1 kHz. This signal is visible in the graphic, with a power of up to 22.05 kHz. Fig. 1.2 (b) 

depicts the estimated PSD of a female voice sample recorded at a sampling rate of 96 kHz. 

The LNB signal (ordinary telephone conversation) bandwidth of 0.3-3.4kHz is substantially 

smaller than what one would perceive in face-to-face interaction with a sound source. 
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Figure 1.2 (a):Estimated PSD of a malespeech sample of 40s long 

 

Figure 1.2 (b): Estimated PSD of a female speech sample of 50s long 

 

1.4. Features of Speech Signal Sounds 

 

1.4.1. Voiced sounds 

 

The temporal and spectral features of a typical voiced speech sound are depicted in 

figure 1.3. It is clear from the figure that the voiced sound has a periodic structure and a 

significant variation in amplitude.   
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Figure 1.3:The temporal and spectral features of atypical voiced speech sound (/a/) 

 

 

          A clear harmonic structure at low frequencies is observed from the amplitude spectrum. 

The first harmonic corresponds to 𝑓0. The maximum peaks in the spectral envelope (SE) are 

called formants, and the formant structure is distinctive for different vowels. The low-pass 

characteristics of the spectrum of voiced sounds originate from the excitation signal (ES). 

 

          In an LNB signal, most of the energy of voiced sounds is preserved because of the low-

pass characteristics. Furthermore, an LNB signal also has the most important harmonics. The 

ear is still able to hear the pitch correctly although 𝑓0 may be missing. The low-pass envelope 

extension at high frequencies is challenging for SBE techniques. On the other hand, at high 

frequencies, the precise reconstruction of the harmonic structure of speech is not perceptually 

significant [8].   
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1.4.2. Unvoiced sounds 

 

 

Figure 1.4:The temporal and spectral features of a typical unvoiced speech sound (/s/) 

 

The temporal and spectral characteristics of a usual unvoiced speech sound are 

depicted in figure 1.4. The time-domain (TD) waveform of the unvoiced sound has little 

amplitude values and rapid direction changes because of the noisy excitation signal. The 

amplitude values in the amplitude spectrum increase with frequency, demonstrating that 

unvoiced sounds (fricatives) have a considerable portion of energy at high frequencies. It is 

apparent that this energy is lost from LNB signals. These sounds are particularly challenging 

for SBE techniques because natural sounds of fricatives are obtained only if enough amount 

of energy is added to the higher frequencies.    

 

1.4.3. Plosives 

 

Figure 1.5 depicts the typical plosive sound's temporal and spectral properties. In most 

cases, a plosive begins with a short pause, followed by a rush of friction. After the burst 

comes a voicing period that results in the subsequent vowel, these plosives are also complex 
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for SBE techniques. If the added higher frequencies amplitudes are too large, it is simply 

perceived as a tingle.  

 

 

Figure 1.5:The temporal and spectral features of atypical plosive speech sound (/k/) 

 

 

1.5. Limited Narrowband versus Clear Wideband Telephony 

 

In the early days of telephony, the bandwidth of the conveyed speech was limited by 

technology. At that time, the limited bandwidth (0.3kHz to 3.4kHz) was due to the 

transducer’s characteristics and other hardware and also the utilization of frequency division 

multiplex transmission. Due to this limited bandwidth, the syllables intelligibility is around 

91%, and the intelligibility of cognizance of sentences is about 99% [9]. However, listening 

tests have demonstrated that the SBE techniques increase speech signals' quality, 

intelligibility, and naturalness [10].   

 

Later, digital telephony started with the new era of pulse-code modulation (PCM) [11]. 

The limited bandwidth characteristic has been retained in PCM systems. The limited 

bandwidth was due to the sampling rate frequency of 8 kHz and the use of the low-pass filter 

(LPF) in the global system for mobile communication (GSM) system. For cellular telephone 
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systems, speech is transmitted in digital networks (GSM) with slightly higher quality. Since 

signal components underneath 0.3 kHz and the components from 3.4 to 4 kHz can be 

transmitted. 

 

The intelligibility of telephony speech appears to be sufficient for a typical discussion, 

as we all know from our daily lives. If we are forced to grasp unknown words, we become 

aware of the limited intelligibility of syllables. In such situations, the user frequently needs to 

spell a word to distinguish between certain unique plosives (pot and cot) and fricatives (seed 

and feed) words. Another limitation is that several speaker-specific capabilities are not 

preserved on the phone. The CWB speech coding with the frequency range of 0.5–7kHz 

addresses these limitations. When Compared to LNB speech, the broader bandwidth improves 

the speech intelligibility, quality, and perceived naturalness of speech transmission. In 

addition, some plosive and fricative utterances are easier to differentiate from one another. 

 

The Third-Generation Partnership Project started the standardization of the CWB 

speech codec for GSM in 1999 and published the first specifications in 2001 [12]. The 

adaptive multi-rate CWB (AMR-CWB) codec as the International Telecommunication Union 

– Telecommunication Sector (ITU-T) Recommendation G.722.2 was selected by ITU-T in 

2002 [13]. Even though CWB standards were launched nearly two decades ago, CWB 

transmission adoption to end-users is still a continuing process. Today, mostly LNB telephony 

is offered to end-users. Using CWB speech coding involves the construction of new phone 

networks and terminals that support wideband spectrum, which turns out to be very expensive 

and will likely take much time to develop [1]. SBE methods may be used to boost receiver 

bandwidth without affecting the current telephone network infrastructure [2]. 

 

Existing telephone networks can benefit significantly from a notable improvement in 

speech intelligibility and quality due to SBE technology. The ASBE method only uses the 

LNB signal to estimate high band information (information above the LNB) and then uses 

that information to rebuild the CWB signal. 
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1.6. ASBE of  LNB Signal 

 

ASBE methods aim to increase the intelligibility and quality of the received LNB 

speech signals by artificially extending the limited frequency range of LNB speech. The 

Source-filter model (SFM) of speech generation provides the foundation for the majority of 

ASBE approaches discussed in the literature. Based on SFM [2], the block diagram in figure 

1.6 depicts an implementation of the ASBE algorithm. The symbol 𝑒𝑏 𝑒𝑛𝑣𝑒𝑙. in figure 1.6 is 

used to denote the missing high-band (MHB) SE signals. The input LNB signal, 𝑆𝑙𝑛𝑏, with a 

sampling rate of 8 kHz, is up-sampled to 16 kHz through interpolation, resulting in a CWB 

signal with LNB content, and then the signal is partitioned into 20 ms or 30 ms, and then 

frames will be processed in sequence.   

 

 

 

Figure 1.6: System for ASBE of LNB speech signal according to [2] 

 

First, a feature vector 𝑋 is derived from the LNB signal.  This feature vector is 

supposed to describe the relevant characteristics of the LNB speech compactly. Second, with 
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the help of a pre-trained statistical model, the MHB spectral envelope  Ŷ𝑒𝑏 is estimated from 

the feature vector.  The LNB frame is combined with the estimate  Ŷ𝑒𝑏 in a short-term power 

spectrum domain. The coefficients  ǎ𝑐𝑤𝑏 are found through the auto-correlation function using 

the linear prediction analysis (LPA) technique. 

 

The coefficients represent the estimated SE of the CWB signal ǎ𝑐𝑤𝑏 of the vocal tract 

filter 1/Ȃ(𝑍). The LNB excitation signal Û𝑙𝑛𝑏 (𝑛) is derived by applying the corresponding 

analysis filter Ȃ(𝑍) to the LNB signal 𝑆𝑙𝑛𝑏(𝑛), since the analysis filter is the inverse of the 

vocal tract (synthesis) filter.  

 

The extension of the excitation signal  changes over Û𝑙𝑛𝑏 (𝑛) into a CWB excitation 

signal Û𝑐𝑤𝑏 (𝑛). The estimate Û𝑐𝑤𝑏 (𝑛) is fed to the synthesis filter 1/Ȃ(𝑍) to produce CWB 

speech signal of better quality Ŝ𝑐𝑤𝑏(𝑛). 

 

According to informal listening tests [14], ASBE systems are preferred over traditional 

LNB telephony, but their performance falls short of that of the original CWB speech. Systems 

trained first for a given speaker and later for a language have shown better performance for 

ASBE. But in both situations, the ASBE-processed speech is not of higher quality than the 

real CWB speech. These results are supported mainly by theoretical research into the mutual 

dependency between the speech features of the LNB signal and the SE parameters of the 

MHB signal [3]. 

 

1.7. Speech bandwidth extension applying data hiding 

 

The MHB speech signal cannot be predicted more significantly from the LNB signal. 

SBE approaches have also been developed based on extra information about the MHB signal 

[15-22]. The added information allows for a more precise regeneration of the MHB than 

ASBE and results in a significantly higher-quality CWB voice than ASBE. 
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The backward compatibility with older LNB codecs isn't a concern. The embedded 

CWB speech codec (scalable codec) is an elegant way to increase an LNB's speech 

bandwidth. The SBE parameters must be subjected to proper (vector) quantization techniques 

before they can be used in conjunction with a codec. The resultant bits are transferred in the 

"add-on" bitstream layer. Such a multi-layer bitstream setup is a subset of the embedded 

CWB speech coding paradigm [23]. 

 

The SBE parameters with quantization and embedded encoding, however, cannot 

dependably ameliorate the issue. Because the legacy TNC discards any enhancement bits, the 

receiver cannot be guaranteed to receive a high-quality recovered voice. 

 

Using parametric SBE techniques, a novel approach to this dilemma is proposed to 

communicate supplementary information about the MHB over a steganographic channel, i.e., 

the parameters of MHB or the related bits of MHB are embedded within the LNB speech 

signal or within the legacy, bitstream using data hiding or watermarking techniques. The 

legacy codec's bitstream design has not been altered. It is still possible to decode the changed 

bitstream using a regular LNB decoder, resulting in just a slight decrease in LNB voice 

quality. On the other hand, an improved decoder can output a CWB voice stream of far 

superior quality. Compatibility with existing LNB codecs may be done in three different 

methods [20]: by concealing the additional information in the speech signal itself [15-18], by 

modifying the encoded bitstream [19], or by jointly coding and data concealment inside the 

encoder [20-22]. This thesis focuses on speech SBE using data-hiding techniques. 

 

1.8. Motivation 

 

Human speech may have frequencies more than conventional telephone networks 

operating at 0.3-3.4kHz. When a human speech signal is transmitted through the telephone 

network leads to losing information due to the limited bandwidth of the telephone network. 

which results significantly low quality, less intelligibility, and lucidity of speech transmission. 
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This problem can be solved using a comprehensive wideband voice transmission whose 

spectrum ranges from 0.5-7kHz. As a traditional telephone network installed to operate at 0.3-

3.4kHz, it is not feasible to work at a wideband spectrum. Hence, using a wideband spectrum 

needs to establish a new network, which turns out to be very expensive and time-consuming 

[1]. As a result, it is desirable to increase the receiving end's bandwidth utilizing SBE 

techniques [2] without changing the existing telephone network's infrastructure. 

 

Existing telephone networks can benefit significantly from improved speech quality 

due to SBE technology. ASBE approaches are founded on the concept that reliance occurs 

between LNB and MHB, as indicated by the speech production model. The CWB signal may 

be reconstructed using ASBE, which estimates the MHB information just from the LNB 

signal. The relationship between the frequency bands justifies the estimate of the MHB 

information from LNB input. However, ASBE approaches suffer from fundamentally 

restricted performance, which is insufficient for regenerating high-quality CWB speech [3]. 

 

More Improved quality of CWB speech can be achieved when explicit and detailed 

information about the MHB is included in LNB signals [1].In this case, the backward 

compatibility with respect to the TNC can be maintained with data-hiding methods that hide 

the additional information in the LNB signal to form a CLNB signal. Several methods have 

been developed for this problem as a result of research efforts. Various experiments have 

demonstrated that the output quality of SBE techniques using data hiding is higher than that of 

the LNB speech and the output of ASBE methods. In addition, SBE techniques utilizing data 

concealing are beneficial for speech bandwidth extension. According to a literature review, 

traditional SBE approaches involving data concealing resulted in poor-quality CLNB and 

RCWB signals. Another issue is the lack of resistance to noise introduced by the channel and 

quantization. 

 

In view of the above constraints and challenges, there is a need to search for novel 

techniques for the improved performance of the SBE algorithms. The quality of the CLNB 

signal and RCWB signal and the robustness of the SBE algorithms to the channel and 
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quantization disturbances may be used to quantify the effectiveness of the SBE algorithms. 

The Exploration of the same is the motivation for this research work. 

 

The objectives of the work are as follows 

 

➢ The output quality of Existing SBE techniques using data hiding is low. So, we 

need to improve the quality of the RCWB signal. 

➢ Data-hiding approaches for conventional SBE suffer from low CLNB signal 

quality. That's why we need to increase the CLNB signal quality. 

➢ When corrupted by CAQNs, conventional SBE techniques using data hiding 

provide poor SBE performance. So, SBE algorithms have to be developed that will 

improve SBE performance when corrupted by CAQNs.   

 

1.9. Problem Statement 

 

SBE methods that use data-hiding have to provide high-quality CLNB signal and 

RCWB signal, as well as being resilient to channel and quantization disturbances. However, 

most currently available approaches fail to deliver a high-quality LNB composite and 

reconstructed CWB signal. Another issue is the lack of resistance to noise introduced by the 

channel and quantization.  

 

In order to increase the quality of the CLNB signal and the RCWB signal, as well as 

the effective management of channel and quantization disturbances, new SBE algorithms 

utilizing data-concealing methods are required.  

 

 



 
 
 

15 

1.10. Contributions of the thesis 

 

The contributions of the thesis are as follows:  

 

➢ The first contribution attempts to enhance CLNB signal and RCWB signal quality and 

is resilient to CAQNs disturbances; a unique SBE employed a Hybrid model 

Transform-domain based data hiding (HMTDBDH) [1*] is provided.  

➢ The second contribution focuses on a novel SBE of the telephone speech algorithm 

using the DWT-DCT-BDH technique proposed to embed the SE parameters of the lost 

speech frequency components within the detailed coefficients of the LNB signal. 

These concealed parameters are retrieved at the receiver side to produce a better-

quality CWB signal. The proposed scheme [2**] further improved the quality of the 

CLNB signal and RCWB signal. It is robust to channel and quantization noises.   

➢ The third contribution focuses on developing a novel SBE algorithm aided by a 

frequency domain-based data hiding (FDBDH) technique proposed to embed the OOB 

spectral frequencies in the LNB signal. These embedded spectral frequencies are 

recovered steadily at the receiver side to produce a better-quality CWB signal [3**] to 

improve further the quality of the CLNB signal and RCWB signal and is robust to 

CAQNs. 

➢ To further improve the quality of the CLNB signal and RCWB signal, a novel SBE 

using the DCTBDH technique is to embed the component's MHB speech signal 

parameters within the DCT coefficients of the LNB signal. These hidden parameters 

are retrieved at the receiver side to produce a better-quality CWB signal by combining 

the missing speech signal transmitted through the DCT coefficients with the LNB 

signal [4**].  

The proposed algorithms are implemented in MATLAB.  
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1.11. Organization of Thesis Chapters 

 

The thesis presents the development and evaluation of novel SBE algorithms using 

data-hiding techniques. The thesis is organized into seven chapters. The following section 

gives a summary of the chapters. 

Chapter 1 presents an introduction to the work, motivation, problem statement, and 

thesis contributions.  

Chapter 2 reviews the notable amount of the most updated literature, and a brief 

outline of the thesis is also presented. 

Chapter 3 deals with the new SBE algorithm using a hybrid model transform-domain-

based data hiding technique.  

Chapter 4 discusses the novel SBE algorithm using discrete Wavelet transform-

discrete Cosine transform-based data hiding technique. 

Chapter 5 deals with the novel LNB speech SBE algorithm aided by the frequency 

domain-based data hiding technique.  

Chapter 6 discusses the novel speech BWE algorithm using data hiding based on 

discrete Cosine transform. 

Finally, in Chapter 7, the conclusions of the thesis are summarized from the 

contributions, and brief discussions on the direction for future work are given. 
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Capter-2 

 

 

ASBE and SBE using data hiding are discussed in this chapter. The many signal-

processing strategies that are implemented in ASBE are presented in detail. The limits on the 

achievable output quality of the ASBE techniques were also discussed. Finally, signal 

processing techniques utilized in SBE using data hiding are discussed in detail. 

 

2.1. Introduction 

 

Due to historical and economic reasons, the telephony speech frequency is confined to 

around 0.3–3.4kHz, known as LNB speech. Because of the telephone's limited audio capacity, 

customers hear muffled speech [2]. If the low end of speech (below LNB) is missing, it causes 

a thin voice and reduces the naturalness of the signal, while if the high end of speech (above 

LNB) is lacking, it causes fricative sounds like /s/ and /f/ to degrade, making for muffled 

speech. An inability to hear and understand what is being said on the other end results from a 

narrow frequency range. Additionally, several features that are exclusive to a speaker are 

removed. 

 



 
 
 

18 

The CWB speech, which has a frequency range of 0.5–7kHz, would improve the 

speech signal's quality, intelligibility, and perceived naturalness when sent across telephone 

networks. As a result, new telephone networks with higher bandwidths must be built, which 

will be costly and take some time to establish [1]. As a result, increasing the receiving end's 

bandwidth is desirable by utilizing SBE techniques [2] without changing the existing 

telephone network's infrastructure. 

 

Existing telephone networks can benefit significantly from improved speech quality 

due to SBE technology. The CWB signal may be reconstructed using ASBE, which estimates 

the MHB information just from the LNB signal. From the speech production model, it can be 

seen how the LNB and MHB are mutually dependent on one other. Because of the strong 

correlation between LNB and MHB, it is reasonable to infer MHB information from LNB 

input alone. 

 

ASBE approaches, on the other hand, have inherent limitations that make them 

unsuitable for generating high-quality CWB speech. As the MHB signal is combined with 

LNB signal information, the CWB speech quality is significantly improved compared to 

ASBE approaches [1]. Data concealing mechanisms would be employed to disguise the MHB 

information in the LNB signal in order to guarantee backward compatibility with current 

telephone networks. 

 

2.2. Artificial Speech bandwidth extension 

 

Separating the two components of the speech production process is possible. The vocal 

cords or vocal tract constrictions generate a periodic, mixed excitation signal or noise-like. 

The vocal tract is responsible for shaping the final sound. 
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Figure 2.1: Source-filter model (SFM) 

 

An SFM can approximate the workings of a speech production system. Figure 2.1 

depicts SFM, which is divided into two components. A signal generator generates an ES, and 

a synthesis filter shapes the SE of the speech signal. 

 

Conventional SBE methods typically utilize SFM as their basis. Both SE and ES are 

subjected to SBE methods immediately after spectral frequency-domain analysis[24, 25]. Due 

to their assumed independence, the ES and SE signals can be optimized independently. If you 

want the spectral envelope extension to work, you'll need an estimate method that can take the 

LNB input signal's characteristics and calculate the filter coefficients. The MHB signal is 

generated by feeding the extended excitation through the synthesis filter given by the filter 

coefficients. MHB and LNB signals are combined to create CWB speech. Figure 2.2 depicts a 

block diagram of this notion. 
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Figure 2.2: SBE with separate excitation signal extension and spectral envelope extension 

Feature extraction (FE), spectral envelope estimate, and excitation extension will be discussed 

in further detail. 

 

2.2.1 Feature Extraction  

 

The spectral envelope extension needs an estimation technique that produces the 

coefficients of the filter from a set of features of every LNB input frame.  It is the goal of FE 

to reduce the LNB frame to an extremely small set of values. 

 

Features should be chosen so that they reveal a lot about the MHB, but the number of 

features should be kept low to save computational complexity. 

 

Time-domain features (TDF) and Frequency-domain features may be categorized into 

two types. The TDF represents the temporal characteristics and is calculated directly from the 

signal samples. FDF is calculated from the FFT-based magnitude spectrum of an LNB input 

speech frame, and these features indicate the spectrum properties. The LNB input spectral 

envelope parameters are used only to estimate the MHB spectral envelope parameters in many 

early ASBE techniques. However, additional TDF and FDF are advantageous for the 

estimation [26].    
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A set of features used in ASBE techniques is given below: 

 

Sub-band energy levels: The spectral structure of the input signal is represented by the 

energy levels in a few frequency bands as a whole [27]. 

 

Autocorrelation coefficients: The first ten autocorrelation coefficients represent the spectral 

envelope [9]. 

 

Linear predictive coding (LPC) filter coefficients: The linear prediction is used to get the 

filter coefficients, and the spectral envelope is also represented by these coefficients [28]. 

Convert the linear predictive coefficients (LPCs) into other representations to be used as 

features, such as line-spectral frequencies (LSFs) [29-32], Mel-scaled LSFs [33], or linear 

prediction cepstral coefficients [34].    

 

Cepstral coefficients: The SE signal may also be represented by MFCCs (Mel-frequency 

cepstral coefficients), and ASBE makes use of these MFCCs [35-37]. Linear frequency 

cepstral coefficients can also be used to describe the spectral envelope [38]. 

 

Spectral Centroid (SC): The SC 𝑦𝑠𝑝𝑐 Corresponds to the magnitude spectrum's center of 

gravity is 

𝑦𝑠𝑝𝑐 =
∑ |𝑥(ℎ)|

𝑀ℎ
2
ℎ=0

(
𝑀ℎ
2
+1)∑ |𝑥(ℎ)|

𝑀ℎ
2
ℎ=0

                                                                  (2.1) 

 

Where 𝑥(ℎ)is the ℎ𝑡ℎ coefficient of the 𝑀ℎ-point FFT spectrum of the LNB input [2, 

9]. This feature results in lower values for voiced sounds and higher for unvoiced sounds [2, 

39].     
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Spectral flatness: The ratio of the geometric mean of the power spectrum to the arithmetic 

mean of the power spectrum is the spectral flatness 𝑦𝑠𝑓 [2, 40] and is specified as 

 

𝑦𝑠𝑓 =
√∏ |𝑥(ℎ)|2

𝑀ℎ−1

ℎ=0

𝑀ℎ

1/𝑀ℎ∑ |𝑥(ℎ)|
𝑀ℎ−1

ℎ=0

                                                                     (2.2) 

 

This characteristic shows how uniform the power spectrum is. 

 

Frame energy: The energy of a signal within a frame,𝐸𝑓𝑟𝑒, is defined as  

 

𝐸𝑓𝑟𝑒 = ∑ (𝑥𝑙𝑛𝑏(𝑗))
2𝑀−1

𝑗=0                                                     (2.3) 

 

Where 𝑥𝑙𝑛𝑏(𝑗) is the LNB signal and 𝑀is the frame length. This feature results in 

lower values for unvoiced sounds and higher values for voiced sounds [2].   

 

Normalized frame energy: The current frame energy relative to a reference value is 

normalized. The maximum possible energy of a frame is used as a reference in [28], whereas 

the noise floor and the average frame energy take into account the reference in [2].    

 

Zero crossing rate: The number of times the signal crosses the zero level within a frame is 

the zero-crossing rate. This feature results in lower values for voiced sounds and higher values 

for noise-like unvoiced sounds [41].    

 

Gradient index:  Gradient index, 𝑦𝑔𝑟𝑖𝑥 , differentiates voiced and unvoiced sounds more 

efficiently [42] and is defined as 
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𝑦𝑔𝑟𝑖𝑥 =
∑ Ѱ(𝑗)|𝑥𝑙𝑛𝑏(𝑗)−𝑥𝑙𝑛𝑏(𝑗−1)|
𝑀−1
𝑗−1

√∑ (𝑥𝑙𝑛𝑏(𝑗))
2𝑀−1

𝑗=0

                                                (2.4) 

 

Where Ѱ(𝑗) =  
1

2
|Ѱ(𝑗) − Ѱ(𝑗 − 1)|, which indicates changes of direction, 𝑀is the 

length of the frame, and Ѱis the sign of the gradient𝑥𝑙𝑛𝑏(𝑗) − 𝑥𝑙𝑛𝑏(𝑗 − 1). 

 

2.2.2 CWB spectral envelope Estimation 

 

                      

 

Figure 2.3: Spectral envelope estimation 

 

Figure 2.3 shows a more detailed representation of the CWB signal's spectral envelope 

estimate. In most SBE algorithms, statistical estimating approaches that are at least in part 

related to pattern recognition techniques are used. The estimation technique is based on a set 

of features𝑏𝑙𝑛𝑏 of every LNB input signal𝑆𝑙𝑛𝑏 frame. This feature vector consists of LNB 

signal spectral envelope and features that differentiate voiced and unvoiced sounds. 

 

A priori knowledge of the combined behavior of the observation (feature vector) and 

the quantity to be estimated is necessary for every estimating approach. Prior information in 

the form of an estimating approach may be found in the statistical model. Using the filter 
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coefficient vector, the estimate block creates the CWB-SE of the speech frame, which is 

characterized by the filter coefficient vector â .  

 

The state-of-the-art techniques for estimating the CWB-SE include:  

 

2.2.2.1 Codebook mapping (CM) 

 

The codebook mapping procedures employ two codebooks that are linked together. 

LPCs and LSFs parameters are maintained in two separate codebooks, one for the CWB 

spectral envelope (LPCs or LSFs) and the other for the corresponding LNB frame. In the 

training phase, vector quantization (VQ) is employed to create LNB and CWB codebooks. 

When the SBE approach is employed, the best matching item in the LNB codebook for each 

LNB input frame is found, and the corresponding entry in the CWB codebook is used to 

construct the MHB spectral envelope. 

 

This technique was proposed in [43], and several refinements were later presented in 

[44-46]. Separate codebooks were made for voiced and unvoiced fricatives to improve the 

quality of spectral envelopes [44].  Furthermore, CM with interpolation was presented to 

improve the MHB signal quality in [45], and CM with memory was reported in [46].    

 

2.2.2.2 Linear mapping (LM)  

 

In [29, 45, 47], LM is used to estimate the MHB-SE. The LNB envelope in linear 

mapping is represented as a vector 𝑝 = [𝑝 1, 𝑝 2, ………𝑝 x] and the CWB envelope to be 

estimated is characterized by another vector of parameters 𝑞 = [𝑞 1, 𝑞 2, ………𝑞 y]. The 

LPCs or LSFs reflect the linear mapping between LNB and CWB characteristics as 
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𝑞 = 𝐷𝑝                                                                                                    (2.5) 

 

 An offline training process with the least-squares method is used to obtain matrix 𝐷. 

This least-squares approach uses training data with LNB envelope parameters 𝑝 and 

corresponding CWB parameters 𝑞 to minimize the model error 𝑞 − 𝐷𝑝: 

 

𝐷 = (𝑃𝑇 𝑃)−1𝑃𝑇 𝑞                                                                                     (2.6) 

 

It has been stated that the standard linear mapping method can be modified to reflect 

better the non-linear nature of the interaction between LNB and MHB envelopes. Instead of 

employing a single mapping matrix, many matrices can be used to implement the mapping. 

[29] employed a hard-decision clustering method in which four speech frames were grouped 

into four clusters, and each of these four groups had a different mapping matrix. In [47], 

clustering is performed based on the VQ of LNB vector 𝑝 and CWB vector 𝑞, and soft-

decision clustering is used.    

 

The performance evaluation of ASBE techniques with linear mapping is rather 

concise. In [47], spectral distortion (SD) for piecewise LM was obtained to be smaller than 

the CM approach. Objective examination in [45] shows that CM is superior to LM in terms of 

performance. 

 

2.2.2.3 Gaussian mixture model (GMM) 

 

The LNB and MHB spectral envelope linear dependencies are the only ones exploited 

in linear mapping. There are several ways to include non-linearity in statistical models, such 

as GMM. Adding multiple multivariate Gaussian distributions in a GMM can approximate the 

probability density function (PDF). In ASBE, GMMs are used to model the combined 
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probability distribution of parametric representations of LNB and MHB. An LNB frame's 

feature vector determines the MHB parameters' minimal mean square error. 

 

          In ASBE techniques, the joint PDF between two random variables is modeled using the 

GMM.  Represent the GMM PDF for 𝑏 = [𝑏 0……𝑏 x−1]and 𝑑 = [𝑑 0, ……𝑑 y−1]as a 

weighted sum of M  Gaussian component densities 𝑓𝑔𝑎𝑢  

 

𝑓𝑔𝑚𝑚 (𝑏, 𝑑) = ∑ 𝑤 m𝑓𝑔𝑎𝑢 
𝑀
𝑚=1 (𝑏, 𝑑; 𝑒𝑣𝑏,𝑑,𝑚, 𝑐𝑚𝑏,𝑑,𝑚)                                                 (2.7) 

 

Where mw is the weight of the 𝑚𝑡ℎmixture, 𝑐𝑚𝑏,𝑑,𝑚 is the covariance matrix,  𝑒𝑣𝑏,𝑑,𝑚 is the 

mean vector, and 𝑀is the number of individual Gaussian components. Training data is used to 

estimate the GMM parameters, which are then refined using an expectation-maximization 

method (EM). 

 

To estimate CWB LPCs or LSFs from LNB characteristics, GMM is employed. By 

employing MFCCs instead of LPCs, the GMM-based envelope estimate increased its 

performance [50, 51]. To further boost performance in terms of log-spectral distortion (LSD) 

and perceptual evaluation speech quality (PESQ), the GMM with memory was used [52, 53]. 

 

The GMM provides a continuous approximation from LNB to CWB features in 

envelope estimation approaches. The subjective and objective analyses given in [48, 49] 

showed that the performance of GMM is better than CM.  

 

2.2.2.4 Hidden Markov model (HMM) 

 

The SE can also be estimated using a statistical model based on the HMM. Each HMM 

state corresponds to a code in the pre-trained CWB codebook.  State-specific models for PDFs 

of input feature vectors and probabilities of transition between states and within states are all 
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included in the HMM. A GMM is used to approximate every PDF. The posterior probability 

of each state is determined using the state transition probabilities and the observation 

probabilities for a given sequence of input characteristics. The spectral envelope parameter's 

minimal mean square error (MSE) estimate is then calculated. It is important to note that state 

transitions consider prior frames' data. 

 

HMM has the benefit of improving estimation quality by using previous frame 

information. Each state of HMM represents a typical MHB spectral envelope. Hence a change 

in the form of HMM identifies a difference in the speech envelope. The lower-order HMM 

provides better results than higher-order GMM. 

 

HMM-based ASBE in [2, 9] further developed in [37],  HMM training using phonetic 

transcriptions introduced in [54], and according to [36], a generic Baum-Welch training 

method used outperformed the approach provided in [2]. Several HMM-based ASBE 

approaches are also discussed in [55, 56]. 

 

2.2.2.5 Neural networks (NNs) 

 

Neural processing methods are an inspiration for artificial neural networks [57]. A 

huge number of linked neurons carry out estimation. Each of these neurons generates a single 

output using a nonlinear or linear function on the weighted sum of inputs. Every neuron 

receives input from the layer above and sends output to the layer below it, forming a layered 

structure. A typical neural network (NN) has only a few layers. Networks having only 

forward connections between layers are called feed-forward networks, whereas those with 

backward connections are called recurrent networks. Neuronal network training entails 

determining the proper weights for connections within a predetermined network topology's 

connections between neurons. The back-propagation technique and a significant amount of 

training data are typically employed to train neural networks. 
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The NNs may also be trained using genetic algorithms. These algorithms are 

evolutionary-inspired approaches to optimization. Individuals, or candidate solutions to the 

optimization issue, can be evolved through a succession of generations to find better answers 

to the problem. A new generation can be created by randomly recombining and mutating the 

fittest people. Also, NN-specific genetic algorithms have been developed. Genetic algorithms 

may be used to change not just the weight of connections between neurons but also the 

structure of a network as it evolves [58]. 

 

Using an adaptive spline NNs, the CWB spectral envelope is estimated from the LNB 

input [59]. The multi-layer perceptron type NNs with only feed-forward connections are 

utilized for ASBE in [34, 60, 61].  In [27], an ASBE technique employing a partially recurrent 

network is used to estimate the CWB spectral envelope. A genetic algorithm is used to train 

the NN in [27], and the neuro evolution of augmenting topologies method was utilized for 

ASBE in [62].  

 

NN and codebook mapping techniques were evaluated in [61]. According to [34, 63], 

NNs were employed to estimate the MHB envelope parameters in these studies. Even if the 

codebook mapping technique appears to be the better choice, NNs can also improve speech 

quality but at considerably lower computational complexity. 

 

A recurrent neural network with long short-term memory cells was used to estimate the 

MHB log-power spectrum [185]. [186] uses DNN-based spectral envelope estimation for 

ASBE, although the network topologies and parameter selections are completely ad hoc. 

Various DNN structures are used to estimate the spectral envelope information of CWB in 

[187-189]. It is proposed in [190] to use hierarchical recurrent neural networks to model and 

generate waveforms, increasing the voice bandwidth. A recurrent temporal limited Boltzmann 

machine is presented in [191] for use in SBE. To further improve SBE performance, an 

ensemble of sequential deep neural networks is proposed in [192]. A DNN regression 

approach to estimate MHB spectral envelope is presented in [193]. The recurrent neural 

network-based SBE method is proposed in [194].  To recover missing spectral information by 
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using the sparsity of the spectrogram frames, [195] proposes a joint-dictionary training 

strategy in which the dictionaries for the CWB and related LNB spectrogram frames are 

learned in a linked way to learn the mapping from LNB to CWB frames. [196] proposes an 

ASBE method based on the constant Q transform. 

 

2.2.3 Excitation signal extension 

 

 

Figure 2.4: Excitation signal extension 

 

Substituting the excitation signal's missing frequency components is the next stage in 

the SBE approach. Figure 2.4 describes the basic principle of the excitation signal extension. 

After 𝑓𝑠,  is interpolated from 8 kHz to 16 kHz, the interpolated signal is applied to the CWB 

linear predictive analysis filter1 − Â(𝑍) to obtain the LNB excitation signal û𝑙𝑛𝑏. The 

extension of the excitation is done in the high frequency (above LNB) re-synthesis block 

labeled HFR and in the low frequency (below LNB) re-synthesis block labeled LFR. The 

CWB excitation signal û𝑐𝑤𝑏  is obtained by combining the extended frequency components 

and the LNB excitation. Subjective tests have demonstrated that the ES extension has 

substantially less impact on the RCWB speech quality than the CWB spectral envelope 

estimate.  
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The state-of-the-art techniques for the extension of the excitation signal include:  

 

2.2.3.1 Spectral folding (SF) 

 

The excitation signal of an LNB signal can be extended using SF from 0 to 4 kHz to a 

range of 0 to 8 kHz. SF produces an MHB signal spectrum that mirrors the LNB signal 

spectrum [64]. When the aliased spectrum is used in the MHB, the effect is the same as up-

sampling without an anti-aliasing LPF. The excitation extension can be performed in two 

ways: either by reflecting the FFT coefficients in the frequency domain or by adding a zero 

sample right after each input sample in the time domain (TD). Figure 2.5 depicts the impact of 

spectral folding. 

 

 

Figure 2.5:Spectral folding effect in the frequency domain 

 

The computational complexity of spectrum-folding is low, and the resulting MHB 

temporal structure mirrors that of the input signal. However, the SF approach does have 

significant limitations [65]. Since the LNB signal goes up to 3.4 kHz, the mirrored MHB 

excitation can only fill a portion of MHB, leaving a gap at roughly 4kHz. When a harmonic 

spectrum is SF, the harmonic structure is thrown off. In spite of this, it is stated in [9] that the 

misalignment of the harmonic structure of MHB does not considerably decrease the 

subjective quality of the reproduced signal. 
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2.2.3.2 Modulation technique 

 

The MHB spectrum is created by altering the spectrum of an interpolated LNB signal 

using a fixed frequency modulation technique. In order to keep the LNB signal spectrum from 

overlapping with the translated spectrum, filtering is utilized. In [64], spectral translation with 

a modulation frequency of 4kHz is explained. Besides the 4kHz band, other frequencies can 

be utilized and approved [9]. The ES signal harmonic structure is lost during fixed-frequency 

modulation, which is a disadvantage. When modulating with a fixed frequency, the ES signal 

loses some of its harmonic structure. The TD modulation of the LNB excitation signal is 

described in [9]. In the frequency-domain, the MHB excitation is constructed by repeatedly 

copying a part of the LNB spectrum to MHB [66, 67]. 

 

2.2.3.3 Pitch-adaptive modulation 

 

Copy the LNB spectrum to MHB using an adaptive modulation frequency (AMF) 

which preserves the harmonic structure of voiced speech. An AMF is a multiple of 𝑓0.  This 

idea was used for the excitation extension in ASBE [2, 14, 68]. A TD modulation technique is 

described in [14], whereas an MHB excitation is constructed in the frequency domain by 

repeatedly copying part of the LNB spectrum to MHB [68]. 

 

An accurate estimate of  𝑓0is required by the pitch-adaptive modulation technique. 

Several basic methods are available for pitch detection and have proposed a number of 

modifications to improve accuracy and robustness.  As an example, see [65] for an advanced 

pitch estimate method. Pitch-adaptive modulation's benefit was determined to be insignificant 

in comparison to the technique's complexity. 
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2.2.3.4 Sinusoidal synthesis (SISY) 

 

In SISY, the voiced speech excitation signal is generated as a sum of sine waves with 

frequencies equal to multiples of 𝑓0.  Also, an identical result is obtained by generating 

harmonic peaks in the frequency domain.  Random harmonic phases or additive random noise 

provide a mixed excitation with varied harmonicity for various amounts of voicing [31, 69, 

70]. 

 

The SISY[71] preserves the harmonic structure of the excitation signal. SISY does not 

require Spectral flattening since the envelope may be generated using sinusoidal amplitudes. 

Oscillators with amplitudes, phases, and frequencies derived from the LNB signal are used to 

construct the high-frequency harmonic structure. 

 

For extending the excitation signal to the low-band (below LNB), SISY is particularly 

suitable since the low-band consists mostly of tiny harmonics of 𝑓0. In [31, 60, 72, 73], SISY 

is used for low-frequency extension.   

 

2.2.3.5 Non-linear processing 

 

A non-linear function 𝑓(𝑦) is applied to the LNB excitation signal 𝑦 to extend the 

excitation signal. Examples of non-linear functions used for SBE include a quadratic function, 

𝑦2[68], a cubic function, 𝑦3[61], and a full wave rectification, |𝑦|[38, 74]. Non-linear 

processing has the advantage of preserving the harmonic structure of the ES, i.e., non-linear 

processing of a voiced signal produces a spectrum having spectral peaks at integer multiples 

of 𝑓0. Non-linearity makes managing the MHB's energy level challenging, necessitating 

further energy normalization [61]. It is common practice to employ non-linear functions for 

low-frequency extensions because they retain the harmonic structure. When listening at low 

frequencies, this harmonic structure is essential. 
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2.2.3.6 Noise modulation 

 

The temporal envelope of a white noise signal is modulated in noise modulation to 

create an excitation signal. Pitch harmonics cannot be discerned independently in the human 

ear beyond 4kHz, yet voiced speech's temporal envelope exhibits pitch periodicity [75]. TD 

modulation of a noise excitation reconstructs pitch periodicity; therefore, the harmonic 

spectrum does not need to be rebuilt. The time envelope of the LNB signal sub-band is used 

for extracting the temporal modulation envelope [46, 48, 76, 77]. A combination of spectral 

folding and noise modulation techniques is used for MHB excitation in the GMM-ASBE 

method [78].    

 

2.2.3.7 Noise excitation 

 

To avoid an overly periodic excitation at high frequencies [66] or to give an excitation 

for unvoiced sounds [69, 79, 80], a noise signal is employed as an excitation in combination 

with other techniques. A noise excitation may be sufficient for the extension from CWB to 

super-CWB (0-14kHz) [81].  

 

2.2.3.8 Voice source modeling 

 

Extending the excitation of voiced speech was proposed in [37]. We discovered that it 

worked well in the lower frequency band. A lookup table of glottal pulse shapes is used in 

[82] to expand the voiced speech excitation. 
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2.2.4 MHB gain estimation 

 

The estimation of the MHB gain forms a vital subpart of numerous ASBE techniques 

[14, 24, 28, 49, 61, 66, 70, 72, 73, 76]. In [14, 28, 30, 61], the matching of LNB energy in the 

estimated CWB spectrum with that of LNB to estimate the gain. The gain can also be 

calculated in [14, 24, 30, 49, 77] by using codebooks and in [66, 76] by using GMM.  The SE 

continuity at the boundary between LNB and MHB is considered in [70]. 

 

2.2.5 Temporal envelope modeling 

 

The MHB signal temporal envelope has also been found to be perceptually pertinent. 

In [83], regenerate the MHB effectively from a noise excitation utilizing a relatively coarse 

spectrum representation every 10 ms, but reconstruct the MHB signal energy contour more 

precisely using an MHB gain coefficient every 2.5 ms. Similarly, in [84], the temporal 

envelope is multiplied with the temporal fine structure to reconstruct the MHB signal. 

 

The ASBE technique proposed in [37, 38, 85] uses temporal envelope shaping, which 

alters the MHB sub-bands amplitude envelopes. In [86], the MHB sub-band amplitude 

envelopes are altered with a temporal resolution of 2 ms. Also, the SBE technique proposed in 

[82] uses temporal envelope shaping.  

 

2.2.6 Non-model-based techniques 

 

Other ASBE approaches use methods different from the SBE techniques based on 

SFM. For example, the CWB spectral envelope is estimated using the vocal tract area 

function in [67, 87]. [88] Proposes an ASBE method that operates in the modified discrete 
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cosine transform domain [89]. A convolutional non-negative matrix factorization approach is 

described for increasing the bandwidth of the LNB signal. The CWB spectral envelope is 

reconstructed in [32] using a state-space model. The vocal tract front-most cavity model is 

used to produce the synthetic formants at estimated frequencies [73]. In [90], an error estimate 

algorithm was used to compute the MHB of the voice signal by combining N consecutive 

amplitude and frequency modulation signals. Finally, an ASBE method based on a speech 

recognition technique is proposed in [91]. This technique estimates the sequence of sounds 

from the input, and then this estimated sequence is used by a CWB speech synthesis 

technique to synthesize a CWB speech signal.    

 

2.2.7 Limitations of ASBE 

 

Subjective listening studies of [14, 71] demonstrate that listening tests favor ASBE 

systems, but their performance is poor than that of the original CWB speech. There have been 

better ASBE outcomes using systems that have been trained first on an individual speaker and 

subsequently on a particular language. However, in neither case does the ASBE approach 

provide speech superior to the original CWB. Theoretical investigations on the amount of 

reciprocal information between LNB and MHB speech characteristics support this [3, 92,  

93]. 

 

2.3 SBE with additional information 

 

Since MHB cannot be accurately estimated from LNB input, SBE methods using some 

additional transmitted information about the MHB along with the LNB signal have also been 

proposed [15-22, 60, 70, 75, 94-98]. The additional transmitted information allows more 

accurate reproduction of the CWB speech signal compared to traditional ASBE methods, and 

thus the quality of CWB speech is improved.       
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2.3.1 SBE technique using Embedded CWB coding 

 

The embedded CWB speech codec is an elegant approach to enhance the speech 

bandwidth of a given LNB codec, provided that compatibility with existing LNB codecs is not 

required. The integrated CWB voice codec is a simple way to increase the speech bandwidth 

of a given LNB codec. It is necessary to apply proper quantization methods to SBE 

parameters in order to integrate them with a codec. The resultant bits are transferred in the 

"add-on" bitstream layer. The embedded CWB speech coding methodology is a specific 

example of this layered bit stream structure [23]. 

 

2.3.1.1. SBE information transmission 

 

The encoder of an embedded CWB speech codec (ECWBSC) is shown in figure 2.6. 

Initially, the CWB input speech (0-7 kHz) 𝑆𝑐𝑤𝑏, with 𝑓𝑠 of 16 kHz, is band-split using an LPF 

and a high pass filter (HPF), respectively. The LPF output (0-3.5 kHz) is down-sampled to 

8kHz and then given as input to the LNB encoder. The embedded bit stream, labeled LNB 

info, is produced by the LNB encoder. Any conventional LNB decoder decodes this 

information.  

 

The HPF output 𝑆𝑚ℎ𝑏 is fed to an SBE encoder module. The time and spectral 

envelopes of the MHB signal 𝑆𝑚ℎ𝑏 are analyzed by this module, and a set of corresponding 

parameters, labeled SBE parameters, are determined. The dashed arrow in figure 2.6 indicates 

that the spectral envelope information may be used to extract the time envelope 

characteristics. 

 

As a result of quantizing the SBE parameters, a collection of quantizer indices known 

as SBE info are formed. The LNB signal features can be used to quantize SBE parameters to 

increase a quantizer's efficiency. 
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Figure 2.6: Embedded CWB encoding 

2.3.1.2 SBE information reception 

 

 

Figure 2.7:  Embedded CWB decoding 
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The decoder of an ECWBSC is shown in figure 2.7.  The LNB signal with a  𝑓𝑠 8 kHz 

is decoded using the embedded bit stream, and then this signal is down-sampled to 16 kHz. 

The hierarchical bit stream is decoded to provide the SBE parameters, which are then used in 

a three-step technique to reassemble the MHB signal, 𝑆𝑚ℎ𝑏.  Initially, an ES is generated. 

Then, the excitation time envelope is shaped by applying gain factors. Finally, the MHB 

signal is reconstructed by applying a time-varying filter.   

 

Several ECWBSC schemes that have been described in the literature are summarized 

below. In [99], an ECWBSC was proposed based on the observation that some particular 

fricatives, particularly /f/ and /s/, are hard to distinguish in ASBE.   Hence, in [99], in order to 

differentiate fricatives, it was proposed to broadcast one additional bit every frame in addition 

to the LNB signal. The bit stream of quantized coefficients and gain factor of an MHB signal 

are transmitted in [100]. In [60, 70, 75, 83, 101], ECWBSC was proposed based on the 

parametric transmission of signal components of the MHB. The bit stream of the filter 

coefficients and gain factors are transmitted for every frame or for sub-frames in all of these 

proposals. In [75], proposed embedding of a conventional LNB codec. In order to 

successfully reconstruct the MHB signal in a brief manner using the time envelope in [75], 

white noise is modulated with the time envelope of the decoded LNB signal sub-band 

components (3-4 kHz). A pitch-dependent time envelope of the MHB signal is produced by 

this method, and then the SBE information is transmitted, in [82], proposed another 

ECWBSC. This method uses a finite impulse response (FIR) filter-bank equalizer to shape the 

SE.  Adaptation of the filter coefficients by the decoder is based on comparing a target 

spectral envelope transmitted by the SBE encoder with the observed SE of the excitation 

signals. 

 

A legacy telephone network can prevent high-quality CWB speech replication because 

it will discard enhancement bits even if both end-user terminals are adequately equipped. 

Unfortunately, ASBE approaches cannot deliver a steady CWB voice quality in all situations. 

Embedded coding with quantized SBE parameters, which is more resilient, will not help the 

problem much either. 
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A fresh approach to the problem is presented here. This explores an innovative 

approach to solving the issue at hand. It is proposed, on the basis of the parametric SBE 

techniques, to communicate information about the MHB frequencies over a steganographic 

channel. This would mean that the related parameters (LSFs and gain) or related bits would be 

embedded within the LNB signal or the legacy bitstream using data hiding or watermarking 

techniques. The old codec's bitstream format remains unchanged. Only a very small amount 

of quality loss may be tolerated when using a standard LNB decoder to decode the modified 

bitstream. On the other hand, an improved decoder can produce a CWB speech signal of far 

more excellent quality since it is aware of the concealed information. 

 

2.3.2 Data Hiding 

 

Data hiding or digital watermarking (DWM) methods create a secret communication 

channel inside the transmitted LNB voice. It is possible to hide the data (MHB information) 

with in the LNB signal samples in the form of coefficients or a parametric description of the 

LNB signal content. 

 

2.3.2.1. Fundamentals 

 

A basic model for a data-hiding system is depicted in figure 2.8. The general task of 

data hiding is to embed an MHB message 𝑚 taken from a set of possible messages 𝑀 =

{0,1, … . . , 𝑀 − 1} into an LNB host signal (vector) 𝑥 𝜖 𝑅𝑛 by applying an embedding function 

Ẋ = 𝑓(𝑋,𝑚). The modified signal (CLNB signal) Ẋ has to be (in some sense) similar to the 

original LNB host signal X . At the same time, the MHB message 𝑚 must remain recoverable 

from Ẋ or even from a disturbed version 𝑌 = Ẋ + N of the signal with the (effective) additive 

noise term 𝑛. The decoded hidden message is denoted by ḿ 𝜖 𝑀 . When it comes to data 

concealment, there are two primary sources of distortion: The first distortion is the so-called 

embedding distortion, which is caused by the embedding function itself. In addition, there's 

channel distortion to contend with in it. 
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Design a good data-hiding technique such that 

 

• at the receiving end, we can retrieve hidden information reliably (possibly even after 

degradation of the modified signal by channel distortions),   

• and the modified host signal (composite LNB signal) Ẋ should be subjectively 

indistinguishable from the original LNB host signal 𝑋.   

 

Additional data (auxiliary data) is transmitted for improving the LNB host signal aims 

in this thesis. Transmission features like resilience to channel distortions are particularly 

critical in this scenario. 

 

Figure 2.8:Generic model of a data hiding system 

 

With existing codecs and networks, there are three methods to transmit data: by 

embedding additional information into the LNB signal itself [15–18, 96], by modifying 

encoded bitstream [19], or by combining source coding and hidden data inside the encoder 

[20–22]. Figure 2.9 illustrates three fundamentally distinct ways. In the following sections, 

we'll have a look at these systems: 

 

I. A significant step towards a backward compatible CWB speech transmission may be taken 

by combining SBE with DWM techniques [15-18, 96]. The CWB speech transmission 

utilizing watermarking techniques is shown in figure 2.9 (a). The original CWB speech (0-

7kHz) is first band-split using an LPF and an HPF with a sampling frequency of 16k Hz. The 

LPF output (0-3.5 kHz) is down-sampled to produce the LNB host signal. An SBE encoder 

module receives the HPF output in parallel. It is this module's responsibility to generate a 

collection of parameters known as the MHB message, 𝑚. 
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This MHB message 𝑚 is fed to the watermarking embedded to be transmitted through 

the hidden channel. The MHB message 𝑚 is hidden within the LNB host signal 𝑋and 

produces a CLNB speech signal Ẋ. This signal Ẋ is then sent over the TNC. Utilizing a well-

designed watermarking technique Ẋ and 𝑋 should be subjectively indistinguishable from each 

other. Because of this, an LNB speech decoder will provide results that are subjectively 

comparable to those results if coupled with any older speech encoder. This is one of the keys 

to enabling backward compatibility. 

 

Figure 2.9: (a) Digital watermarking (DWM) 

 

Figure 2.9: (b) Bitstream data hiding (BSDH) 

 

 

Figure 2.9: (c) combined coding and data hiding (CCDH) 
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II. It is also possible to include SBE data in an encoded or compressed version of the LNB 

signal. Bitstream data hiding (BSDH) or compressed domain data hiding is a common name 

for this approach. In this case, it is only relevant if the transmission system uses a speech 

codec (speech compression). It's only relevant if the taken-into-account transmission method 

uses signal compression (a speech codec). The next step is to embed the data and overwrite it 

directly into the bit stream. The least significant bits (LSBs) become complex using the 

previous quantization vector using the appropriate sub-codebook. Figure 2.9 (b) illustrates this 

system configuration. 

 

III. Figure 2.9(c) illustrates a third strategy that uses the detailed data concealing and source 

encoding commonly found together. It is thus called "combined coding" or "data hiding" in 

this context (CCDH).DWM, BSDH, and CCDH versions and implementations for voice 

communication systems are discussed in the following sections. 

 

 

2.3.2.2 Digital watermarking (DW) 

 

Most of the time, data concealing for voice signals is done using PCM samples 

directly. In order to make the hidden watermark less noticeable, these changes frequently use 

masking techniques. Spread spectrum watermarking [102] and quantization-based approaches 

such as quantization index modulation [103] or the scalar costa scheme [104] are two 

common methods for implementing speech-specific DW. Alternatively, these methods can be 

applied in a modified environment. An inverse transform is also required in this scenario in 

order to recover the watermarked voice stream. 

 

In the literature, several voice watermarking systems have been presented that employ 

one or more of the above-mentioned DW approaches [15-18, 96, 102-108]. MHB signal line 

spectrum pairs are concealed, encoded, and inserted into LNB speech to produce a CLNB 

speech signal [15]; this approach is referred to as SBE.  A better CWB signal is reconstructed 

when the hidden information is retrieved and decoded at the receiving end. This method was 

shown to have a low-quality composite LNB signal. Phonetic categorization was used [16] to 

increase the quality of the CLNB signal and RCWB speech [15]. However, the methods in 
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[15, 16] have low SBE performance when tainted by channel noise. By removing 

undetectable LNB signal components, the authors of [17] suggested SBE with data concealing 

for LNB speech. The hidden audible components that exist outside of LNB are generated in 

order to reconstruct high-quality CWB speech. Only a certain number of audible missing 

frequency components may be inserted into the concealed channel, limiting the method's 

overall effectiveness.[106] and [18], for example, take into account the characteristics of 

signal equalization, synchronization, and noise in their suggestions. The data is embedded by 

altering the phase of LNB speech signals in [106]. The discrete Hartley transform domain is 

used by [18] to apply quantization-based watermarking methods to SBE. Several common 

telephone channels are used to transmit data reliably. 

 

The system of [96] was meant to transmit digital speech. Lattice-based quantization 

index modulation incorporates the watermark signal into a subspace of linear prediction 

residual. We have demonstrated the use of digital waveform coders like ITU-T G.711 [109] 

and ITU-T G.726 [110] to insert secret data into LNB voice signals reliably. Voiced speech 

segments can be watermarked using a pitch-modification approach described in [105]. 

 

2.3.2.3 Bitstream data hiding (BDH) 

 

BDH algorithms use the encoded bitstream in speech communication systems. The 

following is a list of BDH schemes in the literature. In most cases, the data-embedded 

methods are tailored to the individual codec they were created. The most common approaches 

are simple LSBs replacement, re-quantization, and reversible methods. These techniques use 

entropy coding on insignificant portions of the original bitstream to take advantage of 

redundant data left over from the compression process. In case the decoder is acknowledged 

of the data hiding, it will be able to fully recover the original (coded) host signal while the 

freed bits are used to inject a concealed message. By applying a parity condition for the entire 

bit group, BSDH also allows embedding one hidden bit within a group of source bits (for 

example, numerous LSBs). Even though just one byte is changed, the average embedding 
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distortion in the concrete is mitigated by permitting the embedding position to be variable. 

Appropriate parity constraints can be obtained using covering codes [111, 112]. 

 

Methods [113, [114], and [115] employ very simple LSB replacement for the ITU-T 

G.723.1 codec [116], for the conjugate structure-Algebraic code excited linear prediction (CS-

ACELP) speech codec [117], and for the ITU G.711compander [109]. G.711 signal for SBE 

to CWB speech is achieved by exploiting concealed side information. LSB substitution is also 

used in [118]. There are two codecs used to disguise data: GSM enhanced full-rate (EFR) 

[120, 121] and GSM full-rate (FR) [119]. In these approaches, the exact placement of LSBs 

embedding is determined by the current speech frame's properties. The low-rate mixed 

excitation linear prediction speech vocoder [122] bitstream is embedded into the EFR codec's 

bitstream for the purpose of covert voice transmission. 

 

A codec bitstream is overwritten with two LSBs of voice samples that have been 

quantized according to ITU-T G.711. This process significantly impacts the quality of the 

G.711 coded speech. However, decoding the changed G.711 stream is not generally expected. 

The ETSI standard for transporting, e.g., AMR-CWB or AMR-coded speech[123] across the 

TNC, can be viewed as a basic BSDH approach as another example. 

 

For the GSM Full-Rate codec, [124] suggests a BSDH technique that uses re-

quantization rather than LSB replacement. In [125],[126], and [127], the notation of covering 

codec is used for the ITU-T G.711 codec [109] and the ITU-T G.729 codec [117]. The ITU-T 

G.723.1 codec [116], respectively, [125], [126], and [127] follow the idea of embedding the 

hidden data in bit groups by using the concept of covering codes (e.g., parity constraints). 

G.729 codec is planned to have a reversible data concealing mechanism [128]. The original 

voice signal can be recovered by a decoder aware of the data concealing, i.e., there is no loss 

in quality. Telephony voice was watermarked using the LSB watermark approach in [19], 

which embeds MHB components within LNB speech to be retrieved at the receiver and 

reconstructed CWB signal with high quality. 
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2.3.2.4 Combined source coding and data hiding (CCDH) 

 

Various ideas for CCDH in speech communication systems exist in the literature. 

Because the quantization or coding techniques must be tweaked directly, these solutions are 

particularly unique to the individual codec to which they are applied. 

 

For example, [129] uses a hybrid BSDH and CCDH technique to modify the pitch lag 

of the third-generation Partnership Project adaptive multi-rate (AMR) codec [130, 131], 

resulting in an acceptable quality loss. ITU-T G.723.1 [116] and the internet low-bit-rate 

codec [133] are modified by [132]. The data is hidden inside the codecs' spectral envelope 

parameters. An optimum partitioning into two subsets is achieved with a chart-based 

quantization codebook representation. Even though such pseudo-random partitioning has a 

high memory expense, the results might be used as an upper bound for data hiding in the SE 

parameters. 

 

In [134], another intriguing CCDH idea is offered. The quantizer for the GSM FR 

codec's prediction residual [119] has been updated for information embedding using the 

CCDH principle. The actual embedding was done using the covering code idea, which was a 

convolutional code in this case. In effect, the bitstream is subjected to a parity requirement 

once again. As a result, by recalculating this parity equation in the decoder, the secret data 

may be retrieved. The secret data might be encoded in the GSM FR coder's bitstream, with 

little impact on voice quality. 

 

In [20], a more extensive range of LNB speech codecs was investigated and compared. 

The GSM FR codec [119], the ITU-T G.711 compander [109], the ITU-T G.726 adaptive 

delta pulse code modulation (ADPCM) codec [110], the ITU-T G.729 conjugate structure-

Algebraic code excited linear prediction codec [117], and the GSM EFR codec [120] have all 

been investigated. For each codec, CCDH schemes were implemented. The subsequent 

degradation in LNB speech quality was minor to moderate based on the specific codec. 
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However, considerable quality enhancements may be gained when SBE is processed with 

concealed information on relevant parameters.[135] described an application of CCDH 

approaches to the fixed codebook of a code-excited linear prediction (CELP) voice codec. 

The codebook partitioning approach permitted overlapping partitions, and a Gaussian 

excitation codebook was assumed with the CELP model. ITU-T G.729 conjugate structure-

Algebraic codec stimulated linear prediction codec [117] is addressed by [136]. [22] presented 

an improved CCDH approach for current Algebraic code excited linear prediction (ACELP) 

codecs, which was further investigated in [137] and [20]. CCDH was used in [20] to 

incorporate supplementary information into the LNB codec bit stream in order to create a 

backward-compatible CWB codec. [22] presented a backward compatible CWB telephony 

based on LNB coder and SBE with extra information contained in the LNB codec bit stream. 

When codec bits were damaged by channel noise, this strategy performed poorly. To 

construct a backward compatible CWB codec, [138,139] employed the CCDH approach to 

incorporate encoded SE and gain parameters of MHB into the bit stream of GSM FR 06.10 

LNB speech coder. 

 

2.4 Summary 

 

It is typically considered desirable for a TNC to be able to transmit good-quality voice 

signals with a cut-off frequency of 7kHz. However, high-quality voice transmission in today's 

networks is hindered by expensive, and it takes more time to establish network equipment and 

communication protocols that must be modified. 

 

To increase the quality of received band-limited (LNB) speech signals, an alternate yet 

the promising option is to use ASBE techniques, which extend the restricted frequency range 

of LNB speech at the receiving end. 

 

This chapter started with ASBE to improve the quality of LNB speech and reduce the 

difference between LNB and CWB speech. The description of ASBE techniques comprised 
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the signal processing methods proposed for SBE of LNB speech. Following SFM, ASBE is 

performed separately for the SE and ES signals. The limitations on the achievable output 

quality of ASBE methods were also mentioned. A brief introduction to the embedded CWB 

speech coding was also provided. Then, several embedded CWB speech coding techniques 

presented in the literature have been described. 

 

Unfortunately, ASBE approaches fail to provide a steady CWB speech quality under 

all conditions. Even the more robust CWB-embedded coding approach with quantized SBE 

settings cannot dependably improve the issue. This problem is then addressed with a novel 

approach (SBE with data concealing). The foundations of data concealing are also discussed. 

SBE strategies involving data concealing were described, as were the signal processing 

approaches proposed for LNB speech bandwidth extension. DW, BDH, and CCDH are three 

fundamentally distinct methods of the SBE using data hiding. 
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Chapter-3 

 

 

This contribution describes the method proposed for the SBE of the LNB speech using 

a Hybrid Model Transform Domain-based data hiding (HMTDBDH). The chapter begins with 

the motivation for HMTDBDH in detail. Finally, the theoretical and simulation results of the 

proposed method show that it is robust to CAQNs. 

 

3.1. Motivation 

 

The existing methodologies failed to deliver high-quality CLNB and RCWB signals 

and had less vigor towards CAQNs. To overcome these drawbacks in the conventional SBE 

techniques, a novel SBE using an HMTDBDH technique for extending the bandwidth of TNC 

is proposed. 
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3.2. Introduction 

 

Most traditional telephone networks allow only an LNB signal that is band-limited to 

0.3-3.4kHz. Usually, human speech frequencies are confined far beyond the LNB frequency 

range. Transmission of human speech through telephone networks leads to muffled sound and 

poor-quality telephony speech. The transmission of CWB speech in the range of 0.5-7kHz 

would be desirable for better speech quality to solve this problem.  To permit CWB speech in 

the network, the significant changes essential within the network architecture are quite 

expensive and time-taking [1]. This is happening to be a major hurdle for the transmission of 

high-quality speech in telephone networks.  Therefore, other techniques are to be adopted to 

improve speech quality. To use the existing infrastructure and to improve the quality, SBE 

techniques can be implemented[2]. 

 

The existing telephone network can benefit significantly from improved speech quality 

due to SBE technology. Many SBE approaches have been proposed over the years. The 

ASBE is among various methods of SBE which can improve the intelligibility and quality of 

telephony speech. In the ABWE techniques, a CWB signal is generated by predicting the lost 

portion of the signal from the LNB speech alone. Most of the ASBE proposed in the literature 

is based on the SFM speech production system. The SFM system divides the SBE technique 

into ES extension and CWB speech signal SE estimation. Many methods for excitation 

enhancement are found in [197]. Many CWB spectral envelope approximation methods are 

illustrated in [189-193,197]. Even though ASBE has many advantages, there are a few 

limitations. Thus, it will not be able to reconstruct high-quality CWB [3]. 

 

The quality of CWB can be further improved when some supplementary information 

from out-of-band is communicated by hiding with the LNB signal [1]. When the embedded 

information is extracted at the receiver, a CWB signal with a much better speech quality can 

be reconstructed by combining the out-of-band signal transmitted by hiding within the LNB 

signal and the LNB signal. The speech bandwidth extension using data hiding approaches 

uses the original out-of-band information instead of its predicted signal, making the RCWB 
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speech signal more exact than the conventional ASBE. Several methods have been developed 

for this problem as a result of research efforts. An SBE technique has been stated in [15], 

accordingly that the encoded spectral envelop parameters (SEPs) of the missing spectral 

frequencies (MSFs) in the range of 4 to 8 kHz and known as MHB signal, is concealed into 

the LNB to generate a CLNB speech. A Technique for producing high-quality CWB over the 

above method was reported in [16], in which the MHB signal was encoded with high 

efficiency through phonetic classification. An SBE approach was reported in [19]. 

Accordingly, the SEPs of the MHB signal were concealed in the least significant bits of LNB. 

SBE based on the quantization-based data hiding technique has been stated in [18]. In [17], 

the noticeable components of the MHB signal are implanted within the hidden channel. The 

concealed data can be consistently reproduced at the destination. The better quality audio 

signal is retrieved in [4] using pitch-scaling. Enhancing the bandwidth using CCDH is 

introduced in [22]. A high-quality CWB signal is reproduced in [138, 139] based on the 

CCDH method. 

 

The existing methodologies failed to deliver high-quality CLNB and RCWB signals 

along with vigor towards CAQNs. The SBE, using data hiding techniques, could deliver high-

quality CLNB and RCWB signals and also be able to offer vigor towards CAQNs. Therefore, 

innovative SBE algorithms with data-hiding methods are vital for enhancing the quality of 

CLNB and RCWB signals and effectively managing CAQNs. 

 

An HMTDBDH method is reported in [198] for embedding the secret signal in detailed 

constraints of the host speech signal in DWT coefficients of the cover signal without lowering 

the cover signal quality. It is observed that the HMTDBDH method could produce a stego 

signal which is indistinguishable from the cover signal and also be able to restore the secrete 

signal without lowering the quality. A novel robust SBE algorithm using HMTDBDH is 

proposed to insert the out-of-band spectral frequencies within the LNB signal. These 

embedded spectral frequencies are recovered steadily at the receiver side to produce a better-

quality CWB signal. 
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3.3. Hybrid Model Transform Domain-based data hiding 

(HMTDBDH)  

 

Consider an MHB signal 𝑆𝑚ℎ𝑏(𝑛) to be hidden within the LNB signal 𝑆𝑙𝑛𝑏(𝑛). 

Initially, DWT is performed on 𝑆𝑙𝑛𝑏(𝑛) to decompose  𝑆𝑙𝑛𝑏(𝑛) into high- and low-frequency 

components, then compute the spectrum by applying FFT on high-frequency Wavelet 

components, continued for generation of the magnitude spectrum |𝑆𝑙𝑛𝑏(𝑘)|and phase 

spectrum 𝛷𝑙𝑛𝑏(𝑘).Consider that  𝑆𝑚ℎ𝑏(𝑛)  is denoted with a representation vector, i.e., 𝐶 =

[𝑙𝑠𝑓1, 𝑙𝑠𝑓2,……..,𝑙𝑠𝑓10, 𝘨𝑟], where 𝑙𝑆𝑓 denotes the line spectral frequencies and 𝘨𝑟 represents the 

relative gain. 

 

Every parameter of a vector 𝐶 to be embedded and spread to distinct pseudo-random 

noise (PN) code, i.e.,𝐶𝑗 • 𝑞
→𝑗 , 1 ≤ 𝑗 ≤ 𝑅. The PN code length is 𝑞→𝑗is𝑅. Adding all of these 

spreading vectors to produce concealed information is represented as 

 

                                               𝐸(𝑙) =∑𝐶𝑗𝑞
𝑗(𝑙)

𝑅

𝑗=1

                                                                (3.1) 

 

In this 𝑞𝑗(𝑙) is the 𝑙𝑡ℎ part of the 𝑞→𝑗. The hidden information 𝐸(𝑙) is placed into the 

last 16 elements of the first half of |𝑆𝑙𝑛𝑏(𝑘)| results in a modified magnitude spectrum 

|𝑆𝑠 𝑙𝑛𝑏 
1 (𝑘)| and is given by 

 

|𝑆𝑙𝑛𝑏
1 (𝑘)| =

{
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𝑀
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These changes in output and its spectrum of the composite signal represented as, 

              𝑆(𝑘) = |𝑆𝑠 𝑙𝑛𝑏 
1 (𝑘)|𝑒𝑗𝛷𝑙𝑛𝑏(𝐾), 𝑘 = 0,… . ,𝑀 − 1                                               (3.3) 

 

The inverse transform of the CLNB signal spectrum is converted back to the time 

representation of the CLNB signal by employing an Inverse FFT(IFFT) and then Inverse 

DWT(IDWT).  The resultant CLNB signal 𝑆𝑙𝑛𝑏
1 (𝑛) is transmitted through the telephone 

network to the receiver end. Here the TNC introduces CAQNs. Let Ŝ 𝑙𝑛𝑏
1 (𝑛) denote received 

signal, i.e.,Ŝ 𝑙𝑛𝑏
1 (𝑛) =  𝑆𝑙𝑛𝑏

1 (𝑛) + 𝑒𝑟.  The combination of CAQNs is represented by 𝑒𝑟. 

Ŝ𝑙𝑛𝑏
1 (𝑛) will be treated as an ordinary signal by a conventional phone terminal. 𝑆𝑙𝑛𝑏(𝑛) 

quality is not considerably degraded since the perceived differences between 𝑆𝑙𝑛𝑏(𝑛) and 

𝑆𝑙𝑛𝑏
1 (𝑛) is very low. 

 

Restoration of the embedded information Ŝ𝑚ℎ𝑏(𝑛) needs a receiver to compute the 

spectrum of the signal by applying DWT on Ŝ 𝑙𝑛𝑏
1 (𝑛) then FFT is applied to high-frequency 

wavelet components, followed by the phase and magnitude spectrum calculation. The spread 

parameters of a vector are then recovered from the magnitude spectrum of Ŝ𝑙𝑛𝑏
1 (𝑛) and are 

de-spread by using a correlator.  Assuming a specific Ĉ𝑗 represented as Ĉ𝑗𝑜to be recovered, the 

correlation can be expressed as   

 

                  Ĉ𝑗𝑜 = 
1

𝑅
∑Ê(𝑙)

𝑅

𝑙=1

𝑞𝑗𝑜(𝑙)                                                                     (3.4) 

 

  where Ê(𝑙) represents  the corrupted version of 𝐸(𝑙) and is written as  

 

 Ê(𝑙) = 𝐸(𝑙) + 𝑒𝑟(𝑙)                                                                                          (3.5) 

 

 Substitute (3.5) into (3.4), we have  

 

C
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Ĉ𝑗𝑜 = 
1

𝑅
∑Ê(𝑙)

𝑅

𝑙=1

𝑞𝑗𝑜(𝑙) 

 

=
1

𝑅
∑𝑞𝑗𝑜
𝑅

𝑙=1

(𝑙) (∑𝐶𝑗

𝑅

𝑗=1

𝑞𝑗(𝑙) + 𝑒𝑟(𝑙)) =
1

𝑅
∑𝑞𝑗𝑜(𝑙) ×

𝑅

𝑙=1

(𝐶𝑗𝑜𝑞
𝑗𝑜(𝑙) + ∑ 𝐶𝑗𝑞

𝑗(𝑙) + 𝑒𝑟(𝑙)

𝑗≠𝑗𝑜

) 

 

= 𝐶𝑗𝑜 +
1

𝑅
∑ ∑ 𝐶𝑗𝑞

𝑗(𝑙)𝑞𝑗𝑜(𝑙) +
1

𝑅
∑𝑞𝑗𝑜(𝑙)𝑒𝑟(𝑙)

𝑅

𝑙=1

                                  (3. 6)

𝑗≠𝑗𝑜

𝑅

𝑙=1

 

 

The orthogonal PN sequences. So, that 

 

∑𝑞𝑗(𝑙)

𝑅

𝑙=1

𝑞𝑗𝑜(𝑙) = 0, 

 

                            Where j ≠ jo. Therefore, 

 

∑ ∑ 𝐶𝑗𝑜𝑞
𝑗(𝑙)𝑞𝑗𝑜(𝑙) =  ∑ 𝐶𝑗𝑜

𝑗≠𝑗𝑜

∑𝑞𝑗
𝑅

𝑙=1

(𝑙)

𝑗≠𝑗𝑜

𝑞𝑗𝑜(𝑙) = 0                                     (3.7)

𝑅

𝑙=1

 

 

Also, since 𝑞𝑗𝑜(𝑙)and𝑒𝑟(𝑙) are uncorrelated, that is  

 

1

𝑅
∑𝑞𝑗𝑜
𝑅

𝑙=1

(𝑙)𝑒𝑟(𝑙)                                                                                                        (3.8) 

 

when 𝑅 → ∞. Substitute (3.7) and (3.8) into (3.6), we have 

 

Ĉ𝑗𝑜 = 𝐶𝑗𝑜                                                                                                                              (3.9)    
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3.4. Speech Bandwidth Extension Using HMTBDH Technique 

  3.4.1. Transmitter 

Fig. 3.1 Proposed HMTBDH transmitter  

The HMTBDH transmitter is depicted in Fig.3.1. Initially, CWB speech 𝑆𝑐𝑤𝑏(𝑛) is 

passed through the LPF and the HPF separates the signal into a low and high band signal. 

Speech information is included in the low band signal between 0 and 4 kHz, whereas 

speech information is contained in the high band signal between 4 kHz and 8 kHz. The 

LNB signal 𝑆𝑙𝑛𝑏(𝑛) is produced by decimating LPF output by a factor of two. The output 

HPF is shifted to the LNB spectrum and then decimated to produce an MHB signal 

𝑆𝑚ℎ𝑏(𝑛). 

 

To imperceptibly embed the number of parameters that represent 𝑆𝑚ℎ𝑏(𝑛) into 

𝑆𝑙𝑛𝑏(𝑛), minimize the number of parameters that represents 𝑆𝑚ℎ𝑏(𝑛).  To produce LPCs, 

linear predictive analysis is carried out on 𝑆𝑚ℎ𝑏(𝑛) [170]. A small variation in LPCs results in 

substantial distortions when reconstructing 𝑆𝑚ℎ𝑏(𝑛); hence LPCs are modified into LSFs. 

Also, the gain of  𝑆𝑚ℎ𝑏(𝑛)  has to be embedded to evade overestimation [171]. Thus, the 
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representation vector which represents 𝑆𝑚ℎ𝑏(𝑛) is formed by combining LSFs and gain as 

 𝘨𝑟 = 
𝘨𝑚ℎ𝑏

𝘨𝑙𝑛𝑏
, i.e., 𝐶 = [𝑙𝑠𝑓1, 𝑙𝑠𝑓2,……..,𝑙𝑠𝑓10, 𝘨𝑟].The parameters which represent 𝑆𝑚ℎ𝑏(𝑛)  are 

hidden using the HMTBDH technique in the LNB signal. Thus, a CLNB signal  𝑆𝑙𝑛𝑏
1 (𝑛) is 

produced so that it can be communicated to the receiver on a TNC.  

 

The ES has many parameters not implanted to lessen parameters that could be 

embedded. Since exceeding 3.4 kHz, the human ear remains insensitive to changes in ES 

[9]. Thus, the prediction of the MHB excitation signal from 𝑆𝑙𝑛𝑏(𝑛) at the receiver end 

assurances the retrieved signal performance. 

 

A synchronization sequence (SYSE) like 1111….111 is introduced subsequently 

every frame of  𝑆𝑙𝑛𝑏
1 (𝑛) to achieve frame synchronization [165] between the sender and 

receiver.  The receiving of an SYSE designates the appearance of a novel frame. 

 

3.4.2. Receiver 

 

Fig. 3.2 Proposed HMTDBDH receiver 
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The HMTDBDH receiver is depicted in Figure 3.2. Using the HMTDBDH approach, 

accurately recover the representation vector and then generate LP coefficients from the 

retrieved 𝑙𝑆𝑓. Meanwhile, the inverse filtering is performed on Ŝ𝑙𝑛𝑏
1 (𝑛) which produces LNB 

residual signal. The residual signal is extended, which results in an MHB excitation signal as 

a consequence of this process. Synthesizing Ŝ𝑚ℎ𝑏(𝑛)is accomplished by stimulating the 

synthesis filter represented with the derived LP coefficients by an MHB excitation signal. At 

this stage, the sampling rate for both Ŝ𝑙𝑛𝑏
1 (𝑛) and Ŝ𝑚ℎ𝑏(𝑛) is 8kHz. In order to increase the 

sampling rate to a wideband spectrum, these signals are interpolated.𝑆𝑚ℎ𝑏
1 (𝑛) denotes the 

interpolated Ŝ𝑚ℎ𝑏(𝑛), resides in the LNB frequency band but has been relocated to the MHB 

band. The interpolated composite LNB (𝑆𝑙𝑛𝑏
11 (𝑛)) and restored 𝑆𝑚ℎ𝑏

1 (𝑛), signals are combined 

to create the CWB signal (𝑆𝑐𝑤𝑏
1 (𝑛)) of high quality. 

 

3.5. Evaluation 

 

Twelve sentences spoken by ten male and ten female talkers were taken from the 

TIMIT database [166] for the performance evaluation. The LNB signal is decomposed into 

frames of 20ms duration with an overlap of 10ms among frames. The frames are then 

processed one by one.  Subjective and objective tests are used to assess performance[140-

149]. Speech quality can be better evaluated with subjective tests. The proposed methodology 

competency is explored by comparing with the traditional techniques, such as traditional 

telephony speech bandwidth extension (TTSBE) by data hiding (TTSBEDH) [15], TTSBE by 

phonetic classification (TTSBEPC) [16], TTSBE using bitstream data hiding (TTSBEBDH) 

[19], and  TTSBE using watermark side information (TTSBEWTSI) [96]. The channel 

models considered here are μ-law and additive white Gaussian noise (AWGN).       

 

3.5.1. Subjective Test assessments 
 

The perceptual clearness is assessed based on the mean opinion score (MOS) test 

[15,16]. The listening test compares various speech signals like CWB, LNB, CLNB, and 

RCWB [96]. These tests were performed in a silent room using headsets. During each test, 

thirty participants are considered.      
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3.5.1.1 Perceptual Clearness (PCL) 
 

 

In the proposed technique, the information must be transparently concealed, i.e., LNB   

and CLNB are subjectively indistinguishable. High PCL means low perceptible degradation 

in the CLNB signal. PCL is assessed based on the MOS test. Listeners participating in the test 

compare LNB   and CLNB to provide a decision in terms of MOS, tabulated in Table 3.1. 

Table3.2. showcases the results of the averaged MOS for conventional [15,16,19,96] and 

proposed approaches. MOS values show the remarkable perceptual clearness of the proposed 

approach over the traditional approaches in Table 3.2.     

 

Table 3.1. MOS 

 

 

 

 

 

 

Table 3.2. MOS assessment outcomes 

 

 

 

 

 

 

3.5.1.2. Subjective contrasts among CWB, LNB, CLNB, and RCWB 

signals  
 

I, II, III, and IV in Table 3.3 represent the CWB signal, LNB signal, CLNB signal, and 

RCWB signal. The subjects are asked to do a pairwise analysis of signals among I to IV and 

must tell whether the first signal is paramount (>), deprived (<), or alike (≈) to the second 

signal. Table 3.3 provides the responses of pairwise comparison of I, II, and III to the other 

signal, Table 3.4 provides the responses of pairwise comparison of II and III to the other 

signal, and Table 3.5 provides the responses of comparison among III and IV. The number of 

score Instruction 

1 LNB and CLNB signals  are  dissimilar 

2 
Noticeable dissimilarity among   LNB and CLNB 

signals    

3 
Small dissimilarity among   LNB and  CLNB 

signals    

4 LNB and CLNB signals are similar 

Technique Mean opinion score 

TSBWEDH [15] 2.97 

TSBWEPC [16] 3.16 

TTSBEBDH [19] 3.28 

TTSBEWTSI [96] 3.64 

Proposed method 3.88 
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subjects with an exact preference (> or < or ≈) is mentioned with Arabic digits in the table. 

The CWB signal outperforms the CLNB signal for conventional [15,16,19,96] and proposed 

methods which are endorsed by Table 3.3. Table 3.3 also endorsed a clearly enhanced RCWB 

signal quality of the proposed technique over the conventional methods.  The remarkable 

perceptual clearness of the proposed approach over the traditional approaches is endorsed by 

Table 3.4. Compared to conventional methods, the RCWB signal is better than the LNB 

signal for the proposed approach which is endorsed in Table 3.4. Compared to conventional 

methods, the RCWB signal is better than the CLNB signal for the proposed approach 

endorsed in Table 3.5.  

Table 3.3. Subjective contrast outcomes among I, II, III, and IV 

 

 

 

 

 

 

 

 

 

 

 

Table 3.4. Subjective contrast outcomes among II, III, and IV 

 

 

 

 

 

 

 

 

 

 

      Technique I              II III IV 

TSBWEDH [15] 

> 30 30 10 

< 0 0 0 

 0 0 20 

TSBWEPC [16] 

> 30 30 8 

< 0 0 0 

 0 0 22 

TTSBEBDH [19] 

> 30 30 7 

< 0 0 0 

 0 0 23 

TTSBEWTSI [96] 

> 30 30 9 

< 0 0 0 

 0 0 21 

Proposed method 

> 30 30 4 

< 0 0 0 

 0 0 26 

Technique 
II   

 

 III  IV 

TSBWEDH [15] 

> 6 5 

< 4 18 

 20 7 

TSBWEPC [16] 

> 7 2 

< 2 18 

 21 10 

TTSBEBDH [19] 

> 4 3 

< 4 19 

 22 8 

TTSBEWTSI [96] 

> 6 2 

< 3 22 

 21 6 

Proposed method 

> 4 0 

< 0 25 

 26 5 




















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Table 3.5. Subjective contrast outcomes among III and IV 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

3.5.2. Objective Quality Assessments 
 
 

The RCWB signal quality is assessed with log spectral distortion (LSD) and CWB-

perceptual evaluation of speech quality (CWB-PESQ), and CWB-POLQA tests [199]. The 

perceptual clearness is assessed with the LNB-PESQ and LNB-POLQA tests. The robustness 

of concealed data to CAQNs is evaluated with a bit error rate (BER) measure. 

 

 

3.5.2.1. Perceptual Clearness (PCL) 

 

 

 

 

 

 

 

 

 

Tab. 3.6. LNB-PESQ test Outcomes 

 

The LNB-PESQ test assesses PCL by comparing the LNB signal with the CLNB 

signal. LNB-PESQ ranges from 0.5 to 4.5. Lower values, such as 0.5, represent the worsened 

 

Technique 

III              IV 

TSBWEDH [15] 

> 4 

< 18 

 8 

TSBWEPC [16] 

> 4 

< 17 

 9 

TTSBEBDH [19] 

> 4 

< 19 

 7 

TTSBEWTSI [96] 

> 5 

< 20 

 5 

Proposed method 

> 0 

< 25 

 5 

Technique LNB-PESQ 

TSBWEDH [15] 2.97 

TSBWEPC [16] 3.18 

TTSBEBDH [19] 3.56 

TTSBEWTSI [96] 3.58 

Proposed method 3.63 










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PCL, and higher values, like 4.5, represent the best PCL. Table 3.6 lists the responses of mean 

scores for the traditional [15,16,19,96] and proposed techniques. An apparent PCL 

enhancement of the proposed approach over the conventional methods is witnessed from the 

scores listed in Table 3.6.    

 

The evaluation of perceptual clearness is done by providing LNB and CLNB signals as 

inputs and comparing them to rate speech quality. The LNB-POLQA value will range 

between 1 and 5; the higher the value, the superior the quality. The average LNB- POLQA 

values of conventional [15,16,19,96] and proposed methods are tabulated in table 3.7. The 

proposed technique gives an LNB-POLQA value of 4.05, which indicates that the proposed 

approach has excellent perceptual clearness over traditional techniques [15,16,19,96], which 

was already confirmed by subjective listening tests.   

 

Tab. 3.7. Results of LNB-POLQA 

 

 

 

 

 

 

 
The TD waveforms of LNB and CLNB signals are shown in Figures 3.3 (a) and 3.3 (b). It is 

clear from the figures that LNB and CLNB signals are almost indistinguishable. 

 

Figure 3.3: (a) LNB signal 
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Technique LNB-POLQA 

TSBWEDH [15] 2.54 

TSBWEPC [16] 2.99 

TTSBEBDH [19] 3.21 

TTSBEWTSI [96] 3.34 

Proposed method 4.05 
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Figure 3.3: (b) CLNB signal 

 

 

3.5.2.2. RCWB Signal Quality     

 

The quality of RCWB speech is evaluated by comparing CWB and RCWB signals in 

the CWB-PESQ test. Table 3.8 presents the mean CWB-PESQ scores of the conventional 

[15,16,19,96] and proposed methods. The proposed technique produces a score of 4.01, which 

specifies that the RCWB signal quality attained is remarkable. Thus, the proposed approach 

improved the speech quality when compared to the traditional methods.  

Tab.3.8 CWB-PESQ test Outcomes 

 

 

 

 

 

 

The evaluation of the quality of RCWB speech is done by giving CWB and RCWB 

signals as inputs and comparing them in order to rate speech quality. The average CWB-

POLQA values of the conventional [15, 16, 19, 96] and proposed methods are shown in table 

3.9. A CWB- POLQA value of 4.02 confirms that the RCWB signal quality that was obtained 

by the proposed technique is excellent compared to traditional approaches [15, 16, 19, 96], 
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Technique CWB-PESQ 

TSBWEDH [15] 2.46 

TSBWEPC [16] 2.89 

TTSBEBDH [19] 3.62 

TTSBEWTSI [96] 3.73 

Proposed method 4.01 
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which was already confirmed by subjective listening tests on a set of participants. Thus, the 

speech quality was improved by using the proposed technique.  

Tab. 3.9. Results of CWB-POLQA 

 

 

 

 

 

 

 

 

3.5.2.3. Comparison of original and reconstructed MHB speech 
 
 

LSD is a very reliable measure for assessing the resemblance among true and restored 

MHB signals and is given by    

 

 𝐿𝑆𝐷 =
1

2𝜋
∫ (20log10

𝘨𝑝

𝑎𝑠(𝑒𝑗𝑤)
−20 log10

ĝ𝑝

|â𝑠(𝑒𝑗𝑤)|
)
2

𝑑𝑤   
𝜋

−𝜋
                            (3.10)   

 

 

where 𝘨𝑝 and ĝ𝑝 are gains of true and restored MHB signals, respectively, 
1

𝑎𝑠(𝑒𝑗𝑤)
  and 

1

â𝑠(𝑒𝑗𝑤)
  are the spectral envelopes of true and restored MHB signals respectively. In general, 

the best-quality of reproduced MHB signal has a low value of LSD. Table 3.10 lists the mean 

LSD scores for the existing [15, 16, 19, 96] and proposed schemes under μ-coding. There is a 

clear enhancement in the quality of the proposed method over the traditional schemes [15, 16, 

19, 96] witnessed from the values listed in Table 3.10. 

 

Tab. 3.10 LSD test Outcomes 

 

 

 

 

 

 

Technique CWB-POLQA 

TSBWEDH [15] 2.08 

TSBWEPC [16] 2.45 

TTSBEBDH [19] 3.13 

TTSBEWTSI [96] 3.34 

Proposed method 4.02 

Technique Log Spectral Distortion 

TSBWEDH [15] 11.75 

TSBWEPC [16] 9.57 

TTSBEBDH [19] 4.98 

TTSBEWTSI [96] 4.87 

Proposed method 2.23 
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3.5.2.4. The vigor of concealed data 
 

 

AWGN with SNR ranges from 15 to 35 dB is summed up with CLNB signal [183]. 

The proposed method’s robustness is assessed based on BER. The PN code size is  8. The 

lower value of BER designates the RCWB signal of high quality. The BER values which were 

attained with SNR in the range of 15 to 35 dB are beneath 5.036 ∗ 10−4which endorses the 

RCWB signal of high quality. The BER value, which is attained with μ-law coding, is 8.082 ∗

10−4which endorses the RCWB signal of high quality.   

 

 

 

3.6. Results and Conclusions 

 

A new SBE algorithm using HMTDBDH is proposed. The spread SEPs of the MHB 

signal is hidden in the high-frequency wavelet coefficients of the LNB signal. The hidden 

information is retrieved at the receiving end to produce a high-quality CWB signal. The 

subjective and objective assessment results confirm the excellent clear wideband performance 

of the proposed algorithm over the traditional SBE methods. 
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Chapter-4 

 

The chapter begins with the motivation for LNB-SBE aided by Discrete Wavelet 

Transform-Discrete cosine transform-Based Data Hiding (DWT-DCT-BDH) described in 

detail. The performance of the proposed method under CAQNs is also analyzed. Finally, the 

proposed method's subjective and objective test results are discussed.    

 

 

4.1. Motivation 

 

When corrupted by CAQNs, conventional SBE approaches employing data hiding 

produced poor quality RCWB signal and CLNB signal. To further increase the quality of the 

RCWB signal and CLNB signal over the contribution 1 [1*] and conventional SBE 

techniques, a novel LNB SBE using DWT-DCT-BDH is proposed. 
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4.2. Introduction 
 

Human speech may have frequencies more than conventional telephone networks 

operating at 300-3400Hz. When a human speech signal is transmitted through the telephone 

network leads to losing information due to the LNB of the telephone network. This results in 

significantly low quality and lucidity of speech transmission. This problem can be solved by 

using a CWB whose spectrum ranges from 50-7000Hz. As a traditional telephone network 

installed to operate at 0.3–3.4kHz, it is not feasible to work at a wideband spectrum. Hence, 

using a wideband spectrum must install a new network, which will be very expensive and take 

more time to establish [1]. Therefore, other techniques are to be adopted to improve speech 

quality.  SBE techniques [2] can be implemented to use the existing infrastructure and 

improve the quality.  

 

In the ASBE techniques, a clear wideband (CWB) signal is generated by predicting the 

lost portion of the signal from the LNB speech alone. Most ASBE methods proposed in the 

literature are based on the SFM speech production system. The SFM divides the SBE 

technique into ES extension and CWB speech signal SE estimation. Many methods for 

excitation enhancement are found in [197]. Many methods for CWB spectral envelope 

approximation are illustrated in [189-193,197].  Even though ASBE has many advantages, 

there are a few limitations, like its performance is limited. Thus, it will not be able to 

reconstruct high-quality CWB signals [3].    

 

The quality of CWB can be further improved when some supplementary information 

from out-of-band is communicated by hiding with the LNB signal [1]. When the embedded 

information is extracted at the receiver, a CWB signal with a much better speech quality can 

be reconstructed by combining the out-of-band signal transmitted by hiding within the LNB 

signal and the LNB signal. The SBE using data hiding approaches uses the original out-of-

band information instead of its predicted signal, making the RCWB speech signal more exact 

than the conventional ASBE. Several methods have been developed for this problem as a 

result of research efforts. An SBE technique has been stated in [15], accordingly that the 

encoded SEPs of the MSFs in the range of 4 to 8 kHz and known as MHB signal, is concealed 
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into the LNB to generate a CLNB speech. A Technique for producing high-quality CWB over 

the above method was reported in [16], in which the MHB signal was encoded with high 

efficiency through phonetic classification. A BE approach was reported in [19], accordingly 

that SEPs of MHB signal were concealed into the least significant bits of LNB. SBE based on 

the quantization-based data hiding technique has been stated in [18]. In [17], the noticeable 

components of the MHB signal are implanted within the hidden channel. The concealed data 

can be consistently reproduced at the destination[172-178]. The audio signal of better quality 

is regenerated in [4] using pitch-scaling. Enhancing the bandwidth using CCDH is introduced 

in [22]. A High-quality CWB signal is reproduced in [138, 139] based on CCDH Method. 

 

SBE techniques with data hiding are expected to deliver high-quality CLNB alongside 

RCWB signals. Also, able to handle issues pertaining to CAQNs. However, these techniques 

fail to provide high-quality CLNB and RCWB signals.  Also, they are less robust to CAQNs. 

Thus, developing a novel SBE technique using data hiding is essential to improve the quality 

of CLNB and RCWB signals and make them more robust to CAQNs. 

 

An audio steganography technique is presented in [198], using the DWT-DFT-BDH  

technique to insert the secret message signal in detailed coefficients of a host speech signal 

without degrading the perceptual quality of the host signal. DCT is used here instead of FFT 

in the DWT-DFT-BDH technique. A novel SBE algorithm using the DWT-DCT-BDH 

technique is proposed to insert the parameters of the lost speech frequency components within 

the detailed coefficients of the LNB signal. These hidden parameters are retrieved at the 

receiver side to produce a better-quality RCWB signal by combining the missing speech 

signal transmitted through the detailed coefficients and the LNB signal. The proposed method 

uses the actual MHB speech signal instead of its prediction, making the reconstruction of the 

CWB speech much better quality than conventional SBE methods.  
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4.3. Discrete Wavelet Transform-Discrete cosine transform-Based 

Data Hiding  

 

To embed the MHB signal 𝑆𝑚ℎ𝑏(𝑛)into LNB signal 𝑆𝑙𝑛𝑏(𝑛), firstly, detailed and 

approximation coefficients are computed by applying DWT on 𝑆𝑙𝑛𝑏(𝑛)  and then DCT 

coefficients are computed by applying DCT on detailed coefficients. Assume that the 

representation vector which represents 𝑆𝑚ℎ𝑏(𝑛) is 𝑅 = [𝐿𝑆𝐹1, 𝐿𝑆𝐹2,……..,𝐿𝑆𝐹10, Ḡ𝑟], where line 

spectral frequencies are denoted by  𝐿𝑆𝐹 and gain is denoted by Ḡ𝑟. 

 

By multiplying R with a certain PN sequence, each parameter is spreaded. i.e.,Ď𝑖 •

𝑝→𝑖 , 1 ≤ 𝑖 ≤ 𝐾. Where  𝐾 is the PN sequence  𝑝→𝑖length. The hidden data is then produced 

by adding all of these spreading vectors and is given by 

 

                𝑉(𝑗) =∑Ď𝑖𝑝
𝑖(𝑗)

𝐾

𝑖=1

                                                      (4.1) 

where  𝑗𝑡ℎ element of  𝑝→𝑖 represented by 𝑝𝑖(𝑗). The last 16 DCT coefficients are 

replaced by 𝑉(𝑗) results frequency-domain CLNB signal spectrum [198]. IDCT and IDWT 

are applied to the CLNB signal spectrum to convert back the time-domain representation. 

Thus, a CLNB signal 𝑆𝑙𝑛𝑏
1 (𝑛) is created to be transmitted to the receiver on a TNC, and the 

CAQNs are introduced by TNC. Assume that the received signal is represented by Ŝ 𝑙𝑛𝑏
1 (𝑛) 

i.e.,  Ŝ𝑙𝑛𝑏
1 (𝑛) =  𝑆𝑙𝑛𝑏

1 (𝑛) + ē.Where ē  represents the combination of CAQNs. The 

conventional phone terminal treats  Ŝ𝑙𝑛𝑏
1 (𝑛)as an ordinary signal. The LNB signal quality is 

not noticeably degraded since there is a very small perceived difference between 𝑆𝑙𝑛𝑏(𝑛) and 

𝑆𝑙𝑛𝑏
1 (𝑛) [179-182]. 

 

At the receiver, retrieving the embedded data requires applying DWT on the CLNB 

signal and then applying DCT on detailed coefficients to obtain the DCT coefficients. The 

spread parameters are then obtained from the last 16 DCT coefficients, which are de-spread 
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using a correlator . Assuming a particular Ḓ𝑖 to be retrieved is denoted by Ḓ𝑖𝑜  and then the 

correlation is given by  

Ḓ𝑖𝑜 = 
1

𝐾
∑Ṿ(𝑗)

𝐾

𝑗=1

𝑝𝑖𝑜(𝑗)                                                                    (4.2) 

 

where Ṿ(𝑗)represent noisy 𝑉(𝑗)and is given by 

 

Ṿ(𝑗) = 𝑉(𝑗) + ē(𝑗)                                                                                   (4.3) 

 

Equation (4.3) is substituted into equation (4.2), we have           

 

                                                 Ḓ𝑖𝑜 = 
1

𝐾
∑Ṿ(𝑗)

𝐾

𝑗=1

𝑝𝑖𝑜(𝑗) 

 =
1

𝐾
∑𝑝𝑖𝑜
𝐾

𝑗=1

(𝑗)(∑Ď𝑖𝑝
𝑖(𝑗)

𝐾

𝑗=1

 + ē(𝑗)) 

=
1

𝐾
∑𝑝𝑖𝑜
𝐾

𝑗=1

(𝑗) × (Ď𝑖𝑜𝑝
𝑖𝑜(𝑗) + ∑ Ď𝑖𝑝

𝑖(𝑗) + ē(𝑗)

𝑖≠𝑖𝑜

) 

= Ď𝑖𝑜 +
1

𝐾
∑∑Ď𝑖𝑝

𝑖(𝑗)𝑝𝑖𝑜(𝑗) +
1

𝐾
∑𝑝𝑖𝑜(𝑗)ē(𝑗)

𝐾

𝑗=1

                                  (4.4)

𝑖≠𝑖𝑜

𝐾

𝑗=1

 

 

The PN sequences are orthogonal. i.e.∑ 𝑝𝑖(𝑗)𝑝𝑖𝑜(𝑗)𝐾
𝑗=1 = 0 , where i≠ io. Therefore, 
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∑∑Ď𝑖𝑜𝑝
𝑖(𝑗)𝑝𝑖𝑜(𝑗) =  ∑ Ď𝑖𝑜

𝑖≠𝑖𝑜

∑𝑝𝑖(𝑗)𝑝𝑖𝑜(𝑗)

𝐾

𝑗=1𝑖≠𝑖𝑜

= 0                           (4.5)

𝐾

𝑗=1

 

 

Also, since there was no correlation between 𝑝𝑖𝑜(𝑗)and ē(𝑗)i.e. 

1

𝐾
∑𝑝𝑖𝑜(𝑗)

𝐾

𝑗=1

ē(𝑗)                                                                                                (4.6) 

 

 
when 𝐾 → ∞. Equations (4.5) and (4.6) are substituted into equations (4.4);thus we have  

 

                                                                                Ḓ𝑖𝑜 = Ď𝑖𝑜                                              (4.7) 

 

This illustrates that the parameters which represent Ŝ𝑚ℎ𝑏(𝑛)isrecovered more 

efficiently with the use of the spread spectrum. 

 

4.4. SBE using Discrete Wavelet Transform-Discrete cosine 

transform-Based Data Hiding 
 

4.4.1. Transmitter 
 

The proposed DWT-DCT-BDH transmitter is depicted in Fig.4.1.The CWB speech 

signal is  designated as 𝑆𝑐𝑤𝑏(𝑛)with a sampling rate of 16 kHz. This signal is passed through 

an LPF and HPF filter to generate LNB and MHB signals. The LPF extracts speech signal 

information that is present between 0 and 4 kHz and is designated as a low-band signal. In 

contrast, the HPF extracts speech information that is present between 4 kHz and 8 kHz and 

designated as a high-band signal. The low-pass filter output is decimated by a factor of two in 
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order to produce an LNB signal 𝑆𝑙𝑛𝑏(𝑛). The high-band signal is decimated to produce an 

MHB signal 𝑆𝑚ℎ𝑏(𝑛). Therefore, 8 kHz is the sampling frequency of  𝑆𝑙𝑛𝑏(𝑛) and 𝑆𝑚ℎ𝑏(𝑛). 

 

To imperceptibly embed 𝑆𝑚ℎ𝑏(𝑛) into 𝑆𝑙𝑛𝑏(𝑛), minimize the number of parameters 

that represents 𝑆𝑚ℎ𝑏(𝑛).  To produce LPCs, LPA is carried out on 𝑆𝑚ℎ𝑏(𝑛) [170,182,184]. A 

small variation in LPCs results in substantial distortions when reconstructing 𝑆𝑚ℎ𝑏(𝑛); hence 

LPCs are modified into LSFs. Also, the gain of  𝑆𝑚ℎ𝑏(𝑛)  has to be embedded to evade 

overestimation [171]. Thus, the representation vector which represents 𝑆𝑚ℎ𝑏(𝑛) is formed by 

combining LSFs and gain, 𝑅 = [𝐿𝑆𝐹1, 𝐿𝑆𝐹2,……..,𝐿𝑆𝐹10, Ḡ𝑟]. The parameters which represent 

𝑆𝑚ℎ𝑏(𝑛)  are hidden using the DWT-DCT-BDH technique in the LNB signal. Thus, a CLNB 

signal  𝑆𝑙𝑛𝑏
1 (𝑛) is created to transmit it to the receiver across a TNC. 

 

Fig. 4.1. Proposed DWT-DCT-BDH Transmitter. 
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The excitation parameters are not embedded to reduce the number of parameters of 

𝑆𝑚ℎ𝑏(𝑛) to be hidden. This is because the ear is not sensitive to the distortions of the 

excitation signal above the LNB frequency range. Thus, estimating the excitation of 𝑆𝑚ℎ𝑏(𝑛) 

at the receiver from  𝑆𝑙𝑛𝑏(𝑛) is well-suited for the reconstruction performance.  

 

4.4.2. Receiver 
 

 

Fig. 4. 2. Proposed DWT-DCT-BDH Receiver. 

 

The proposed DWT-DCT-BDH receiver is depicted in Fig. 4.2. The DWT-DCT-BDH 

technique properly recovers the representation vector, and then LPCs are obtained from LSFs. 

Meanwhile, LNB residual signal is obtained by inverse filtering Ŝ𝑙𝑛𝑏
1
(𝑛) using LPCs of  

Ŝ𝑙𝑛𝑏
1
(𝑛) and then obtain the MHB excitation signal by extending the LNB residual signal. The 

MHB signal Ŝ𝑚ℎ𝑏(𝑛)  that was embedded is synthesized by exciting the synthesis filter 

described by the recovered LPCs by an MHB excitation signal. An 8 kHz sampling rate is 

used to sample the recovered MHB signal and the received CLNB signal. These signals are 
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then interpolated by a factor of two.  The interpolated CLNB (𝑆𝑙𝑛𝑏
11 (𝑛)) and MHB (𝑆𝑚ℎ𝑏

1 (𝑛)) 

signals are added up to reproduce a CWB signal (𝑆𝑐𝑤𝑏
1 (𝑛)) of good quality.    

 

4.5. Experimental Results  
 

 

The speech samples used for the performance evaluations of traditional and proposed 

SBE techniques were obtained from the TIMIT database [166]. The evaluations were done by 

taking thirty different speech samples, of which thirty male and thirty female speakers spoke. 

Each speech signal was split to form frames 20 ms long, and an overlap of 10 ms was 

maintained between frames. Each frame was processed individually. The performance 

assessment of the methods was done by considering the subjective and objective measures. 

The proposed methodology competency is explored by comparing it with traditional 

techniques, such as TTSBEDH [15], TTSBEPC [16], TTSBEBDH [19], and TTSBEWTSI 

[96]. The channel models considered here are AWGN and μ-law model.      

 

4.5.1. Subjective quality assessment 
 

The obtained speech quality of the proposed and conventional SBE methods [15, 16, 

19, 96] is assessed using an absolute category rating (ACR) listening test recommended by 

ITU-T [140,150-153]. The perceptual transparency is assessed with the mean opinion score 

(MOS) test [15,16]. The subjective comparison between CWB, CLNB, LNB, and RCWB 

signals is also employed [15]. During each test, thirty participants are considered.      

 

4.5.1.1. ITU-T Test Results 
 

The 100 speech samples from the TIMIT corpus database were used to prepare the 

listening test and compare the performance of the proposed method with traditional methods 

[15, 16, 19, 96]. The listening test samples are created in such a way as to mimic speech 
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carried over a cellular telephone network because the SBE method is mainly used in mobile 

communications. The sound level of each test sample was standardized to 26 dB below 

overloading [150] after the test samples were high-pass filtered with the mobile station input 

(MSIN) filter, which simulates the input response of a mobile station. These previously 

processed test samples were then down-sampled to an 8 kHz sampling rate and used as the 

LNB signal for the existing SBE techniques [15, 16, 19, 96] and the proposed technique. 

 

The quality of speech signals generated by the proposed and the conventional SBE 

methods was compared using the ACR test. On a scale of 5 (excellent), 4 (good), 3 (fair), 2 

(poor), and 1 (bad), Listeners were asked to rate in a quiet environment using headphones. 

Thirty subjects participated in the test.  MOS values for the conventional SBE methods [15, 

16, 19, 96] and the proposed method are presented in Table 4.1. An improved reconstructed 

CWB signal quality of the proposed method over the traditional methods is observed in Table 

4.1.  

 

Tab. 4.1. ACR listening test results 

 

 

 
 

 

4.5.1.2. Perceptual clearness (PCL) 

 

The MHB signal in the proposed method should be transparently hidden. That is, the 

CLNB and LNB signals should be subjectively indistinguishable. High perceptual clearness 

means low noticeable LNB signal degradation. The perceptual clearness was assessed with 

the MOS test[151]. Listeners comparing CLNB and LNB signals decide in terms of MOS, as 

given in Table 4.2. The average MOS values of traditional [15, 16, 19, 96] and the proposed 

Technique Mean opinion score 

TSBWEDH [15] 2.45 

TSBWEPC [16] 2.76 

TTSBEBDH [19] 3.54 

TTSBEWTSI [96] 3.61 

Proposed method 4.57 
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techniques are shown in Table 4.3. The proposed method gives a MOS value of 3.97, which 

indicates that the proposed approach has excellent perceptual transparency over the traditional 

techniques [15, 16, 19, 96]. The proposed method gives a MOS value of 3.97, almost near the 

standard MOS value of 4, indicating that CLNB and LNB signals were more or less identical. 

Tab. 4.2. MOS 

 

 

 

 

 

 

 

Tab. 4.3. Results of the MOS 

 

 
 

 

 
 

 

 

 

4.5.1.3. Subjective Comparisons between CWB, LNB, CLNB and 

RCWB Speech samples 

 

A listening test was done to compare performances between the proposed and 

conventional methods [15,16,19,96]. Here, the CWB signal, LNB signal, CLNB signal, and 

RCWB signal were labeled I, II, III, and IV, respectively. Listeners are asked for pair wise 

comparison among the samples to tell whether the first sample was paramount to, deprived, 

or alike to the second. The corresponding responses after comparing I, II, and III with the 

other signals are tabulated in Tables 4.4, 4.5, and 4.6. Arabic numerals indicate the number 

of listeners with a specific preference in the table. It is observed that the CWB signal is 

superior to LNB and CLNB signals of traditional [15,16,19,96] and the proposed methods 

from Table 4.4 . Also, we observe that RCWB signal quality is far superior using the 

proposed method over traditional methods [15,16,19,96] from Table 4.4. Thus, the speech 

quality was enhanced by the proposed technique. Compared to conventional methods [15, 

score Instruction 

1 LNB and CLNBsignals sound different 

2 
Observable difference between LNB and 

CLNBsignals   

3 Minute difference between LNB and CLNBsignals    

4 LNB and CLNB signals sound alike 

Technique Mean opinion score 

TSBWEDH [15] 2.89 

TSBWEPC [16] 3.07 

TTSBEBDH [19] 3.18 

TTSBEWTSI [96] 3.54 

Proposed method 3.97 
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16, 19, 96], it is observed that the RCWB signal of the proposed method is superior to that 

of the LNB signal, as may be seen from Table 4.5. Compared to conventional methods [15, 

16, 19, 96], it is observed that the RCWB speech of the proposed technique is better than 

CLNB speech from Table 4.6. 

 

Tab.4.4.  Subjective comparison test results between I, II, III,and IV 

 

 

 

 

 

 

 

 

 

Tab. 4.5. Subjective comparison test results between II, III, and IV 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

      Technique 
I              II III IV 

TSBWEDH [15] 

> 30 30 14 

< 0 0 0 

 0 0 16 

TSBWEPC [16] 

> 30 30 12 

< 0 0 0 

 0 0 18 

TTSBEBDH [19] 

> 30 30 11 

< 0 0 0 

 0 0 19 

TTSBEWTSI [96] 

> 30 30 9 

< 0 0 0 

 0 0 21 

Proposed method 

> 30 30 1 

< 0 0 0 

 0 0 29 

Technique 
II   

 

 III  IV 

TSBWEDH [15] 

> 8 3 

< 4 18 

 18 9 

TSBWEPC [16] 

> 8 1 

< 2 19 

 20 10 

TTSBEBDH [19] 

> 5 2 

< 3 20 

 22 8 

TTSBEWTSI [96] 

> 5 2 

< 2 22 

 23 6 

Proposed method 

> 1 0 

< 0 28 

 29 2 




















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Tab. 4.6. Subjective comparison results between III and IV 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5.2.  Objective quality assessment 
 

The perceptual clearness was assessed with LNB-POLQA and LNB-PESQ tests. 

RCWB speech quality was assessed with the LSD, CWB-PESQ, and CWB- POLQA 

measures [199]. The robustness of hidden data against quantization and channel noises is 

evaluated with the help of a mean square error (MSE) measure.  

 

4.5.2.1. Perceptual clearness (PCL) 

 

The evaluation of perceptual transparency is done by providing LNB and CLNB 

signals as inputs and comparing them to rate speech quality. The LNB-POLQA value will 

range between 1 and 5; the higher the value, the superior the quality. The average LNB- 

POLQA values of conventional [15,16,19,96] and proposed methods are tabulated in table 

4.7. The proposed technique gives an LNB-POLQA value of 4.12, which indicates that the 

proposed approach has excellent perceptual transparency over traditional techniques 

[15,16,19,96], which was already confirmed by subjective listening tests.   

 

 

Technique 

III              IV 

TSBWEDH [15] 

> 6 

< 18 

 6 

TSBWEPC [16] 

> 5 

< 17 

 8 

TTSBEBDH [19] 

> 3 

< 18 

 9 

TTSBEWTSI [96] 

> 4 

< 20 

 6 

Proposed method 

> 0 

< 29 

 1 










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Tab. 4.7. Results of the LNB-POLQA 

 

 

 

 

 
 

 

 

LNB-PESQ test assesses PCL by comparing the LNB signal with the CLNB signal. 

LNB-PESQ ranges from 0.5 to 4.5. Lower values such as 0.5 represent the worsened PCL, 

and higher values like 4.5 represent the best PCL. Table 4.8 lists the responses of mean scores 

for the traditional [15,16,19,96] and proposed techniques. A clear PCL enhancement of the 

proposed approach over the conventional methods is witnessed from the scores listed in Table 

4.8. 

Tab. 4.8. Results of the LNB-PESQ 

 

 

 

 

 

4.5.2.2. RCWB Signal Quality     

 

The quality of RCWB speech is evaluated by comparing CWB and RCWB signals in 

the CWB-PESQ and CWE-POLQA tests. Table 4.9 presents the mean CWB-PESQ scores of 

the conventional [15,16,19,96] and proposed methods. The proposed method produces a score 

of 4.02, which specifies that the RCWB signal quality attained is remarkable. Thus, the 

proposed approach improved the speech quality compared to the traditional methods.  

 

Table  4.10 presents the mean CWB-POLQA scores of the conventional [15,16,19,96] 

and proposed methods. The proposed method produces a score of 4.24, which specifies that 

Technique LNB-POLQA 

TSBWEDH [15] 2.54 

TSBWEPC [16] 2.99 

TTSBEBDH [19] 3.21 

TTSBEWTSI [96] 3.34 

Proposed method 4.12 

Technique LNB-PESQ 

TSBWEDH [15]               3.02 

TSBWEPC [16]               3.25 

TTSBEBDH [19]               3.65 

TTSBEWTSI [96]               3.69 

Proposed method               4.02 
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the RCWB signal quality attained is remarkable. Thus, the proposed approach improved the 

speech quality compared to the traditional methods.  

Tab. 4.9. Results of the CWB-PESQ 

 

 

 

 

 

Tab. 4.10. Results of the CWB-POLQA 

 

 

 

 

 
 

The quality of RCWB speech is also evaluated using the LSD measure. An RCWB 

signal with the least value of LSD is said to be of good quality. The resultant LSD for 

conventional [15,16,19,96] and proposed techniques with a µ-law coding are presented in 

Table 4.11. It was evident that the RCWB signal quality of the proposed method was far 

superior to the signal quality generated using conventional techniques [15,16,19,96].  In 

addition, the proposed technique offers an LSD of 2.23, indicating that the RCWB speech of 

the proposed technique and original CWB speech qualities are almost equal. The better 

RCWB signal performance of the proposed technique, which was already found in the 

subjective tests, is now supported by these LSD values. The proposed technique offers an 

LSD of 2.41 with the AWGN channel model.   

Tab. 4.11. Results of the LSD 

 

 

 

 

 

 

Technique CWB-PESQ 

TSBWEDH [15] 2.43 

TSBWEPC [16] 2.76 

TTSBEBDH [19] 3.52 

TTSBEWTSI [96] 3.69 

Proposed method 4.02 

Technique CWB-POLQA 

TSBWEDH [15] 2.08 

TSBWEPC [16] 2.45 

TTSBEBDH [19] 3.13 

TTSBEWTSI [96] 3.34 

Proposed method 4.24 

Technique Log Spectral Distortion 

TSBWEDH [15]               12.83 

TSBWEPC [16]               10.69 

TTSBEBDH [19]                6.07 

TTSBEWTSI [96]                5.94 

Proposed method                2.23 
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The upper plot 4.3 (a) depicts the spectrogram of the RCWB speech of the proposed method, 

whereas the lower plot 4.3 (b) depicts the spectrogram of the original CWB speech. It is clear 

from the figures that the original and RCWB signals are almost the same.     

 

Fig. 4. 3 Spectrograms from top to bottom: (a) RCWB speech of the proposed method, (b) 

original CWB speech  

 

 

4.5.2.3. Robustness of hidden information 
 

AWGN with SNR ranges between 15 and 35 dB [183] is added to the CLNB signal. 

The evaluation of the robustness of the proposed technique is done by utilizing MSE and is 

calculated using the following formula 

 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑆𝑐𝑤𝑏

1 (𝑛) − 𝑆𝑤𝑏(𝑛))
2                                                                 (4.8)

𝑁−1

𝑛=0

 

 

Where the RCWB signal is represented by 𝑆𝑐𝑤𝑏
1 (𝑛)  and the original CWB signal is 

represented by 𝑆𝑐𝑤𝑏(𝑛). The spreading sequence length is 16. An RCWB signal with a small 

value of MSE is said to be of good quality. The proposed technique gives MSE values as a 
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function of the SNR ranges between 15 and 35 dB, which are below 7.88 × 10−4indicating 

that the RCWB signal quality obtained by the proposed technique is excellent. The proposed 

technique gives an MSE value after adding quantization noise (μ-law) to  Slnb
1 (n) is 6.07 ×

10−4  which indicates RCWB signal quality that was obtained by the proposed technique is 

excellent. 

 

4.6. Results and Conclusion  
 

 

In this chapter, SBE utilizing the DWT-DCT-BDH technique has been proposed. The 

SEPs of the MHB signal is embedded within the LNB signal. The embedded information is 

used to reconstruct the CWB signal of good quality at the receiver end. The MSE test 

confirms the robustness of the proposed method. The proposed technique enhanced the 

RCWB signal quality over conventional techniques, evident through subjective and objective 

listening tests.   
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Chapter-5 

 

 

This chapter describes the method proposed for the SBE of the LNB speech. The 

chapter begins with the motivation for LNB signal SBE aided by frequency domain-based 

data hiding using discrete Wavelet Transform-Discrete cosine transform-Based Data Hiding 

with Encoding (DWT-DCT-BDHWE). The performance of the proposed method under 

CAQNs is also analyzed. Finally, the proposed method's subjective and objective test results 

are discussed.   

 

5.1. Motivation 

 

The conventional SBE techniques using data hiding gave poor quality CLNB and 

RCWB signals when corrupted by CAQNs. To further improve the quality of the RCWB 

signal and CLNB signal over contribution 1[1*], contribution 2[2*], and the conventional 

SBE techniques, a novel DWT-DCT-BDHWE is proposed [3*]. 
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5.2. Introduction 

 

Human speech may have frequencies more than conventional telephone networks 

operating at 300-3400Hz. When a human speech signal is transmitted through the telephone 

network leads to losing information due to the LNB of the telephone network. This results in 

significantly low quality and lucidity of speech transmission. This problem can be solved 

using a CWB whose spectrum ranges from 0.5-7KHz. As a traditional telephone network 

installed to operate at 0.3–3.4kHz, it is not feasible to work at a wideband spectrum. Hence, 

the use of a wideband spectrum needs to establish a new network that is very expensive and 

time-consuming [1]. Therefore, other techniques are to be adopted to improve speech quality.  

SBE techniques [2] can be implemented to use the existing infrastructure and improve the 

quality.  

 

In the ASBE techniques, a CWB signal is generated by predicting the lost portion of 

the signal from the LNB speech alone. Most ASBE techniques proposed in the literature are 

based on the SFM of speech production. The SFM divides the SBE technique into ES 

extension and CWB speech signal SE estimation. Many methods for excitation enhancement 

are found in [197]. Many methods for CWB spectral envelope approximation are illustrated in 

[189-193,197].  Even though ASBE has many advantages, there are a few limitations, like its 

performance is limited. Thus, it will not be able to reconstruct high-quality CWB signals [3]. 

 

The quality of CWB can be further improved when some supplementary information 

from out-of-band is communicated by hiding with the LNB signal [1]. When the concealed 

information is recovered at the receiver, a CWB signal with a much better speech quality can 

be reconstructed by combining the out-of-band signal transmitted by hiding within the LNB 

signal and the LNB signal. The SBE using data hiding approaches uses the real out-of-band 

information instead of its estimation, making the reconstruction of the CWB speech more 

accurate than the conventional ASBE. Several methods have been developed for this problem 

due to research efforts. An SBE technique has been stated in [15], accordingly that the 

encoded SEPs of the MSFs in the range of 4 to 8 kHz and known as MHB signal, are 

concealed into the LNB to generate a CLNB speech. A Technique for producing high-quality 
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CWB over the above method was reported in [16], in which the MHB signal was encoded 

with high efficiency through phonetic classification. An SBE approach was reported in [19], 

accordingly that SEPs of MHB signal were concealed into the least significant bits of LNB. 

SBE based on the quantization-based data hiding technique has been stated in [18]. In [17], 

the noticeable components of the MHB signal are implanted within the hidden channel. The 

concealed data can be consistently reproduced at the destination. The audio signal of better 

quality is regenerated in [4] using pitch-scaling. Enhancing the bandwidth using CCDH is 

introduced in [22]. A High-quality CWB signal is reproduced in [138, 139] based on CCDH 

Method. 

 

The existing methodologies failed to deliver high-quality CLNB and RCWB signals 

along with vigor towards CAQNs. Therefore, innovative SBE algorithms with data-hiding 

methods development is vital for enhancing the quality of CLNB and RCWB signals and 

effectively managing CAQNs. The SBE using data hiding techniques, could deliver high-

quality CLNB and RCWB signals and also be able to offer vigor towards CAQNs. 

 

A DWT-FFT-DH method is reported in [198] for embedding the secrete signal in 

DWT coefficients of the cover signal without lowering the cover signal quality. It is observed 

that the DWT-FFT-DH method could produce a stego signal which is indistinguishable from 

the cover signal and also be able to restore the secrete signal without lowering the quality 

[154-156]. FFT is replaced with a discrete Cosine transform in the DWT-FFT-DH technique. 

A novel robust SBE algorithm using DWT-DCT-BDHWE is proposed to embed the out-of-

band spectral frequencies within the LNB signal. These embedded spectral frequencies are 

recovered steadily at the receiver side to produce a better-quality CWB signal. 

 

The effect of noises like CAQNs is discussed in this work. The effect of quantization 

noise is reported in [9] and [10]. The influence of the channel noise was not assessed in [9] 

and [10]. The current development uses a code division multiple access (CDMA) approach 

for reproducing the concealed information, which is appealed as robust towards noises like 

CAQNs. Especially, every information bit entrenched within the LNB signal is spread out as 
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the product of a definite spreading sequence. Then, the spread signals were summed to create 

concealed information. The concealed information could be consistently retrieved since the 

correlation among the SPSEs(spreading sequences) is low.  

 

5.3. SBE aided by DWT-DCT-BDHWE 

Consider an MHB signal 𝑆𝑚ℎ𝑏(𝑛) which is to be hidden in the LNB signal 𝑆𝑙𝑛𝑏(𝑛). At 

first, DWT is performed on 𝑆𝑙𝑛𝑏(𝑛) to calculate the detailed coefficients, DCT is applied to 

detailed coefficients to compute DCT coefficients. Consider that   𝑆𝑚ℎ𝑏(𝑛) is encoded into a 

sequence of data bits, i.e., 𝐷𝑏𝜀{−1,1}, 𝑏 = 0,1, . . . . , 𝐵 − 1, where 𝐵 represents the total 

number of bits. 

 

Every information bit entrenched within the LNB signal is spread out as the product 

with a definite SPSEs, i.e., 𝐷𝑏𝑝
𝑏. The SPSEs 𝑝𝑏 length is 𝐾. Then, the spread signals were 

added up to create the concealed data and were given by  

 

                    𝑉(𝑚) = ∑ 𝐸𝑏𝑝
𝑏(𝑚)𝐵−1

𝑏=1                                                                        (5.1) 

 

The concealed data 𝑉(𝑚) is embedded into the last 8 DCT coefficients [18], resulting 

in a CLNB signal spectrum.  The time-domain CLNB signal is obtained by applying an 

inverse DCT (IDCT) and then IDWT on the CLNB signal spectrum.  The obtained CLNB 

signal 𝑆𝑙𝑛𝑏
1 (𝑛) is transmitted through a TNC to the destination. The channel injects noises like 

CAQNs. Consider Ŝ𝑙𝑛𝑏
1 (𝑛) represent the received signal, i.e.,Ŝ𝑙𝑛𝑏

1 (𝑛) =  𝑆𝑙𝑛𝑏
1 (𝑛) + ë.      The 

mixture of CAQNsis represented by ë. The traditional phone terminal treats  Ŝ 𝑙𝑛𝑏
1 (𝑛)    as a 

normal signal.  𝑆𝑛𝑏(𝑛)  quality is not significantly tarnished as the observed changes among 

𝑆𝑙𝑛𝑏(𝑛)   and 𝑆𝑙𝑛𝑏
1 (𝑛)  are very low.   
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Extraction of the concealed data Ŝ𝑚ℎ𝑏(𝑛)   needs a receiver that can calculate the DCT 

coefficients by performing DCT on  Ŝ 𝑙𝑛𝑏
1 (𝑛) . The concealed data is then extracted from the 

last 8 DCT coefficients [198]. The data bits are decoded by employing a multiuser detector 

[198].  i.e, 

 

                                 Ď𝑏 = 𝑠𝑖𝑔𝑛(∑ Ṿ𝑚𝑝𝑚
𝑏𝑀−1

𝑚=1 )                                                           (5.2)  

 

 In a noise-free environment, Ṿ𝑚 = 𝑉𝑚 Substitute it into (5.2), we have    

 

     Ď𝑏 = 𝑠𝑖𝑔𝑛 (∑ 𝑉𝑚𝑝𝑚
𝑏

𝑀−1

𝑚=1

) 

 

= 𝑠𝑖𝑔𝑛(∑ (𝐷𝑚𝑝𝑚
𝑏𝑝𝑚

𝑏 + ∑ 𝐷𝑔𝑝𝑚
𝑔𝑝𝑚

𝑏

𝐵−1

𝑔=0,𝑔≠𝑏

)

𝑀−1

𝑚=1

) 

 

 

= 𝑠𝑖𝑔𝑛(𝑀𝐷𝑚 + ∑ 𝐷𝑔
𝐵−1
𝑔=0,𝑔≠𝑏 ∑ 𝑝𝑚

𝑔𝑝𝑚
𝑏𝑀−1

𝑚=0 )                                                          (5.3) 

 

The SPSEs are orthogonal, i.e., ∑ 𝑝𝑚
𝑔𝑝𝑚

𝑏𝑀−1
𝑚=0 = 0 , where 𝑔 ≠ 𝑏.    

Therefore 

 

∑ 𝐷𝑔
𝐵−1
𝑔=0,𝑔≠𝑏 ∑ 𝑝𝑚

𝑔𝑝𝑚
𝑏𝑀−1

𝑚=0  = 0                                                                                 (5.4) 

 

This concludes that the parameters of 𝑆𝑚ℎ𝑏(𝑛) it could be efficiently retrieved by 

using the CDMA approach.   
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5.4. DWT-DCT-BDHWE  for speech Bandwidth Extension 

 

5.4.1. Transmitter 
 

The transmitter is depicted in Fig.5.1. Primarily, CWB speech 𝑆𝑐𝑤𝑏(𝑛)  is sampled at 

16kHz and is passed through an LPF and HPF to generate an LNB signal and an MHB signal. 

LNB signals have speech information ranging from 0 to 4k Hz, and MHB has speech 

information in the range of 4 to 8kHz. Then LNB signal 𝑆𝑙𝑛𝑏(𝑛) is generated by decimating 

the output of LPF.  The HPF output is then decimated to generate an MHB signal 𝑆𝑚ℎ𝑏(𝑛). 

Fig.5.1. Proposed  DWT-DCT-BDHWE Transmitter. 

 

Reduce the parameters which characterize 𝑆𝑚ℎ𝑏(𝑛) to insert MHB signal 

imperceptibly in LNB signal, and LP analysis [170] is used here to fulfill. The LPCs are 

evaluated by applying the Levinson-Durbin method [170] on 𝑆𝑚ℎ𝑏(𝑛)   and later, these are 

transformed into LSFs as there is a slight change in coefficients leading to distortions while 

reproducing. Furthermore, the gain of 𝑆𝑚ℎ𝑏(𝑛)  needs to be hidden in order to evade over-

approximation [171]. Hence, the gain is assessed as 𝑔𝑟 =
𝑔𝑚𝑏

𝑔𝑙𝑏
   and pooled with LSFs to 

generate a representation vector, that is, 𝐷 = [𝑙𝑠𝑓1𝑙𝑠𝑓2… . 𝑙𝑠𝑓𝑟 , 𝑔𝑟]. Quantize 𝐷 to the nearby 

entry of a VQ codebook that is produced by the fuzzy c-means (FCM) algorithm [200]. The 

binary equivalent of entry index, i.e.,𝐷0, 𝐷1,….𝐷𝐵−1  is concealed into the LNB signal based on 
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DWT-DCT-BDHWEtechnique, which results in a CLNB signal and is communicated through 

TNC to the destination.  

 

The ES has many parameters which are not implanted to lessen parameters that could 

be implanted since exceeding 3.4 kHz the human ear remains insensitive to alterations of ES 

[9]. Thus, the prediction of the MHB excitation signal from 𝑆𝑙𝑛𝑏(𝑛)  at the destination 

assurances the reproduction performance. 

 

5.4.2. Receiver 

 

Fig. 5.2. Proposed  DWT-DCT-BDHWE Receiver. 

 

The receiver is shown in Fig.5.2. Recuperate the entry index appropriately using the 

DWT-DCT-BDHWE method, and then the VQ codebook is used to regain the corresponding 

quantized LSFs accurately. The recovered LSFs are then used for generating LPCs. 

Meanwhile, the inverse filtering is performed on 𝑆𝑙𝑛𝑏
1 (𝑛)  which will produces LNB residual 

signal. Then the residual signal is extended, which results in MHB excitation. The synthesis 

filter defined by the recovered LPCs is excited through UB excitation in order to reconstruct 

𝑆𝑚ℎ𝑏
1 (𝑛).  At this instant, the sampling rate of 𝑆𝑙𝑛𝑏

1 (𝑛)  and 𝑆𝑚ℎ𝑏
1 (𝑛) is 8kHz Hz and then 

these signals are interpolated. 𝑆𝑚ℎ𝑏
11 (𝑛) represents the interpolated 𝑆𝑚ℎ𝑏

1 (𝑛). The interpolated 
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CLNB 𝑆𝑙𝑛𝑏
11 (𝑛)  and recovered  𝑆𝑚ℎ𝑏

11 (𝑛) signals are added in order to regenerate the high-

quality CWB signal 𝑆𝑐𝑤𝑏
1 (𝑛).         

 

5.5. Experimental Results 

 

To assess the performance of the proposed method, fifty sentences spoken by 40 

talkers were collected from the TIMIT database [166]. The LNB signal is decomposed into 

frames of 20ms duration with an overlap of 10ms among frames. The frames are then 

processed one by one.  Subjective and objective tests are used to assess performance. The 

proposed methodology competency is explored by comparing it with traditional techniques, 

such as TTSBEDH [15], TTSBEPC [16], TTSBEBDH [19], and TTSBEWTSI [96]. The 

channel models considered here are μ-law and AWGN.  

 

5.5.1. Subjective assessments 

 

The perceptual clearness is assessed based on MOS test [15-16]. The listening test 

compares various speech signals like CWB, LNB, CLNB, and RCWB. These tests were 

performed in a silent room using headsets. During each test, thirty participants are considered. 

 

5.5.1.1. Perceptual Clearness (PCL) 

 

In the proposed technique, the information must be transparently concealed, i.e., LNB   

and CLNB are subjectively indistinguishable. High PCL means low perceptible degradation 

in the CLNB signal. PCL is assessed based on the MOS test. Listeners participating in the test 

compare LNB and CLNB to provide a decision in terms of MOS, tabulated in Table 5.1. 

Table 5.2. showcases the results of the averaged MOS for conventional [15, 16, 19, 96] and 

proposed approaches. MOS values show the remarkable perceptual clearness of the proposed 

approach over the traditional approaches in Table .5.2.     
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Table 5.1. MOS 

 

 

 

 

 

 

 

Table 5.2. MOS assessment outcomes 

 

 

 

 

 

 

5.1.1.2 Subjective contrasts among CWB, LNB, CLNB, and RCWB 

signals  

 

I, II, III, and IV in Table 5.3 represent the CWB signal, LNB signal, CLNB signal, and 

RCWB signal, respectively. The subjects are asked to do a pairwise analysis of signals among 

I to IV and must tell whether the first signal is paramount (>), deprived (<), or alike (≈) to the 

second signal. Table 5.3 provides the responses of pairwise comparison of I, II, and III to the 

other signal, Table 5.4 provides the responses of pairwise comparison of II and III to the other 

signal, and Table 5.5 provides the responses of comparison among III and IV. The number of 

subjects with an exact preference (> or < or ≈) is mentioned with Arabic digits in the table. 

The CWB signal outperforms the CLNB signal for conventional [15, 16, 19, 96] and proposed 

methods which are endorsed by Table 5.3. Table 5.3 also endorsed a clearly enhanced RCWB 

signal quality of the proposed technique over the conventional methods.  The remarkable 

perceptual clearness of the proposed approach over the traditional approaches is endorsed by 

Table 5.4. Compared to conventional methods, the RCWB signal is better than the LNB 

signal for the proposed approach endorsed in Table 5.4. Compared to conventional methods, 

the RCWB signal is better than the CLNB signal for the proposed approach which is endorsed 

in Table 5.5. 

score Instruction 

1 LNB and CLNB signals  are  dissimilar  

2 
Noticeable dissimilarity among   LNB and CLNB 

signals    

3 
Small dissimilarity among   LNB and  CLNB 

signals    

4 LNB and CLNB signals are similar 

Technique Mean opinion score 

TTSBEDH [15] 2.81 

TTSBEPC [16] 3.01 

TTSBEBDH [19] 3.12 

TTSBEWTSI [96] 3.46 

Proposed method 3.98 
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Table 5.3. Subjective contrast outcomes among I, II, III, and IV 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.4. Subjective contrast outcomes among II, III, and IV 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Technique 
I              II III IV 

TSBEDH [15] 

> 30 30 15 

< 0 0 0 

 0 0 15 

TSBEPC [16] 

> 30 30 14 

< 0 0 0 

 0 0 16 

TSBEBDH [19] 

> 30 30 13 

< 0 0 10 

 0 0 0 

TSBEWTSI [96] 

> 30 30 0 

< 0 0 20 

 0 0 21 

Proposed method 

> 30 30 2 

< 0 0 0 

 0 0 28 

Technique 
II   

 

 III  IV 

TSBEDH [15] 

> 8 3 

< 4 18 

 18 9 

TSBEPC [16] 

> 8 1 

< 2 19 

 20 10 

TSBEBDH [19] 

> 5 2 

< 3 20 

 22 8 

TSBEWTSI [96] 

> 5 2 

< 2 22 

 23 6 

Proposed method 

> 1 0 

< 0 28 

 29 2 




















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Table 5.5. Subjective contrast outcomes among III and IV 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.5.2. Objective Quality Evaluation 

 

The RCWB signal quality is assessed with LSD [15-16], CWB-PESQ  and CWB-

POLQAtests. The perceptual clearness is assessed with LNB-POLQA and  LNB-PESQ tests 

[152]. The robustness of concealed data to CAQNs is assessed with the bit error rate (BER) 

measure.   

 

5.5.2.1 Perceptual Clearness (PCL) 

 

The LNB-PESQ test assesses PCL by comparing the LNB signal with the CLNB 

signal. LNB-PESQ ranges from 0.5 to 4.5. Lower values, such as 0.5, represent the worsened 

PCL, and higher values like 4.5, represent the best PCL. Table 5.6 lists the responses of mean 

scores for the traditional [15, 16, 19, 96] and proposed techniques. An apparent PCL 

enhancement of the proposed approach over the traditional techniques is witnessed from the 

scores as listed in Table 5.6.    

 

Technique 

III              IV 

TSBEDH [15] 

> 6 

< 15 

 9 

TSBEPC [16] 

> 5 

< 16 

 9 

TSBEBDH [19] 

> 3 

< 17 

 10 

TSBEWTSI [96] 

> 4 

< 19 

 7 

Proposed method 

> 0 

< 28 

 2 










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Tab. 5.6. LNB-PESQ test Outcomes 

 

 

 

 

 

The LNB-POLQA value will range between 1 and 5; the higher the value, the superior 

the quality. The average LNB- POLQA values of conventional [15,16,19,96] and proposed 

methods are tabulated in table 5.7. The proposed technique gives an LNB-POLQA value of 

4.31, which indicates that the proposed technique has excellent perceptual transparency over 

traditional techniques [15,16,19,96], which was already confirmed by subjective listening 

tests.   

Tab. 5.7. Results of LNB-POLQA 

 

 

 

 

 

 

5.5.2.2 RCWB Signal Quality     

 

The quality of RCWB speech is evaluated by comparing CWB and RCWB signals in 

the CWB-PESQ test. Table 5.8 presents the mean CWB-PESQ scores of the conventional [15, 

16, 19, 96] and proposed methods. The proposed technique produces a score of 4.38, which 

specifies that the RCWB signal quality attained is remarkable. Thus, the proposed technique 

improved the speech quality when compared to the traditional methods.  

Tab. 5.8 CWB-PESQ test Outcomes 

 

 

 

Technique LNB-PESQ 

TSBEDH [15] 2.81 

TSBEPC [16] 3.02 

TSBEBDH [19] 3.33 

TSBEWTSI [96] 3.40 

Proposed method 4.43 

Technique LNB-POLQA 

TSBWEDH [15] 2.54 

TSBWEPC [16] 2.99 

TSBWEBDH [19] 3.21 

TSBWEWTSI [96] 3.35 

Proposed method 4.31 

Technique CWB-PESQ 

TSBEDH [15] 2.31 

TSBEPC [16] 2.63 

TSBEBDH [19] 3.54 

TSBEWTSI [96] 3.62 

Proposed method 4.38 
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The evaluation of the quality of RCWB speech is completed by giving CWB and 

RCWB signals as inputs and comparing them in order to rate speech quality. The average 

CWB-POLQA values of the conventional [15, 16, 19, 96] and proposed methods are shown in 

Table 5.9. A CWB- POLQA value of 4.57 confirms that the RCWB signal quality retrieved 

by the proposed method is excellent compared to traditional techniques [15,16,19, 96] which 

is already confirmed by subjective listening tests on a set of participants. Thus, the speech 

quality was improved by using the proposed technique.  

 

Tab. 5.9. Results of CWB-POLQA 

 

 

 

 

 

 

 

5.5.2.3 Comparison of original and reconstructed MHB speech 

 

LSD is a reliable measure for assessing the resemblance between true and restored 

MHB signals. In general, the best-quality of reproduced MHB signal has a low value of LSD. 

Table 5.10 lists the mean LSD scores for the existing [15, 16, 19, 96] and proposed schemes 

under μ-law coding. There is a clear enhancement in the quality of the proposed scheme over 

the traditional schemes [15, 16, 19, 96] is witnessed from the values as listed in Table 5.10.  

 

Tab. 5.10 LSD test Outcomes 

 

 

 

 

 

 

 

 

Technique CWB-POLQA 

TSBWEDH [15] 2.08 

TSBWEPC [16] 2.45 

TSBWEBDH [19] 3.13 

TSBWEWTSI [96] 3.34 

Proposed method 4.57 

Technique 
Log Spectral 

Distortion 

TSBEDH [15] 13.56 

TSBEPC [16] 11.56 

TSBEBDH [19] 7.12 

TSBEWTSI [96] 6.67 

Proposed method 2.31 
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5.5.3 Vigor of concealed data 

 

AWGN with SNR ranges from 15 to 35 dB is summed up with CLNB signal [183]. 

The proposed method’s robustness is assessed based on BER. The PN code size is  8. The 

lower value of BER designates the RCWB signal of high quality. The BER values which were 

attained with SNR in the range of 15 to 35 dB are beneath 7.7036 ∗ 10−4which endorses the 

RCWB signal of high quality. The BER value, which is attained with μ-law coding, is 4.61 ∗

10−4which endorses the RCWB signal of high quality.      

 

 

5.6 Results and Conclusion 

 

A novel SBE based on the DWT-DCT-BDHWE technique is presented in this chapter 

for embedding spreaded SEPs of MHB signal within LNB signal DCT coefficients. The 

concealed information is extracted to generate an extraordinary-quality CWB signal at the 

receiver. The concealed information is vulnerable to CAQNs. Thus, the CDMA approach is 

employed for reproducing the concealed information that is appealed as robust towards 

CAQNs. Especially, every information bit entrenched within the LNB signal is spread out as 

the product by definite SPSEs. Then, the spread signals were summed to create concealed 

information. The concealed information could be consistently retrieved since the correlation 

among the SPSEs is low.  The proposed approach was a robust solution for SBE.  Subjective, 

CWB-PESQ, CWB-POLQA, and LSD test results confirmed excellent and improved RCWB 

signal performance using the proposed method over the conventional techniques. An apparent 

PCL enhancement of the proposed approach over the traditional methods is witnessed from 

MOS, LNB-POLQA, and LNB-PESQ tests.  
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Chapter-6 

 

 

This chapter describes the method proposed for the SBE of the LNB speech. The 

chapter begins with the motivation for the SBE technique aided by Discrete cosine Transform 

domain-based data hiding(DCTBDH), described in detail. The performance of the proposed 

method under CAQNs is also analyzed. Finally, the proposed method's subjective and 

objective test results are discussed.   

 

6.1. Motivation 

 

The conventional SBE techniques using data hiding gave poor quality CLNB signal 

and RCWB signal and limited SBE performance when corrupted by CAQNs. To increase the 

quality of RCWB signal and CLNB signal over the conventional SBE techniques, a novel 

Discrete cosine transform-Based Data Hiding (DCT-BDH) is proposed [4*]. 

 

6.2.  Introduction 

 

Most traditional TNC allows only an LNB signal which is band-limited to 0.3–3.4kHz. 

Usually, Human speech has frequencies exceeding the bandwidth of the present TNC. At this 

instant, the transmission of voice-over TNC results in a loss of sections of the speech 

spectrum, producing a considerable drop in speech intelligibility and quality. The 
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transmission of CWB speech which lies in the range of 0.5–7kHz across TNC will boost the 

quality, intelligibility, and perceived naturalness of the speech signal compared to the 

transmission of LNB speech. It will be costly and take time to set up a new wide-spectrum 

TNC that can accommodate higher bandwidths [1]. As a result, it is desirable to increase the 

receiving end's bandwidth utilizing SBE techniques [2] without changing the existing TNC 

infrastructure. 

 

The existing TNC can benefit significantly from improved speech quality due to SBE 

technology. Many SBE approaches have been proposed over the years. The ASBE is among 

various methods of SBE which can improve the intelligibility and quality of telephony 

speech. In the ABWE techniques, a CWB signal is generated by predicting the lost portion of 

the signal from the LNB speech alone. Most of the ASBE proposed in the literature is based 

on the SFM of speech production. The SFM system divides the SBE technique into ES 

extension and CWB speech signal SE estimation [2]. Different methods for estimating CWB 

SPEs are presented in[190-192]. A time-frequency network with channel attention and non-

local modules is used for SBE. Latent representation learning for ASBE using a conditional 

variational auto-encoder is presented to enhance speech quality [201]. The time-domain 

multi-scale fusion neural network approach for improving the performance of SBE is 

presented in [202].  SBE using a conditional generative adversarial network with 

discriminative training is introduced in[203]. The audio signal of better quality is regenerated 

using audio bandwidth extension aided by the dilated convolutional neural network approach 

[204]. In[205],a deep neural network ensemble approach for reducing artificial noise in SBE 

is introduced. A waveform-based method for SBE that uses a deep three-way split summation 

FFTNet architecture is proposed in[206]. In[207], a time-domain ASBE towards a low-

frequency band by a sinusoidal synthesis of missing harmonics is presented to enhance the 

quality of the reconstructed CWB signal. A Wave Net-based model conditioned on a log-mel 

spectrogram representation of LNB speech to reconstruct the better quality speech signal is 

proposed in [208]. However, traditional ASBE are suffering from rebuilding CWB speech 

with high quality under all conditions[2]. 

 

 Compared to ASBE, a CWB speech signal quality is further improved when 

supplementary information from out-of-band is communicated by hiding with the LNB 
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signal[1]. Several techniques for SBE using data hiding are proposed in the state-of-the-art 

literature. An SBE technique is proposed in [86] to embed the encoded SPEs parameters of 

the lost speech frequency components within the LNB speech signal. The embedded 

information retrieves a better-quality CWB signal at the receiver end. A much better-quality 

CWB signal over [15] has been reconstructed in [16], where the SPEs are efficiently encoded 

using phonetic classification. The pitch-scaled frequencies of the OOB signal are hidden in 

the unused frequencies of traditional telephony speech to enhance the quality of RCWB 

speech [13]. The CWB signal of better quality is regenerated in [138-139]  using the CCDH 

technique. High-quality CWB signal is reconstructed using various frequency-domain data 

hiding techniques [209-210]. 

 

SBE techniques with data hiding are expected to deliver high-quality CLNB alongside 

RCWB signals. Also, these methods must be able to handle issues pertaining to CAQNs. 

Nevertheless, most traditional approaches fail to provide high-quality CLNB and RCWB 

signals[16-19,20-22,138]. Also, they are less robust to CAQNs. Thus, developing a novel 

SBE technique using data hiding is essential to improve the quality of CLNB and RCWB 

signals and make them more robust to CAQNs. 

 

An audio steganography technique is presented in [211], using the DCT-BDH method 

to insert the secret message signal in the DCT coefficients of a host speech signal without 

degrading the perceptual quality of the host signal. It was shown that this approach produces a 

stego signal that is indistinguishable from the host signal while reliably recovering the secret 

message signal at the receiver end without any degradation in quality. 

 

A new SBE algorithm using the DCT-BDH technique is proposed to embed the 

parameters of the lost speech frequency components within the DCT coefficients of the LNB 

signal. These hidden parameters are retrieved at the receiver side to produce a better-quality 

CWB signal by combining the missing speech signal that was transmitted through the DCT 

coefficients and the LNB signal. The proposed scheme uses the real missing speech 
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information instead of its estimation, making the reconstruction of the CWB speech more 

accurate than the conventional ASBE.  

 

The Techniques proposed in [1, 16, 22] for SBE are only quantization noise, ignoring 

the channel noise. The CAQNs effects are considered in this work. The spread spectrum 

technique is used in this work for retrieving the embedded information as it is claimed to be 

more robust against CAQNs [148]. In particular, each parameter to be inserted is spread by 

multiplying with a particular spreading sequence. The embedded information is then formed 

by adding the spread signals. Due to orthogonality among spreading sequences, the concealed 

information is retrieved reliably at the user end using a correlator. 

 

Spreading sequences with low cross-correlations is preferred to minimize the 

interference caused by the other embedded components. Hadamard codes have an optimal 

cross-correlation performance, i.e., orthogonal to each other, whereas the m-sequences, Gold-

codes, and Kasami-codes are with varying cross-correlation properties [157-159]. Because its 

optimal cross-correlation performance well recognizes the Hadamard codes, it is employed in 

this work to minimize the interference caused by the other embedded components [160-164]. 

 

6.3. Speech bandwidth extension using DCT Based data hiding  

 

6.3.1. Transmitter 

 

The proposed DCTBDH transmitter is depicted in Fig.6.1. The  CWB signal 𝑆𝑐𝑤𝑏(𝑛) 

is split into LB (0-4kHZ) signal using an LPF and an MHB (4Khz-8kHz) signal using an 

HPF. The LPF output is down-sampled by a factor of two to create an LNB signal 𝑆𝑙𝑛𝑏(𝑛). 

The signal is also down-sampled to produce an MHB signal 𝑆𝑚ℎ𝑏(𝑛).  
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To imperceptibly embed 𝑆𝑚ℎ𝑏(𝑛) into 𝑆𝑙𝑛𝑏(𝑛), the number of parameters that 

represents 𝑆𝑚ℎ𝑏(𝑛)is minimized. The LP analysis is used to complete this target [170]. LP 

analysis is based on the SFM of speech generation. The LPCs are the reciprocal of the AR  

filter coefficients. The LPCs represent the SE of 𝑆𝑚ℎ𝑏(𝑛) are denoted as 𝑏𝑖(𝑖 = 1,… . . ,10), 

where 𝑖 is the order of the filter. The small variation in LPCs results in substantial distortions 

when reconstructing 𝑆𝑚ℎ𝑏(𝑛) ; hence LPCs are modified into LSFs. Also, the gain of 

𝑠𝑚ℎ𝑏(𝑛), denoted with 𝐺𝑟, has to be embedded since synthesized MHB speech have to be 

scaled to appropriate energy to evade over-estimation. Thus, the representation vector which 

represents𝑆𝑚ℎ𝑏(𝑛)is formed by combining LSFs and gain, i.e.,𝑅 = [𝐿𝑆𝐹1, 𝐿𝑆𝐹2,……..,𝐿𝑆𝐹10, 𝐺𝑟]. 

 

The excitation parameters of  𝑆𝑚ℎ𝑏(𝑛) are not embedded to lessen the hidden 

parameters because the ear is not very sensitive to distortions of the ES above LNB [1]. Thus, 

estimating the excitation of  𝑆𝑚ℎ𝑏(𝑛)  at the receiver from 𝑆𝑙𝑛𝑏(𝑛) is more compatible with 

the reconstruction performance.  

Fig. 6.1 Proposed DCTBDH Transmitter 
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All the parameters of 𝑅are denoted with 𝐷𝑖. One among all the parameters of 𝑅 is then 

denoted with 𝐷𝑖0. Every parameter of  𝑅 to be embedded is spread by multiplying it with a 

particular spreading sequence, i.e.,𝐷𝑖 • 𝑝
→𝑖 , 1 ≤ 𝑖 ≤ 𝑄. The hidden data is then produced by 

adding all of these spreading vectors and is given by  

 

𝑉(𝑔) =∑𝐷𝑖𝑝
𝑖(𝑔)

𝑄

𝑖=1

                                                                                                                   (6.1) 

 

where 𝑔𝑡ℎ element of 𝑝→𝑖 represented by 𝑝𝑖(𝑔).  DCT is then applied to the LNB 

signal𝑆𝑛𝑏(𝑛) and can be expressed as 

 

𝑆𝑙𝑛𝑏(𝑘) = 𝑤(𝑘)∑ 𝑆𝑙𝑛𝑏(𝑛)

𝑁−1

𝑛=0

cos
(2𝑛 + 1)𝑘𝜋

2𝑁
, 𝑘 = 0 𝑡𝑜𝑁 − 1                                                     (6.2) 

 

where 

𝑤(𝑘) = √
1

𝑁
𝑖𝑓𝑘 = 0,𝑤(𝑘) = √

2

𝑁
                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 

The last 16 coefficients of the DCT coefficients are replaced by 𝑉(𝑔) resulting in a 

CNB signal spectrum. To transform back the CLNB signal spectrum to time-domain 

representation, IDCT is applied on the CLNB signal spectrum and can be expressed as  

 

𝑆𝑙𝑛𝑏(𝑛) = ∑ 𝑤(𝑘)𝑆𝑙𝑛𝑏(𝑘)

𝑁−1

𝑘=0

cos
(2𝑛 + 1)𝑘𝜋

2𝑁
, 𝑛 = 0 𝑡𝑜𝑁 − 1                                           (6.3) 
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Thus, a CLNB signal  𝑆𝑙𝑛𝑏
1 (𝑛) is produced so that it can be communicated to the 

receiver on a TNC.  

 

6.3.2.  Receiver 

 

 

Fig.6. 2 Proposed DCTBDH  receiver 

 

The DCTBDH receiver is depicted in Fig. 6.2. The CLNB signal received through a 

TNC is noisy. Assume that the received signal is represented by Ŝ𝑙𝑛𝑏
1
(𝑛) i.e.,  Ŝ𝑛𝑏

1
(𝑛) =

 𝑆𝑛𝑏
1 (𝑛) + 𝑒.Where 𝑒 represents the combination of CAQNs. The conventional phone terminal 

treats Ŝ𝑙𝑛𝑏
1
(𝑛)as an ordinary signal. The LNB signal quality is not noticeably degraded since 

there is a very small perceived difference between𝑆𝑙𝑛𝑏
1 (𝑛) and Ŝ𝑙𝑛𝑏

1
(𝑛). Retrieval of the 

embedded data requires applying DCT on the CNB signal to obtain the DCT coefficients. 

 

The spread parameters are then obtained from the last 16 DCT coefficients, and a 

correlator is used to de-spread these parameters. Assuming a particular Ḓ𝑖 is represented as  

Ḓ𝑖𝑜 to be retrieved, the correlation can be expressed as      
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Ḓ𝑖𝑜 = 
1

𝑄
∑Ṿ(𝑔)

𝑄

𝑔=1

𝑝𝑖𝑜(𝑔)                                                                                (6.4) 

 

where Ṿ(𝑔)  represents noisy  𝑉(𝑔)and is given by 

 

Ṿ(𝑔) = 𝑉(𝑔) + ē(𝑔)                                                                                      (6.5) 

 

  Equation (6.5) is substituted into equation (6.4), so that we have      

 

Ḓ𝑖𝑜 = 
1

𝑄
∑Ṿ(𝑔)

𝑄

𝑔=1

𝑝𝑖𝑜(𝑔) 

 

                  =
1

𝑄
∑𝑝𝑖𝑜
𝑄

𝑔=1

(𝑔)(∑Ď𝑖𝑝
𝑖(𝑔)

𝑄

𝑖=1

 + ē(𝑔)) 

 

=
1

𝑄
∑𝑝𝑖𝑜
𝑄

𝑔=1

(𝑔) × (Ď𝑖𝑜𝑝
𝑖𝑜(𝑔) + ∑Ď𝑖𝑝

𝑖(𝑔) + ē(𝑔)

𝑖≠𝑖𝑜

) 

 

        = Ď𝑖𝑜 +
1

𝑄
∑∑Ď𝑖𝑝

𝑖(𝑔)𝑝𝑖𝑜(𝑔)    +
1

𝑄
∑𝑝𝑖𝑜(𝑔)ē(𝑔)

𝑄

𝑔=1

                     (6.6)

𝑖≠𝑖𝑜

𝑄

𝑔=1

 

 

The PN sequences are orthogonal. i.e. 

 

∑𝑝𝑖(𝑔)𝑝𝑖𝑜(𝑔)

𝑄

𝑔=1

= 0  

 

where i≠ io. Therefore 
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∑∑Ď𝑖𝑜𝑝
𝑖(𝑔)𝑝𝑖𝑜 = ∑Ď𝑖𝑜

𝑖≠𝑖𝑜

∑𝑝𝑖(𝑔)𝑝𝑖𝑜(𝑔)

𝑄

𝑔=1𝑖≠𝑖𝑜

            

𝑄

𝑔=1

= 0                                                                                                                    (6.7) 

 

 

Also, since there was no correlation between 𝑝𝑖𝑜(𝑔) and  ē(𝑔)i.e.   

 

 

1

𝑄
∑𝑝𝑖𝑜(𝑔)

𝑄

𝑔=1

ē(𝑔) = 0                                                                                               (6.8) 

 
                                                                                                                                                                                                                                                                      

when 𝑄 → ∞. Equations (6.7) and (6.8) are substituted into equations (6.6), thus we have 

 

 

Ḓ𝑖𝑜 = Ď𝑖𝑜                                                                                                               (6.9) 

 

 This reveals that the parameters which represent Ŝ𝑚ℎ𝑏(𝑛) can be effectively recovered 

by using the SS technique [169], and then the LPCs are obtained from LSFs. Meanwhile, 

LNB residual signal is received by inverse filtering  Ŝ𝑙𝑛𝑏
1 (𝑛) using LPCs of   Ŝ𝑙𝑛𝑏

1 (𝑛) and then 

obtain the MHB-ES signal by extending the LNB residual signal. The MHB signal  Ŝ𝑚ℎ𝑏(𝑛)  

that was embedded is synthesized by exciting the synthesis filter described by the recovered 

LPCs by an MHB excitation signal. The received CLNB and reconstructed MHB signals are 

sampled at an 8 kHz sampling rate. These signals are then interpolated by a factor of two. 

𝑆𝑚ℎ𝑏
1 (𝑛) , represents interpolated Ŝ𝑚ℎ𝑏(𝑛) signal. The interpolated CLNB (𝑆𝑙𝑛𝑏

11 (𝑛)) and 

MHB 𝑆𝑚ℎ𝑏
1 (𝑛) signals  are added up to reproduce a CWB signal (𝑆𝑐𝑤𝑏

1 (𝑛)) of good quality. 

 

6.4. Experimental Results 

 

The speech utterances used for the performance evaluations of traditional and proposed 

SBE techniques were obtained from the TIMIT database[166]. The evaluations were done by 
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taking thirty different speech utterances, of which thirty female and male speakers spoke. 

Each speech signal was split to form frames 20ms long, and an overlap of 10ms was 

maintained between frames. Each frame was processed individually. The performance 

assessment of the methods was done by considering the subjective and objective measures. 

The proposed methodology competency is explored by comparing it with traditional 

techniques, such as TTSBEDH [15], TTSBEPC [16], TTSBEBDH [19], and TTSBEWTSI 

[96].AWGN and µ-law channel models were used for analysis.     

 

6.4.1. Subjective quality assessment 

 

The perceptual clearness was assessed with the MOS test[150]. The subjective 

comparison between CWB, CLNB, LNB, and RCWB signals was also employed. An 

evaluation was done using a predefined scale by examining participant's views on speech 

sounds. Each person is made to hear the speech utterances through headphones in a silent 

chamber. Thirty persons participated in the tests. 

 

6.4.1.1 Perceptual Transparency 

 

The perceptual transparency was assessed with the MOS test. The CLNB and LNB 

signals have to be similar sounds. Compared to CLNB and LNB signals, the listener decides 

in terms of MOS, as shown in Table 6.1. The average MOS values of traditional [15, 16, 19, 

96] and proposed techniques are given in Table 6.2. The proposed technique gave a MOS 

value of 3.99, which indicates that the proposed technique has excellent perceptual 

transparency over the traditional techniques [15, 16, 19, 96]. The proposed technique gave a 

MOS value of 3.99, almost near the standard MOS value of 4, indicating that CLNB and LNB 

signals were more or less identical. 
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Table 6.1   MOS 

 

 

 

 

Table 6.2 Result of MOS 

 

 

 

6.4.1.2 Subjective Comparisons between CWB, LNB, CLNB, and RCWB 

Speech samples 

 

A listening test was done to compare performances between the proposed and 

conventional methods. Here, the CWB signal, LNB signal, CLNB signal, and RCWB signal 

were labeled I, II, III, and IV, respectively. Participants are asked to compare the samples 

pairwise to tell whether the first sample was superior to, inferior to, or equal to the second. 

The responses after comparing I, II, and III with the other signals are tabulated in Tables 6.3, 

6.4, and 6.5. Arabic numerals indicate the number of participants with a specific preference in 

the table. It is observed that the CWB signal is superior to the LNB and CLNB signals of 

traditional [15, 16, 19, 96] and the proposed methods from Table 6.3. Also, we observe that 

RCWB signal quality is far superior using the proposed method over traditional methods [15, 

16, 19, 96] from Table 6.3. Thus, the speech quality was enhanced by the proposed technique. 

Compared to traditional methods, it is observed that the RCWB signal of the proposed 

method is superior to that of the LNB signal, as may be seen in Table 6.4. Also, a clear 

perceptual transparency improvement of the proposed method over the conventional methods 

was observed in Table 6.4, which shows that the quality of the CLNB signal is almost 

identical to that of the LNB signal. The data embedding performed in the proposed method 

has very little impact on perception. Compared to conventional methods[15, 16, 19, 96], it is 

observed that the RCWB speech of the proposed technique is better than the CLNB speech 

score Instruction 

1 LNB and CLNBsignals sound different 

2 Observable difference between LNB and CLNBsignals   

3 Minute differencebetweenLNB and CLNBsignals    

4 LNB and CLNBsignals sound alike 

Technique Mean opinion score 

TTSBEDH [15] 2.89 

TTSBEPC [16] 3.07 

TTSBEBDH [19] 3.18 

TTSBEWTSI [96] 3.54 

Proposed method 3.99 
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from Table 6.5. Thus, the proposed method produces a much better quality speech signal than 

the conventional methods[15, 16, 19, 96]. 

 

Table 6.3Subjective comparison test results between I, II, III, and IV 

 

 

 

 

 

 

 

 

 

Table 6.4Subjective comparison test results between II, III, and IV 

 

 

 

 

 

 

 

 

 

 

 

 

      Technique 
I              II III IV 

 

TTSBEDH [15] 

> 30 30 14 

< 0 0 0 

 0 0 16 

 

TTSBEPC [16] 

> 30 30 12 

< 0 0 0 

 0 0 18 

 

TTSBEBDH [19] 

> 30 30 11 

< 0 0 0 

 0 0 19 

 

TTSBEWTSI [96] 

> 30 30 7 

< 0 0 0 

 0 0 23 

 

Proposed method 

> 30 30 2 

< 0 0 0 

 0 0 28 

      Technique II III IV 

 

TTSBEDH [15] 

> 8 3 

< 4 18 

 18 9 

 

TTSBEPC [16] 

> 8 1 

< 2 19 

 20 10 

 

TTSBEBDH [19] 

> 5 2 

< 3 20 

 22 8 

 

TTSBEWTSI [96] 

> 5 2 

< 2 22 

 23 6 

 

Proposed method 

> 2 0 

< 0 27 

 28 3 




















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Table 6.5 Subjective comparison test results between III and IV 

 

 

 

 

 

 

 

 

6.4.2. Objective Quality Assessment 

 

6.4.2.1. RCWB speech quality 

 

The quality of RCWB speech is evaluated using the LSD measure. An RCWB signal 

with the least value of LSD is said to be of good quality. The resultant LSD for conventional 

[15, 16, 19, 96] and proposed techniques with a µ-law channel model are presented in Table 

6.6. It was evident that the proposed technique's RWB signal quality was far superior to the 

signal quality generated using conventional [15, 16, 19, 96], and proposed techniques with a 

µ-law channel model are presented in Table 6.6. It was evident that the proposed technique's 

RCWB signal quality was far superior to the signal quality generated using conventional 

techniques [15, 16, 19, 96].  In addition, the proposed technique offers an LSD of 2.2248, 

indicating that the RCWB speech of the proposed technique and original CWB speech 

qualities are almost equal. The good RCWB signal performance of the proposed technique, 

which was already found in the subjective tests, is now supported by these LSD values. The 

proposed technique offers an LSD of 2.35 with the AWGN channel model.   

 

 

      Technique III IV 

 

TTSBEDH [15] 

> 6 

< 18 

 6 

 

TTSBEPC [16] 

> 5 

< 17 

 8 

 

TTSBEBDH [19] 

> 3 

< 18 

 9 

 

TTSBEWTSI [96] 

> 4 

< 20 

 6 

 

Proposed method 

< 0 

 29 

> 1 










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                                                                    Table 6.6LSD test results. 

 

 

 

 

 

6.4.2.2 Perceptual transparency 

 

The evaluation of perceptual transparency is done by providing LNB and CLNB 

signals as inputs and comparing them to rate speech quality. The LNB-PESQ value will range 

between 0.5 and 4.5; the higher the value, the superior the quality. The average LNB-PESQ 

values of conventional [15, 16, 19, 96] and proposed methods are tabulated in table 6.7.The 

proposed technique gives the LNB-PESQ value of 4.47, indicating that the proposed 

technique has excellent perceptual transparency over traditional techniques [15, 16, 19, 

96]which was already confirmed by subjective listening tests. 

Table 6.7    LNB-PESQ test results. 

 

 

 

 

 

 

The LNB-POLQA value will range between 1 and 5; the higher the value, the superior 

the quality. The average LNB- POLQA values of conventional [15,16,19,96] and proposed 

methods are tabulated in table 6.8. The proposed technique gives an LNB-POLQA value of 

4.03, which indicates that the proposed technique has excellent perceptual transparency over 

traditional techniques [15,16,19,96], which was already confirmed by subjective listening 

tests.   

 

 

Technique Log Spectral Distortion 

TTSBEDH [15] 12.83 

TTSBEPC [16] 10.69 

TTSBEBDH [19] 6.07 

TTSBEWTSI [96] 5.94 

Proposed method 2.248 

Technique LNB-PESQ 

TTSBEDH [15] 2.87 

TTSBEPC [16] 3.07 

TTSBEBDH [19] 3.42 

TTSBEWTSI [96] 3.45 

Proposed method 4.47 
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Table 6.8 LNB-POLQA Test Results. 

 

 

 

 

 

Fig. 6.3 Spectrograms from top to bottom: (a) CLNB speech, (b) LNB speech.   

 

In Fig. 6.3, the upper plot depicts the spectrogram of LNB speech     Slnb(n), whereas 

the lower plot b depicts the spectrogram of the CLNB speech Slnb
1 (n). It is clear from the 

figures that Slnb(n) and Slnb
1 (n)  are almost indistinguishable [1,9,140,167,168]. 

 

6.4.2.3 Robustness of embedded information 

 

AWGN with SNR ranges between 15 and 35 dB is added to the CLNB signal 

[17,18,151,159,183]. The evaluation of the vigor of the proposed method is done by utilizing 

MSE and is calculated using the formula. 

 

Technique LNB-POLQA 

TTSBEDH [15] 2.54 

TTSBEPC [16] 2.99 

TTSBEBDH [19] 3.21 

TTSBEWTSI [96] 3.35 

Proposed method 4.03 
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       𝑀𝑆𝐸 =
1

𝑁
∑ (𝑆𝑐𝑤𝑏

1 (𝑛) − 𝑆𝑐𝑤𝑏(𝑛))
2𝑁−1

𝑛=0                                                     (6.10) 

Where the RCWB signal is represented by 𝑆𝑐𝑤𝑏
1 (𝑛) and the original CWB signal is 

represented by 𝑆𝑐𝑤𝑏(𝑛). The spreading sequence length is 16. An RCWB signal with a small 

value of MSE is said to be of good quality. The proposed technique gives MSE values as a 

function of SNR ranges between 15 and 35 dB, which are below 7.7083x10-4, indicating that 

the RCWB signal quality obtained by the proposed technique is excellent. The proposed 

technique gives an MSE value after adding quantization noise (μ-law) to slnb
1 (n) is 5.78x10-

4indicating that the RCWB signal quality obtained by the proposed technique is excellent.  

 

6.4.2.4.CWB speech Quality 

 

The evaluation of the quality of RCWB speech is done by giving CWB and RCWB 

signals as inputs and comparing them in order to rate speech quality. The average CWB-

PESQ values of the conventional [15,16,19,96], and proposed methods are shown in table 6.9. 

A CWB-PESQ value of 4.45 confirms that the RCWB signal quality that was obtained by the 

proposed technique is excellent compared to traditional techniques [15, 16, 19, 96], which 

was already confirmed by subjective listening tests on a set of participants. Thus, the speech 

quality was improved by using the proposed technique. 

 

Tab. 6.9. Results of the CWB-PESQ 

 

 

 

 

The evaluation of the quality of RCWB speech is done by giving CWB and RCWB 

signals as inputs and comparing them in order to rate speech quality. The average CWB- 

POLQA values of the conventional [15, 16, 19, 96]and proposed methods are shown in table 

Technique CWB-PESQ 

TTSBEDH [15] 2.49 

TTSBEPC [16] 2.73 

TTSBEBDH [19] 3.64 

TTSBEWTSI [96] 3.71 

Proposed method 4.45 
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6.10. A CWB-POLQA value of 4.15 confirms that the RCWB signal quality that was 

obtained by the proposed technique is excellent compared to traditional techniques [15, 16, 

19, 96], which was already confirmed by subjective listening tests on a set of participants. 

Thus, the speech quality was improved by using the proposed technique.  

 

Tab. 6.10. Results of the CWB-POLQA 
 

 

 

 

6.5.Results and Conclusions 

 

In this Chapter, SBE is proposed using the DCTBDH technique for extending the 

bandwidth of the existing LNB telephone networks. The spread SEPs of the MHB signal is 

embedded within the DCT coefficients of the LNB signal at the transmitter. The embedded 

information is extracted at the receiver end to reconstruct the CWB signal of good quality. 

    

The spread spectrum technique is employed to increase the robustness of the 

embedded MHB signal to CAQNs by spreading the SEPs by multiplying them with spreading 

sequences and then adding them up together to provide the embedded information. The 

embedded information can be reliably recovered by using a correlator. The MSE test confirms 

the robustness of the proposed method to CAQNs. The MOS, LNB-PESQ, and LNB-POLQA 

test values obtained for the proposed method indicate that the method embeds the MHB 

information more transparently than conventional methods. The proposed technique enhanced 

the RWB signal quality over conventional techniques, and it was evident through subjective 

listening, CWB-POLQA, and LSD tests.  The proposed method produces a much better-

quality speech signal than the conventional techniques.  Hence it is suitable for extending the 

bandwidth of the existing telephone networks without making changes to the telephone 

networks.     

 

Technique CWB-POLQA 

TTSBEDH [15] 2.08 

TTSBEPC [16] 2.45 

TTSBEBDH [19] 3.13 

TTSBEWTSI [96] 3.34 

Proposed method 4.15 
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Chapter- 7 
 

 

7.1. Conclusions 

 

In this thesis, a significant focus is on creating and assessing innovative SBE 

algorithms that use data masking strategies. At frequencies above LNB, new SBE approaches 

are introduced. CLNB speech and RCWB speech quality can be improved using new 

techniques that are more robust to CAQNs. SBE methods utilizing hybrid transform-based 

data hiding, frequency-domain data hiding, discrete Wavelet transform-discrete Cosine 

transform-based data hiding with encoding, and discrete Cosine transform-based data hiding 

have all been developed and analyzed in this report. 

 

Chapter 3 proposes an evaluation of SBE using a Hybrid Model Transform Domain 

speech bandwidth extension using data hiding(HMTDBWE).The subjective, CWB-POLQA 

and LSD test results show that the proposed method improves speech quality than traditional 

SBE techniques. The MOS, LNB-PESQ, and LNB-POLQA test results show that the 

proposed method hides the MHB information more transparently than traditional SBE 

techniques. 
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In Chapter 4, A novel speech BWE technique using DWT-DCT-BDH is proposed. 

The spread parameters of the MHB signal are hidden inside the low-amplitude, high-spectral 

frequency part of the LNB signal. The hidden information is retrieved at the other end to 

recreate a better-quality CWB speech signal. The subjective, CWB-POLQA, and LSD test 

results show that the proposed method improves speech quality more than traditional SBE 

techniques. The MSE test results show that the proposed method is robust to CAQNs. The 

MOS, LNB-PESQ, and LNB-POLQA test results show that the proposed method hides the 

MHB information more transparently than traditional SBE techniques. 

 

Chapter 5 proposes a novel SBE algorithm aided by frequency-domain data hiding 

technique for embedding spread SEPs of MHB signal within LNB signal DCT coefficients. 

The concealed information is extracted to generate an extraordinary-quality CWB signal at 

the receiver end.The concealed information is vulnerable to CAQNs. Thus, the CDMA 

approach is employed for reproducing the concealed information thatis appealed as robust 

towards CAQNs. Especially, every information bit entrenched within the LNB signal is 

spread out as the product by definite SPEs. Then, the spread signals were summed to create 

concealed information. The concealed information could be consistently retrieved since the 

correlation among the SPEs is low. It is evident that the proposed approach was a vigorous 

solution for SBE. Subjective, CWB-PESQ, LSD, and CWB-POLQA test results confirmed 

excellent and improved RCWB signal performance using the proposed method over the 

traditional techniques. An apparent PCL enhancement of the proposed approach over the 

conventional methods is witnessed from MOS, LNB-PESQ, and LNB-POLQA tests.  

 

In Chapter 6, a novel SBE algorithm utilizing the DCTBDH technique has been 

proposed. The spread SEPs of the MHB signal is kept embedded within the DCT coefficients 

of the LNB signal at the transmitter. The hidden information is retrieved at the receiver end to 

recreate the CWB signal of good quality. The spread spectrum technique is employed to 

increase the robustness of the embedded MHB signal to CAQNs by spreading the spectral 

envelope parameters by multiplying them with spreading sequences and then adding them up 

together to provide the embedded information. The embedded information can be reliably 

recovered by using a correlator. The MSE test confirms the robustness of the proposed 

method to CAQNs. The MOS, LNB-PESQ and LNB-POLQA test values obtained for the 
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proposed method indicate that the method embeds the MHB information more transparently 

compared to the conventional methods. The proposed technique enhanced the RCWB signal 

quality over conventional techniques, and it was evident through subjective listening, LSD 

CWB-PESQ, and CWB-POLQA tests.  The proposed method produces a much better-quality 

speech signal than the conventional techniques.   

 

7.2. Future scope 

 

This section provides future directions for work on SBE using data hiding. The main 

issues to be considered include robustness to channel and quantization noises, improved 

perceptual transparency, and improvement in reconstructed CWB signal quality. In this thesis, 

four different SBE algorithms have been developed and evaluated, which include a novel SBE 

algorithm using hybrid transform domain-based data hiding technique,a novel SBE algorithm 

using DWT-DCT based data hiding technique, a novel SBE algorithm aided by 

frequencydomain data hiding technique and,a novel SBE algorithm using Discrete cosine 

transform technique. In the future, other data-hiding techniques for SBE can be used to 

improve the performance of SBE systems.  

 

In addition, multi-languages with different speaking styles vary from user to user. 

Therefore, studying the dependence of SBE using data hiding on multi-languages with 

varying speaking styles is mandatory to make sure the international applicability of the SBE 

using data hiding.     

 

Finally, many researchers have contributed to the development and evaluation of SBE 

using data hiding. Since the early 2000s, a multitude of approaches and complete algorithms 

have been proposed. Unfortunately, comparisons between methods from different authors 

have rarely been reported. A comprehensive comparison of state-of-the-art methods would be 

an interesting topic of future study and beneficial for SBE using data-hiding research. 
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