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Abstract

During the last decade, the rapid proliferation of mobile devices created an ever-

increasing need for high speed data access. This unintermittedly manifested the present

radio frequency (RF) based wireless communication systems to suffer from spectrum con-

gestion, limited data rates, huge increase in latency, decrease in reliability of services

and interference. Concurrently, indoor illumination has been revolutionized by solid-state

lighting, where light emitting diodes (LEDs) have been emanating as potential technology

to replace current incandescent and fluorescent lamps due to their distinguished advan-

tages such as long lighting hours, high efficiency, small size and low power consumption.

Persuaded by this striking augmentation of LED technologies and in order to alleviate the

RF spectrum scarcity problem, visible light communication (VLC) is arousing invariably

tremendous momentum in both academia and industry. The noteworthy features offered

by VLC like its worldwide usage, huge, license-free bandwidth and enhanced security

facilitated VLC to evolve as a promising candidate to complement the conventional RF

counterpart. The stupendous notability of VLC to facilitate illumination and commu-

nication contemporaneously by exploiting illuminating devices like LEDs will definitely

enable VLC to emerge as an intriguing alternative to traditional RF-based wireless com-

munication.

Foreseeing the future demands of several applications, this dissertation focuses on

several aspects of VLC which are vital to be addressed to render high data rate com-

munication. In spite of significant amount of prevalence, the low modulation bandwidth

of white phosphorescent LEDs hinders the high data rate communication. Therefore,

to boost the data rates, VLC adopts the robust multicarrier modulation technique like

orthogonal frequency division multiplexing (OFDM) due to its inherent advantages like

combating inter symbol interference, being resilient to frequency selective fading channel
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effects, simple single tap-equalization techniques, etc. The non-coherent emission charac-

teristics of LEDs make intensity modulation (IM) and direct detection (DD) as the most

viable modulation scheme for VLC. This is obvious because the data is transmitted by

modulating the intensity of light. However, the traditional OFDM as used in RF cannot

be directly employed in VLC due to the constraint that the transmitted signal has to be

both real and positive-valued i.e., unipolar. It is apparent that inverse fast Fourier trans-

form (IFFT) and fast Fourier transform (FFT) play a vital role for enabling modulation

and demodulation in OFDM. When the incoming stream of data is mapped by employ-

ing complex constellation techniques like quadrature amplitude modulation (QAM), the

output of the IFFT will be a complex and bipolar signal. Since, light intensity cannot be

negative and complex, the input to the IFFT is constrained to satisfy Hermitian Symme-

try criteria for yielding a real valued signal while dealing with optical OFDM. However, in

doing so, only half of the subcarriers are utilized for the transmission of the data because

the rest half are flipped complex conjugate versions of the previous ones. Therefore, this

leads to a decrease in throughput and moreover incurs additional digital signal processing

for the computation of Hermitian Symmetry.

Consequently, this entails to exploit real transformation techniques like discrete co-

sine transform (DCT), discrete sine transform (DST), and discrete Hartley transform

(DHT), etc for obtaining a real-valued signal. In order to yield a positive-valued signal,

DC-biased optical OFDM (DCO-OFDM), asymmetrically clipped optical OFDM (ACO-

OFDM) are considered in this work. In general DCO-OFDM consists of adding a DC

bias to the time-domain signal in order to attain a positive valued signal. In specific,

this addition of DC bias has made DCO-OFDM as a power inefficient scheme. ACO-

OFDM overcomes this drawback by avoiding the addition of DC bias but, this is at the

expense of reduced throughput. Due to real and positive nature of the transmitted time-

domain signal, firstly we derive the mathematical expressions for the time-domain signal

formats in accordant with IM/DD systems for VLC. Taking into consideration the disper-

sive VLC channel environment in an indoor room environment, sensing and estimation

of the channel is necessary. This work analyses the performance of comb-type pilot ar-

rangement aided channel estimation for different multicarrier transmission systems like

DCO-OFDM, ACO-OFDM, DHT-based ACO-OFDM and Fast-Walsh Hadamard Coded

Modulation (HCM), DCT-based DCO-OFDM over dispersive VLC channel. In addition,
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for the first time this work proposes a DST-based DCO-OFDM and ACO-OFDM system

and evaluates the bit error rate (BER) performance of the developed system over both

additive white Gaussian noise (AWGN) channel and diffused optical channel environment.

Various channel estimation techniques like least square (LS), minimum mean square error

(MMSE), different interpolation techniques like linear, spline and low-pass interpolation

schemes are evaluated and compared for the aforementioned multicarrier systems. In ad-

dition, Cramer Rao Lower Bound (CRLB) is derived for the channel estimation error.

Furthermore, this thesis addresses a vital aspect like peak to average power ratio

(PAPR) which arises due to the superimposition of huge number of subcarriers in op-

tical OFDM. This aspect is fuelled with the limited dynamic range of LEDs, where it

leads to clipping of the time-domain optical OFDM signal which doesn’t fit within the

linear range of LEDs. Hence, investigations are carried to reduce the amount of PAPR by

imposing several PAPR reduction techniques like Spreading technique, Partial Transmit

Sequence (PTS), clipping and filtering. Exploiting the advantages of real trigonometric

transform like DCT and DST, this work proposes DCT-spread and DST-spread tech-

nique to reduce the amount of PAPR in DCT/DST-based DCO-OFDM system. Upon

comparison with other PAPR reduction schemes, the spreading technique significantly

reduces the amount of PAPR. Additionally, in order to reduce the amount of PAPR in

a multicarrier based system, this thesis expedites single carrier frequency division multi-

ple access (SC-FDMA) and derives the mathematical expressions for different mapping

strategies like optical localized frequency division multiple access (OLFDMA), optical

interleaved FDMA (OIFDMA) and compares the PAPR performance with optical or-

thogonal frequency division multiple access (OOFDMA) for both DCT and DST based

multiple access systems. The simulated results emphasize that among the multiple ac-

cess schemes, PAPR reduction in OIFDMA is superior than OLFDMA and outperforms

OOFDMA in both DCT/DST based systems.

Finally, this work addresses the performance of the developed multicarrier and mul-

tiple access systems in the presence of frequency offset (FO) and symbol time offset (STO)

and furthermore, derives the mathematical analysis for different sorts of interferences like

inter carrier interference (ICI), multi user interference (MUI) emanating in the uplink

scenario in DFT-based and DCT-based DCO-OFDMA systems. This is a vital issue

which needs to be addressed because, the presence of these offsets hinders the detection
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capability of the desired subscriber signal in the presence of multiple users. From the

simulated results it can be evidenced that the BER performance of the proposed system

deteriorates as the sensitivity of the offsets increases. Hence, in order to effectively es-

timate these offsets, this thesis imposes synchronization algorithms like Classen, Moose,

Training symbol-assisted, Maximum correlation and Minimum difference algorithms. Ad-

ditionally, CRLB is derived for the estimation of FO and STO and is verified through

simulation results. From the simulation results, it can be evidenced that CRLB attains

the minimum mean square error (MSE) upon comparison with other algorithms.

The major focus of this thesis is to derive the analytical expressions for different

time-domain signals for both multicarrier and multiple access schemes which are fulfilling

the requirements of cost-effective IM/DD systems for VLC. For the provision of reducing

the computational complexity, this work analyses the performance of DCO-OFDM and

ACO-OFDM system based on real signal transformation techniques like DCT, DST and

DHT in terms of BER, MSE and PAPR and compares with the traditional HS imposed

FFT-based optical OFDM. Even though several variants of OFDM have been proposed in

the literature, the main motive behind employing DCO and ACO-OFDM is that majority

of the variants are a combination of DCO and ACO-OFDM. Moreover, the other vari-

ants involve a complexity in the design of receiver. The proposed system models and the

mathematical analysis carried in this work will enable VLC to be envisaged as a potential

complementary to RF-based wireless communication.
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Chapter 1

Brief Overview

1.1 Introduction and Literature Survey

The sophisticated advancements of technology sparked a significant amount of at-

traction in the modern society to rely on wireless communication technologies for achieving

an economical and ubiquitous data transmission aid. This is further escalated with the

expeditious augmentation of mobile devices which includes laptops, tablets, palmtops,

smart phones and diverse number of devices which are on the internet of things (IoT)

have lead to a drastic increase in the insistence for data access over the wireless networks.

In the recent times, several studies in the literature reveal that mobile data traffic is

increasing explosively [1]. Consequently, this exponential increase of mobile data traffic

saturates the existing radio frequency (RF) spectrum thereby enabling it to emerge as

an inadequate resource in the near future. This unprecedented increase in the demand

for data manifests to curtail the reliability of services which leads to a huge increase in

latency and decrease in network throughput. This is referred to as ‘spectrum crunch’.

To alleviate this congested RF spectrum problem, definitely alternative technologies are

necessitated to fill in the existing gap [2], [3].

This progressively garnered a tremendous interest towards the visible light portion

of the electromagnetic spectrum and has given rise to a novel communication based tech-

nology called visible light communication (VLC). The distinctive nature of VLC is that it

exploits simple, solid-state, cost-effective, energy-efficient and sustainable opto-electronic

devices like light emitting diodes (LEDs) to facilitate ‘illumination’ and ‘communication’
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contemporaneously. VLC has gained a significant momentum in the recent years due to

its distinguishing characteristic features of offering a prodigious, unregulated and licensed-

free bandwidth in the range of several terahertz (THz) frequency range i.e., corresponding

to a frequency of 430 THz to 790 THz. Thus, the abundance of unlicensed and re-usable

visible light band bestows as the most feasible solution to support and complement the

RF-based wireless communications. Additionally, the energy consumption at a global

level laid the platform to instigate economically and ecologically amicable solutions. This

is further intensified with the reformation of indoor illumination where the incandescent

and fluorescent lamps have been replaced by a more compact lighting sources like LEDs.

This evolves to be a simple and cost-effective solution to reduce the emission of

green house gases and to effectively increase the energy-utilization efficiency. Further-

more, the rapid deployment of LEDs has accelerated their interface in many illumination

appliances, smart phones, televisions, road side units (RSU) like traffic signals, vehic-

ular based infrastructure namely head and tail lights of cars, advertising panels, street

lights, dashboards and several other applications [4]. A myriad variety of applications are

becoming LED-based because of their remarkable benefits which includes compactness,

sustainability, low power consumption, high tolerance to humidity, longer operational life

time, easier and smoother operation, no electromagnetic interference, high energy effi-

ciency, etc. The prominent virtue of LED is that it can be switched at a rapid speed to

modulate the data signal without the change being perceived by the human eye. Thus,

it facilitates simultaneous communication and illumination which is aesthetically pleasing

to the human eye.

Accordingly, the several distinguished traits of LEDs exhibit clear advantages over

the incandescent and fluorescent lamps and unambiguously they are foreseen to emerge

as potential candidates for future illumination equipments. Moreover, the fast switching

speeds of LEDs, i.e., their fast response time allows for the realization of efficient high

speed wireless links, where each LED can act as an optical access point (OAPs). In

particular, an indoor optical wireless link can be effectively realized by utilizing simple,

cost-effective, power-efficient and reliable opto-electronic devices like LEDs and photo-

diodes (PDs). Moreover, the omnipresence of LEDs provides the flexibility of creation

of a small scale communication network where each installed LED lighting fixture acts

as a base station or as an OAP rendering service to multitude of subscribers which are
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within the vicinity of the LEDs. If the indoor base stations are merged with LED-based

illumination devices and amalgamated with other communication networks in a manner

to facilitate the intelligence combination of ‘illumination’ and ‘communication’ then, a

power and spectrally efficient indoor communication can be accomplished.

This emanating technology imparts several illustrious benefits among of which are

the following:

• VLC does not exhibit any interference with RF based electronic circuitry thus,

allowing for its easy interface in planes, hospitals, public places like museums, au-

ditoriums, etc.

• It is referred to as a safer technology because it assures no health hazards as long

as skin and eye safety regulations are fulfilled.

• Moreover, its energy-efficient nature enabled it to be referred to as a green com-

munication technology as there is significant reduction in the levels of emission of

carbon-dioxide.

• Additionally, it guarantees a secure and reliable communication because the light

signals do not penetrate through walls and opaque objects therefore, certainly the

amount of inter-cell interference can be effectively reduced thus assuring protection

of data against eavesdropping.

• The rapid deployment of LEDs enables their easy interface with almost every unit

present in the city which includes, RSU like street lightings, traffic signals, dash-

boards, advertisements panels and sign-boards thus, imbibing the city to emerge as

a smart city.

• The abundance amount of unlicensed bandwidth will definitely guarantee a high

data rate communication. Thus, this technology can be claimed to be an intriguing

revolutionary to traditional RF-based wireless communication counterparts because

it copes up with the future demand of indoor access to many real-time bandwidth

intensive applications like streaming audio, video, high definition television, voice

over internet protocol (VoIP), etc.
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Going into the details about the origin of VLC: The tremendous efforts by the researchers

at Keio University in Japan has resulted in the development of a home based access net-

work by exploiting white LEDs [5]. Later on, progressed by the rapid research in Japan,

with the motive of enabling VLC support for hand-held devices and vehicles paved the

way for the formation of Visible Light Communications Consortium (VLCC), in Japan in

the year November 2003 [6]. This consortium contributes to research, augmentation and

professed two standards namely Visible Light Communication System standard and Vis-

ible Light ID System for VLC. Later on, these aforesaid standards were disseminated by

Japan Electronics and Information Technology Industries Association (JEITA) in the year

June 2007 as JEITA CP-1221 and JEITA CP-1222 [7]. Subsequently in October 2008,

VLCC started cooperation with the Infrared Data Association (IrDA) and the Infrared

Communication Systems Association (ICSA) [8]. VLCC specification standard adopting

and expanding the IrDA physical layer was announced in the year 2009.

Concurrently, much relevant work was strived in OMEGA Project (home Gigabit

Access) in [9] which was supported by the European Community. This work emphasizes

that optical wireless communication (OWC) will unambiguously furnish the desired high

data rate communication [10]. With the motive of further enhancing the standardization

of VLC, it can be claimed that Visible Light Communications Association (VLCA) is

descendant of VLCC [11]. In the year 2011, an IEEE standard for VLC was formulated,

named as IEEE 802.15.7 which gives all the information pertaining to the link and phys-

ical layers. Furthermore, IEEE 802.15.7 formed a Task Group to revise the current IEEE

802.15.7-2011 standard and announced for the development of IEEE 802.15.7 r1 [12]. The

technical specification of IEEE 802.15.7 r1 standard provides the optical camera commu-

nication (OCC) i.e., VLC exploiting a camera and LED-identification system. Even till

to-date, the research efforts are striving forward to revise this IEEE 802.15.7 standard.

The IEEE 802.15.7-2018 which is said to be a revised version of IEEE 802.15.7-2011,

elucidates physical and medium access control (MAC) sublayer for short range OWC in

optically transparent media which is exploiting light wavelengths ranging from 10000 nm

to 190 nm [13]. Moreover, this standard exhibits its potential to impart data rates that

are sufficient enough to reinforce both audio and video multimedia services and broadens

the scope to include more OWC technologies. This standard takes into consideration sev-

eral aspects like: the mobility of the optical link, checks for the compatibility with several
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other illumination infrastructures, the impairments due to noise as well as the interfer-

ence arising from other sources of ambient light and artificial light sources. It even defines

a MAC sublayer that furnishes the exclusive needs of the visible links as well as other

targeted light wavelengths. The most vital aspect of this standard is that it complies to

eye safety regulations.

Additionally, the applicability of OWC in optical wireless personal area networks

(OWPANS) is also outlined in this standard and furthermore, addresses several topics like

the usage of OWC in network topologies, addressing, collision avoidance, acknowledgment,

performance quality indication, visibility and dimming support, etc. A comprehensive cur-

rent state-of-the art aspects pertaining to VLC which includes the brief overview of the

VLC technology, from its physical aspects and communication architecture to its main

applications and research challenges can be found in the latest survey as stated in [14].

1.2 A Basic VLC System Model

Information

Source

Figure 1.1: VLC System Model

A schematic representation of a typical VLC system model is delineated in Fig.

1.1. This block diagram illustrates that a typical VLC link can be realized by exploiting

opto-electronic devices like LEDs at the transmitting end and a PD at the receiving

end. As evident from the figure, since light is used as a medium of transmission, the

incoming stream of data is modulated by varying the intensity of LED. Furthermore, the

key prerequisite of driver circuitry is to control the amount of current passing through the

LED i.e., it is responsible for adjusting the luminosity (brightness) levels of LEDs. In the
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perspective of energy saving this is of paramount important. When the LED is meant to

be used for communication, the role of the driver circuitry is to combine the input data

and the dimming control signal (DC power level), and to superimpose them to drive the

LED [15]. In particular, as per the requirements of the data application, the LED driver

circuitry is modified in a manner where the data is modulated by using emitted light.

Further, this optical signal is passed through an optical amplifier lens or a collimator or a

diffuser to broaden the beam. Thereupon, after propagation through the optical wireless

channel, this emitted light message gets intercepted by the PD based VLC receiver.

Since, the signal invades the receiver after undergoing several reflections due to

the presence of obstacles so, both Line of Sight (LOS) and Non Line of Sight (NLOS)

components arrive at the receiving side. Therefore, in order to chose the desired signal of

interest, an optical filter plays a vital role at the receiving end. Moreover, it can greatly

reduce the effect of ambient light sources like sunlight as well as artificial light sources.

The PD converts light intensity into electrical signal, which is then amplified by means of

a transimpedance amplifier (TIA) and then processed to obtain the final output. Hence,

while dealing with the transmitter LED and the receiver PD in the optical domain, it is

of major prerequisite to consider the primary characteristics like radiation and detection

pattern of LED/PD, output power emanating from LED, Field of View (FOV) of the PD,

electrical modulation bandwidth, etc.

Generally, white light is the most prevalent source of light for both indoor and

outdoor scenarios. There are two approaches for generating white light: (i) conjoining

three underlying colours such as red, green and blue emitters. (ii) Secondly, a blue LED

with yellow phosphor coating generates white light. However, the later is more desired for

illumination due to its low production cost. But, from the communication point of view,

the speed at which the LED switches is limited by the phosphor coating. Consequently,

this hinders the assurance of high data rate communication. To overcome the limited

modulation bandwidth of such kind of LEDs, extensive research has been carried. Few

such are:

• Employing blue-filters for filtering the yellowish-phosphor component [16].

• Exploiting pre-equalization techniques at the transmitting LED driver module [17].

• Using post-equalization at the receiving end [18].
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• By combining the above three approaches.

• Additionally, utilizing sophisticated multicarrier modulation schemes like orthogo-

nal frequency division multiplexing (OFDM) and multiple input multiple output

(MIMO) schemes proved to be an effective solution for rendering high data rate

transmission.

1.3 Modulation Schemes in accordant with IM/DD systems for

VLC

1.3.1 Factors affecting the design of modulation formats pertaining to IM/DD

systems for VLC

While designing the modulation formats reconciling with the IM/DD systems, it is

vital to take into consideration two prime factors like

• Flickering

• Dimming

The rapid fluctuations in the brightness of light is referred to as flicker. In generality,

for the purpose of enabling communication, the light sources are modulated resulting in

a significant amount of flicker. In order to avoid flicker, the changes in the brightness

of light should fall within the maximum flickering time period (MFTP). The MFTP is

defined as the maximum time period over which the light intensity can change without the

human eye perceiving it. However, there is no widely accepted optimal flicker mitigation

frequency, a frequency greater than 200 Hz (MFTP < 5 ms) is generally considered safe.

The IEEE 802.15.7 standard [19] is particular in mitigating the problem of flickering. It

proposed the usage of run length limited (RLL) codes such as Manchester, 4B6B or

8B10 to overcome the aforementioned drawback since, these codes have an equal number

of 1s and 0s. However, the authors in [20] demonstrated that, the Manchester code

consumes huge amount of bandwidth, whereas 4B6B or 8B10B codes are less efficient in

terms of throughput.
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Flickering does not impose severe hazardous effects in vehicular applications. Besides

the usage of RLL codes, vehicular applications even employ different codes to assure high

performances. Thus, the significance and suitability of Miller codes for future MIMO

applications was given in [20], [21]. The importance of spread spectrum codes and their

robustness to noise was briefed in [22], [23]. For the purpose of power saving and energy

efficiency, dimming support is another important prerequisite for VLC. In this regard, it

is vital to enforce sophisticated modulation formats to ensure that both communication

and energy saving phenomenon are implemented concurrently. Earlier OOK and VPPM

was propounded by IEEE 802.15.7 standard, where a certain desired amount of dimming

is attained but at the expense of reduction in data rates. However, reverse polarity optical

OFDM (RPO-OFDM), a variant of optical OFDM in [24] emphasizes that both dimming

and high data rate communication can be imparted.

Figure 1.2: Modulation Schemes in accordant with IM/DD systems

1.3.2 Baseband Modulation Schemes

Baseband modulation schemes provide the flexibility in terms of their ease of im-

plementation in IM/DD based VLC systems. Predominantly, the modulation techniques
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like on-off keying (OOK), pulse width modulation (PWM) and pulse position modulation

(PPM) are much appropriate when low to moderate data rates are desired. Upon in-

creasing the spectral efficiency under highly dispersive optical channel environment, these

techniques eventually lead to deterioration of the system performance due to prevalence of

ISI. Consequently, for attaining a better and improved system performance it obliges these

schemes to rely on complex equalization techniques like maximum likelihood sequence de-

tection (MLSD), decision feedback equalization (DFE), linear feed forward equalization

(LFFE), etc.

In particular, the huge sets of incoming bit stream is modulated by turning the

LEDs ‘ON’ and ‘OFF’. Prior works in the literature illustrate that OOK modulation is

implemented for a VLC system exploiting phosphorescent white LED. The slow relax-

ation time of phosphor hinders the high transmission speeds [25]. Therefore, to overcome

the limited modulation bandwidth, various techniques were proposed which resulted into

several publications, few such are [26], [27], [28], etc. Among these published works, [26]

proposes for the first time non-return-to-zero (NRZ) OOK modulation for the VLC sys-

tem, where the VLC link utilizes a white LED and delivered a data rate of 10 Mbps. The

later published works depicts the improvement in data rates varying in the range from

40, 100 and 125 Mbps by adopting blue filter for eliminating the phosphorescent light, as

well as employing equalization techniques along with blue filtering at the receiver side.

Furthermore, the work in [29] reports that the VLC system achieves a data rate of 230

Mbps by employing an avalanche PD at the receiver end and NRZ OOK modulation.

White light can also be generated by employing the red, green and blue (RGB) fre-

quencies, therefore, RGB LED is advantageous over white phosphorescent LED because it

avoids the slow-responding yellow phosphor component. However, this is at the expense of

involving three different driver circuits for the different RGB components. Consequently,

it can be evidenced from [30], where the authors overcomes this drawback by using only

red light for data modulation while the green and blue components were provided with

constant current in order to be used for illumination purpose. This kind of VLC system

which exploits RGB LED delivers a data rate of 470 Mbps by employing simple NRZ-

OOK modulation. Extensive research has been carried out to extend the bandwidth of

VLC system that utilizes white phosphorescent LEDs. The authors in [31] presented a

post-equalization circuit which consists of two passive equalizers and one active equalizer.
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The experimental results evidences that a bandwidth of 151 MHz has been achieved by

employing blue-filtering and post-equalization circuit. Moreover, this system allows for

a data transmission up to 340 Mbps. The work in [32] demonstrates a real-time VLC

system imparting data rate of 550 Mbps. This VLC link is based on NRZ-OOK mod-

ulation and utilizes a phosphorescent white LED. This work reports that by employing

the pre-emphasis and post-equalization circuits, the 3 dB bandwidth is improved from

3 to 233 MHz. In [33], the authors used duobinary technique to achieve a transmission

speed of 614 Mbps for a VLC link which uses OOK modulation and a single commercially

available visible LED by adopting pre-emphasis and post-equalizing circuits. Experimen-

tal demonstrations of an OOK based VLC system delivering data rate of 170 Mbps by

utilizing an artificial neural network (ANN) based equalizer was depicted in [34]. In this

work, the authors have evaluated the performance of linear, DFE and ANN equalizers in

real time environment by exploiting Texas Instrument (TI)-TMS320C6713 digital signal

processing board. Additionally, the performance of these aforesaid equalizers are also

verified in MATLAB environment.

Besides imparting high data rate communication, illumination is also the foremost

task which can be controlled by properly varying the light intensities between the ‘ON’

and ‘OFF’ states. For the purpose of enabling efficient illumination control, the IEEE

802.15.7 standard provides compensation symbols. In general, the dimming levels of the

LED are adjusted based on the requirement of the application, consequently this lowers

the data rates when using OOK. Therefore, this paved the platform for the emergence of

alternative pulsed modulation schemes like PWM and PPM. The interesting aspect with

PWM is that it fulfills both modulation and dimming support simultaneously. This is

accomplished by conveying the modulated signal with the help of pulses and varying the

width of the pulse in accordant with the desired level of dimming pertaining to the need

of the application. The authors in [35] proposed dimming techniques by employing PWM

or by varying the depth of modulation in the physical layer for rendering simultaneous

brightness control and wireless transfer of information. However, the major constraint

was, data rates of 4.8 kbps was only achieved. Therefore, in order to overcome this, the

authors in [36] for the first time exploited the combination of PWM and discrete multitone

modulation (DMT) to attain both dimming and high data rate communication.

The other pulse modulation technique which can be employed in VLC is PPM. The
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concept behind PPM, is that the symbol duration is divided into t slots of equal dura-

tion, and a pulse is transmitted in one of the t slots. The position of the pulse identifies

the transmitted symbol. Its ease of implementation enabled it to be adapted by OWC

system in the early days [37], [38]. However, due to its lower spectral efficiency and data

rate, other variants of pulse position-based modulation have been emerged out. Few such

are tabulated in Table. 1.1. In order to ensure adequate dimming control mechanisms,

several modulation methods have been exploited. One such scheme which is proposed

by the IEEE 802.15.7 VLC standard is variable pulse position modulation (VPPM) [39].

However, this scheme is limited to be employed for high data rate applications. In this

regard, the authors in [40], employed M-ary VPPM to facilitate high data rate communi-

cation and at the same time dimmable illumination is also assured.

Table 1.1: Different Variants of PPM

S No Variant of PPM

1 Overlapping PPM (OPPM) [41]

2 Multipulse PPM (MPPM) [42], [38]

3 Overlapping MPPM (OMPPM) [43], [44], [45], [46], [47]

4 Differential PPM (DPPM) [48]

5 Differential Overlapping PPM (DOPPM) [49]

6 Expurgated PPM (EPPM) [50]

7 MEPPM (Multi-level EPPM) [51]

8 Variable PPM (VPPM) [19]

Multiple PPM (MPPM) was proposed in [52] to offer both functionalities simultane-

ously like modulating the data stream as well as carefully adjusting the brightness levels.

This technique exhibits higher potential in terms of spectral efficiency when compared

with VPPM. Under such similar purposes, for attaining joint brightness control as well as

to accomplish data transmission, variable rate multi PPM (VRPPM) was proposed in [53].

Much recent work in [54] signifies that spectral efficiency along with dimming support is

accomplished by employing the combination of MPPM along with RPO-OFDM, a variant

of optical OFDM.
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1.3.3 Multicarrier modulation formats for VLC

In the recent times, optical OFDM has been considered as a prominent high di-

mensional multicarrier modulation format for facilitating high data rate transmission and

has gained an appreciable propulsion in both academic and industrial sectors. It has

been extensively included in broadband communications and many industrial standards

due to its inherent advantages which include high spectral-efficiency, simple, single-tap

frequency-domain equalization, resilient to frequency-selective fading channel and robust-

ness against narrow-band interference. However, the conventional RF-based OFDM can-

not be exploited in a straightforward manner in VLC due to the constraint of real and

positive-valued signal transmission. In precise, unlike RF, where the baseband OFDM sig-

nal modulates the amplitude and phase information, the scenario pertaining with IM/DD

systems is quite different, where the optical OFDM signal modulates the intensity of the

carrier signal rather than the amplitude and phase information. This implicitly confirms

that the signal transmission has to be assured of its real and positive nature.

It is apparent that inverse fast Fourier transform (IFFT) and fast Fourier transform

(FFT) modules play a vital role in enabling OFDM modulation and demodulation. When

the input data to the IFFT module is mapped by utilizing complex mapping schemes

like M-ary quadrature amplitude modulation (M-QAM), the output of the IFFT module

will be definitely a complex valued and bipolar signal. Therefore, in order to comply

with the pre-requisites of IM/DD systems, the input to the IFFT module is constrained

to satisfy Hermitian Symmetry criteria for the purpose of yielding a real-valued signal.

However, this is at the expense of reduced spectral efficiency as all of the subcarriers are

not exploited for data transmission. Accordingly, a real-valued signal transmission can be

accomplished but the obtained signal cannot be assured of its positivity. Consequently,

to address this issue, several other variants of optical OFDM have been proposed in the

literature.

To list a few: DC-biased optical orthogonal frequency division multiplexing (DCO-

OFDM), asymmetrically clipped optical orthogonal frequency division multiplexing (ACO-

OFDM), flip OFDM, pulse amplitude modulated discrete multitone modulation (PAM-

DMT), enhanced unipolar optical OFDM (eU-OFDM), layered ACO-OFDM (LACO-

OFDM), several other hybrid varieties which includes reverse polarity optical OFDM
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(RPO-OFDM), asymmetrically clipped DC biased optical OFDM (ADO-OFDM), hybrid

ACO-OFDM (HACO-OFDM), etc. In particular, these diverse variants were proposed

by taking into consideration several factors like spectral-efficiency, power-efficiency, etc.

However, the major pre-requisite is to accomplish a unipolar signal transmission. Even

though, several variants of optical OFDM have been proposed in the literature, most

of them are a combination of the earliest variants like DCO-OFDM and ACO-OFDM.

Moreover, in the hybrid varieties, the design of receiver circuitry becomes complex when

compared with these earliest variants.

DCO-OFDM is a straightforward approach of converting the bipolar signal into

unipolar and this methodology consists of addition of a certain amount of DC bias to the

bipolar signal in order to yield a positive signal [55]. In specific, the amount of DC bias

which is to be added is equal to the absolute value of the maximum negative amplitude

of the bipolar signal. In general, the amount of DC bias which is to be added has got a

relation with the order of the constellation. As the order of constellation increases, the

amount of added DC bias also increases. However, this leads to clipping of the peaks

which doesn’t fit within the linear range of LEDs. Therefore, this induces clipping distor-

tion. However, the addition of DC bias leads to power inefficiency. But, in the literature,

it is revealed that such high powers are essential for the purpose of illumination. Subse-

quently, in order to overcome the increased power-efficiency of DCO-OFDM, ACO-OFDM

methodology was proposed. Without the requirement of DC bias, a real-valued signal is

attained by carefully selecting the subcarriers. In this scenario, only odd subcarriers are

modulated and the even subcarriers are set to zero. This is done to ensure that the clip-

ping noise falls on even subcarriers.

However, in doing so, there is a decrement in spectral-efficiency when compared with

DCO-OFDM system because, if there are N number of subcarriers, only N/2 are utilized

due to odd subcarrier modulation and out of the remaining N/2 subcarriers, only N/4 are

meant of data transmission. Thus, this incurs a huge decrement in spectral efficiency when

compared with DCO-OFDM methodology. However, by applying some modification to

the conventional optical OFDM system, a real and positive signal is obtained. In our work

we have employed the basic variants like DCO-OFDM and ACO-OFDM methodologies

because in rest all other varieties, the design of receiver circuitry is complex because it

requires to deploy additional digital signal processing hardware.
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1.3.4 Color Shift Keying (CSK)

This type of modulation format has gained significant interest in the field of research

in the recent days. As discussed earlier, the fast switching capability of the LED is

reduced in the process of generating white light by employing blue LED with yellow

phosphor coating. As a result, this drawback imparts a difficulty to render high data

rate communication. So, as an alternative methodology, white light can be generated

by utilizing three separate LEDs of red, green and blue color. This combined source of

RGB LEDs is often referred as TriLED (TLED). CSK modulates the signal using the

intensity of the three colors in the TLED source.

1.3.5 Carrierless Amplitude and Phase Modulation (CAP)

To tackle the limited modulation bandwidth of white illuminating LEDs in VLC,

CAP have been proposed as one the spectrally efficient modulation schemes to assure

high data rate transfer of information. Original studies in the literature reveal that, CAP

was employed for enabling signal transmission over the telephone cables for asymmetric

digital subscriber line connections (ADSL) [56]. In particular, CAP employs a set of finite

impulse response digital filters (FIR) to transmit different streams of data. In precise,

similar to QAM, the data is transmitted by exploiting two orthogonal FIR digital filters

to represent the in-phase and quadrature components. However, CAP doesn’t employ a

local oscillator, but relies on pulse shaping filters like square-root raised cosine function

(SRRF) for obtaining the two signals. Furthermore, the time-domain orthogonality is

assured by designing the transmit filters as a Hilbert transform pair i.e., their impulse

responses are maintained orthogonal in time (i.e., 900 phase shift). At the receiving end,

the in-phase and quadrature components are separated by utilizing two FIR matched fil-

ters and for the purpose of combating the effects of ISI, channel equalization is performed.

Being a single carrier modulation format, CAP assures for low PAPR which emerges

as the most important advantage in comparison the other multicarrier modulation for-

mats, where PAPR stems out as the major issue [57]. As discussed in the former sub-

sections, several modifications have been applied to the input and output OFDM frame

structure to guarantee for the real and positive signal transmission. The CAP signal is
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real-valued and therefore, avoids the need of complex signal processing for attaining a

real-valued signal. A list of publications depicts that CAP was proposed as an alternative

to OFDM over polymer optical fibre systems, few such are [58], [59], [60], [61]. Much

relevant work pertaining to CAP-based VLC system can be found in [62], [63], [64], [65].

The work in [62] manifests through experimental validations, data rates of 1.1 Gbps in a

VLC based CAP system which is utilizing a commercially available phosphorescent white

LED. To attain better frequency response, optical blue filtering and DFE were incorpo-

rated.

In [63], experimental demonstrations were carried out to significantly illustrate that

CAP attains a better performance when compared with optical OFDM in a high capacity

wavelength division multiplexing (WDM)-VLC system based on a commercially accessi-

ble RGB-type white LED reporting the maximum aggregate data rates of 1.32 (CAP)

and 1.08 Gbps (optical OFDM) respectively. The authors in [64] experimentally evalu-

ated the performance of PAM, CAP and DMT modulation techniques over a white LED

transmission link. The work in [65] signifies that, the performance of a CAP based VLC

system employing frequency domain equalization (FDE) exhibits a better performance in

terms of reduced PAPR when compared with optical OFDM. The aforementioned works

in the literature focuses on designing suitable equalization techniques to improve the

achievable data rate of CAP resulting in the significant increase in the overall complexity

of the system design. However, the research work as portrayed in [66] proposes spatial

modulation-based CAP (S-CAP) for the purpose of improving the spectral efficiency of

CAP while still assuring for low complexity.

Despite offering several remarkable characteristic features, CAP-based VLC is not

devoid of its challenges. The usage of orthogonal filters for pulse-shaping and matched

filtering operations in the design of CAP-based VLC transceiver consequently increases

its sensitivity to timing jitter [67]. However, CAP-based VLC system is out of scope of

this thesis. Exploitation of CAP for VLC and handling its challenges will be towards the

future scope of our work.
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1.4 Channel Estimation in optical OFDM

Besides, having seen the different modulation formats which are associated with

VLC, it is also imperative to have a clear understanding about the channel modeling in

optical domain. Substantially, for the purpose of designing a communication system, it

is of major prerequisite to characterize the channel environment. Subsequently, this sec-

tion exemplifies the literature survey emphasizing the significance of channel estimation

in VLC. The exceptional characteristics of VLC is that it not only assures ‘illumination’

which is aesthetically pleasing to the human eye but also guarantees ‘communication’

and indoor positioning [68], [69]. Additionally, the accuracy of the positioning systems

depends on how accurately the channel state information from multiple transmitters are

estimated. In particular, the channel state information is also vital to ameliorate the

data transmission rates [70], [71]. Consequently, it is essential to design robust channel

estimation schemes for precisely estimating the channel state information. Additionally,

even for the purpose of ensuring perfect reception of the transmitted data, sensing and

tracking of the channel is essential.

Upon comparison with traditional RF based wireless communication systems, VLC

systems possess distinct unique properties which imposes a challenge to enable the design

of robust channel estimation schemes. Firstly, since IM/DD systems are quite commonly

used for VLC, the transmitted signal must be both non-negative and real-valued sig-

nal. Secondly, the channel estimation gains are also non-negative and the design of VLC

channel modeling is quite different than that of RF-based wireless channel estimation.

Notably, for the purpose of estimating the channel, pilot tones can be inserted into the

OFDM symbols. Accordingly, there are two types of pilot arrangements namely: block

type and comb type. Pertaining to block type pilot arrangement, the pilot tones are in-

serted into all of the subcarriers of the OFDM symbols based on a specific period. While,

the latter type consists of inserting pilot tones into each of the OFDM symbol [72]. The

same type of pilot arrangement schemes can also be applied for VLC systems by taking

into consideration the necessary pre-requisites for signal transmission.

Wireless channel estimation can be performed by exploiting channel estimation al-

gorithms like least square (LS), minimum mean square error (MMSE). Once, the channel

state information at the pilots is obtained, then the channel response at the data can
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be interpolated by utilizing interpolation based channel estimation algorithms like linear,

spline, and low-pass. Since, the indoor optical wireless channel differs from the conven-

tional RF-based wireless channel, there has been limited considerations on the channel

estimation for VLC domain. Much significant literature in relevant to VLC channel mod-

eling can be found in: the authors in [73], evaluated the performance of block-type and

comb-type pilot arrangement based channel estimation in DCO-OFDM system. The per-

formance of the system is analysed in terms of bit error rate (BER) and signal to noise

ratio (SNR). In this work, the result analysis emphasizes that high amount of SNRs are

required to attain a reduced probability of error.

The work in [74] depicts that comb-type pilot arrangement based channel estimation

has been proposed in ACO-OFDM system and the performance of different interpolation

based techniques are analyzed. However, the result analysis infers that, a reduced er-

ror floor is attained at higher SNRs which is not desirable if ACO-OFDM is employed.

An adaptive statistical Bayesian minimum mean square error channel estimation (AS-

BMMSE-CE) for DCO-OFDM system has been proposed in [75], [76]. This sort of chan-

nel estimation technique exploits the historical information in an adaptive and efficient

way and gives superior performance in terms of both mean square error (MSE) and BER

but at the cost of modest complexity under practical scenarios. A LS-based channel esti-

mation algorithm for optical OFDM-based multi-user multiple input single output VLC

system has been proposed in [77]. In this work, the pilot tones are optimized in order to

derive the MMSE of the channel estimation and the channel is estimated independently

by each user where these channel estimates are sent back to the transmitters and ac-

cordingly, zero-forcing precoding is applied at the transmitter end to achieve the spatial

multiplexing gain.

Taking into considerations the robust nature of high intensity of LEDs which allowed

for the replacement of incandescent-based lights, unfolds the realization of a VLC based

system in an outdoor environment. Few such examples where VLC can be implemented

is traffic lighting system and public illumination system [78]. The channel conditions of

outdoor scenarios is different than that of indoor channel modeling. For outdoor envi-

ronment, several factors like effects of ambient light sources like sunlight, artificial light

sources, inhomogeneities in the temperature and pressure need to be taken into account.

The work in [79] portrays that in order to improve the error performance as well as to
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reduce the detection complexity a fast blind detection algorithm which is based on gener-

alized likelihood ratio test (GLRT) principle was developed for an optical communication

system which employs OOK modulation over atmospheric turbulence induced slow fading

channel.

The authors in [80] present efficient frequency-domain channel estimation meth-

ods which are based on intra-symbol frequency-domain averaging (ISFA), MMSE and

weighted inter-frame averaging (WIFA) schemes for OFDM-VLC system. This work ex-

perimentally investigates the performance of 16 and 64-QAM-based OFDM-VLC system.

Additionally, the result analysis infers that upon comparison with conventional LS-based

channel estimation algorithm, ISFA, MMSE and WIFA offers best performance in terms

of error vector magnitude but this is at the cost of high complexity.

1.5 PAPR Analysis in multicarrier and multiple access schemes

for VLC

Despite being superior in terms of high data rate transmission as well as possessing

several attractions, the certainty of the individual subcarrier signals to add up coherently

result in high peaks in the time-domain signal of optical OFDM, which in turn leads to

high peak to average power ratio (PAPR) and stems out to be the most vital aspect which

needs to be addressed especially for VLC. The emergence of high peaks indicate that the

optical source will have to operate outside its linear region for the sake of accommodation

of the entire amplitude swings of the corresponding time-domain signal. If this scenario

prevails, this is very unappealing as the levels of distortion present in the time-domain

transmitted signal increases significantly and ultimately, the overall performance of the

system deteriorates.

1.5.1 Non-linearity in Optical Sources:

Principally, an optical communication system is build with an optical source, in the

scenario of IM/DD systems, the key optical source is LED. In particular, this optical

source is used for generating an optical power which is a function of modulated input
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electrical signal where the information is converted into optical beam. Generally, the

optical sources which are used in OWC systems have a peak-power limit which enforces

that the optical time-domain signals should have limited peak amplitudes. Therefore,

this peak power constraint results in distortion on the optical OFDM signal. LED is the

foremost source of non-linearity in VLC. As delineated in Fig. 1.3, LED has a turn on

Figure 1.3: Depiction of Non-linear and Linearized transfer function of LED

voltage (TOV) as minimum threshold value which is the onset of current flow and emission

of light. For voltages below TOV, the LED is considered to be in cut-off region i.e., it

doesn’t conduct any current. However, above TOV, the LED conducts and the amount of

current flows and the light output increases exponentially with voltage. It is to be noted

that LED outputs light power that is linear with the drive current [81]. Thermal aspects

which causes a drop in the electrical-to-optical (E/O) conversion efficiency in precise, light

output of the LED decreases and then approaches a steady-state value hence, it is vital

to consider such aspects. Therefore, in order to prevent the degradation in output light

or in the worst case, the total failure of the LED chip, it necessitates to adjust the dc and

ac/pulsed currents accordingly.

The transfer function of the LED distorts the signal amplitude which forces the

signal peaks which are below the TOV of the LED to be clipped as well as the upper

peaks are clipped purposefully before modulating the LED for the sake of avoiding chip

overheating. Hence, the transmitted time-domain signal of optical OFDM should be

constrained to a limited range due to the non-linear characteristics of LEDs. As a result,

the high PAPR of optical OFDM signals gives rise to a large dynamic power excursion
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which harms the energy-efficiency at both the transmitting and receiving ends. Thus, the

optical OFDM signal with high PAPR is subsequently clipped by the LED transmitter

originating the serious clipping distortion.

To circumvent this major drawback, there are certain solutions proposed in the

literature: In general, because of the structure of the LEDs, the output optical power and

the forward current are related by a non-linear function. Therefore, the non-linearities

of LEDs can be overcome by linearizing the non-linear region of LED and the second

approach is to adopt PAPR reduction techniques. One such technique is predistortion

which is proposed in [82] to linearize the relationship between the output optical power

and the forward current. However, this technique requires an accurate model for the

design of predistortion and linearization over the dynamic range of optical source. It can

be reported in [83], a polynomial model is employed for the purpose of describing the

non-linear transfer function of the optical sources from which a predistortion function can

be designed to linearize the non-linear region. The problem encountered while employing

the predistortion technique is that the non-linear transfer function of the optical sources

can change due to many reasons one of which is the temperature of the transmitter. It is

apparent that the optical sources dissipates a portion of the input energy as heat and this

leads to the increase of the temperature of the device which consecutively changes the non-

linear relation between the output power and forward current. Hence, the predistortion

function is not sufficient enough to maintain the linearity of the device and subsequently,

this scenario compels the necessity of dynamic feedback for modifying the instantaneous

non-linear transfer function of the optical sources [84].

1.5.2 PAPR reduction techniques for IM/DD systems

This section highlights the research efforts done by several researchers to reduce the

detrimental aspect like PAPR in optical OFDM. Among the variants of optical OFDM,

DCO-OFDM system suffers from high PAPR due to the superimposition of huge number

of subcarriers as well as for assuring a positive-valued signal, a certain amount of DC bias

is added. Therefore, there is a necessity to reduce the amount of PAPR in such system.

Hence, it is vital to rely on few such PAPR reduction techniques which include clip-

ping with filtering [85], selected mapping (SLM) [86], [87], [88] partial transmit sequence
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(PTS) [89], discrete Fourier transform (DFT)-Spread [90] and signal companding [91], [92].

However, the traditional PAPR reduction schemes cannot be directly implemented in case

of optical domain because of the real and positive signal transmission.

The aforementioned methods result in certain correlation between the subcarrier

symbols of the OFDM blocks and such methods can be classified into deterministic and

probabilistic approaches. Firstly, clipping with filtering falls into the category of de-

terministic approach i.e., signal distortion technique and in general it is referred to as a

non-linear process which causes serious in-band and out-of band distortion because it lim-

its the overshooting signal amplitude to a predefined level. The second category of PAPR

reduction techniques like SLM, PTS, signal companding and DFT-Spread comes under

multiple signalling and probabilistic approaches which tend to reduce the probability of

high PAPR. SLM and PTS are most widely employed PAPR reduction techniques, but

the major drawback associated with them is that they require the side information which

significantly reduce the bandwidth-efficiency of the system. Companding is a non-linear

transformation technique which tends to destroy the orthogonality among the OFDM

subcarriers. While, DFT-Spread technique is a type of precoding method which exploits

the DFT operation before the IFFT transformation module to negate the levels of high

PAPR.

While dealing with the optical domain, several techniques have been proposed to

reduce the peaks of the time-domain optical OFDM signal. Among of which are the fol-

lowing:

In [93], the authors addresses the performance-limiting factor like high PAPR in DCO-

OFDM system by applying semi-definite relaxation approach to tone-injection scheme.

From the simulated results it can be evidenced that there is a significant reduction in

PAPR by approximately 5 dB when compared to traditional DCO-OFDM system. The

work in [94] employs branch-and-bound method (BBM)-based tone injection scheme for

the purpose of reducing the amount of PAPR in DCO-OFDM system. Tone injection

is an effective way for reducing the amount of PAPR when compared to PTS and SLM

techniques because it doesn’t transmit any side-information. The simulated results em-

phasizes that the proposed BBM-based tone injection method is superior than the existing

methods in terms of PAPR reduction. However, the aforementioned techniques as used

in [93] and [94] results in the increase of power in order to achieve a distinct improvement
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in BER performance in the presence of LED non-linearities. Additionally, the amount of

computational complexity incurred is also high.

In [95], in order to resolve the problem of high PAPR, the authors proposed to apply

a modified active constellation extension (ACE) method or tone reservation as a power

derating reduction technique in DCO-OFDM VLC systems. In this work, the authors

takes into account cubic metric (CM) because, CM focuses on the cubic non-linearities

which generally emanates due to several types of distortions including both in-band and

out-of-band distortion. The research in [96] signifies that for the purpose of reducing the

PAPR effectively with faster convergence and lower complexity, a tone reservation scheme

which is based on the combination of signal-to-clipping noise ratio (SCR) procedure and

the least squares approximation (LSA) approach. In [97], a tone reservation technique

which is based on the time-domain kernel matrix (TKM-TR) scheme is utilized for reduc-

ing the PAPR in DCO-OFDM system. The computational complexity of these aforesaid

methods is extremely high since they need to search over all possible combinations of the

expanded constellation i.e., peak cancelling signals.

An iterative clipping method as proposed in [98] reduces the upper and lower PAPR

of the oversampled VLC-OFDM signals without introducing in-band distortions. The

work in [99] proposes an exponential non-linear companding method to reduce the PAPR

in VLC-OFDM systems and this method exploits the advantages of exponential com-

panding function to compress large signals and to expand small signals at the same time.

One major drawback associated with iterative-clipping and exponential companding is

that the property of the transmitted signal is destroyed. Pilot-aided PAPR reduction

schemes were proposed in [100], [101] and [102] where the reduction in PAPR depends

upon the density of pilot sequences. But, these methods leads to data rate loss and there

is a degradation in bandwidth efficiency due to the introduction of pilot sequences.

One of the popular technique for reducing the PAPR in RF-based OFDM system

is SLM. For exploiting the SLM concept in DCO-OFDM VLC systems, several stud-

ies have been conducted and few such can be reported in [103], [104], [105]. The work

in [103] combines chaos with SLM technique so that the generation of phase factors can

be controlled with the help of chaotic sequences. The result analysis emphasizes that

chaotic SLM (CSLM) technique attains better BER performance than traditional SLM

technique in OFDM IM/DD system. Specifically, the performance of SLM technique
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was investigated in [104] which employs five different families of phase sequences namely,

chaotic, Shapiro-Rudin, pseudo-random interferometry code (PRIC), Walsh-Hadamard

and random sequences. These different phase sequences result in different levels of PAPR

reduction. It is to be noted that by exploiting SLM technique, it is obligatory to utilize

the side information for indicating the transmitted candidate signal and this subsequently

reduces the bandwidth efficiency. The work in [105], employs a special set of symmet-

ric vectors as phase sequences in SLM technique for the purpose of reducing PAPR in

DCO-OFDM based VLC system. In this approach, the magnitude difference between the

received signal and the pre-defined phase sequences in the frequency domain was used to

detect the side information blindly. Nevertheless, these aforesaid methods have extremely

high computational complexity as they need multiple IFFT operations for candidate gen-

eration.

The deleterious aspect like PAPR is addressed even in the recent times, where the

research in [106] proposes a novel PAPR reduction scheme using optimized even and odd

sequence combination (OEOSC) technique for DCO-OFDM VLC systems to avoid side

information transmission and high computational complexity while preserving the PAPR

reduction capability.

1.5.3 PAPR analysis in multiple access schemes for VLC

It is apparent that, OFDM by itself cannot be utilized as a multiple access scheme,

in order for it to be employed as a multiple access scheme it needs to be interfaced

with several other existing multiple access schemes like frequency division multiple ac-

cess (FDMA), time division multiple access (TDMA), and code division multiple access

(CDMA). The well known combination of OFDM and FDMA is orthogonal frequency

division multiple access (OFDMA), which is most widely used multiple access scheme in

cellular mobile communication. The same can be incorporated in optical domain com-

plying with real and positive signal transmission and this type of multiple access scheme

employed in IM/DD systems is called as optical OFDMA (OOFDMA). However, since

the envelope in OFDMA undergoes random fluctuations giving rise to high peaks, it ne-

cessitated to rely on single carrier frequency division multiple access (SC-FDMA). The

amount of PAPR reduction depends upon the way the number of subcarriers are allocated
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to the users/subscribers. Accordingly, there are three different ways namely, distributed

frequency division multiple access (DFDMA), localized frequency division multiple access

(LFDMA), interleaved frequency division multiple access (IFDMA).

In general, DFT spreading is employed to effectively reduce the amount of PAPR

of a multicarrier system to the level of a single carrier system. Therefore, M point DFT

is employed for spreading and N point IDFT is employed for fetching a time-domain sig-

nal. In case of DFDMA, the M DFT outputs are distributed over the entire band of

N subcarriers with zeros filled in the unused (N −M) subcarriers. While, if DFDMA

distributes the M DFT outputs with equidistant as N
M

= Q, where Q is the spreading

factor, then it is referred to as IFDMA. Whereas, LFDMA distributes the DFT outputs

to M consecutive subcarriers out of the N subcarriers. Relevant works pertaining to the

exploitation of the aforesaid multiple access schemes to IM/DD systems can be reported

in [107], [108], [109]. The research in [107] compares the PAPR performance of optical

OFDM interleave division multiple access (O-OFDM-IDMA) with OOFDMA. The simu-

lation results in this work suggest that the O-OFDM-IDMA is more power-efficient than

O-OFDMA, especially for higher throughput at the cost of higher computational complex-

ity. However, the CCDF curves for O-OFDM-IDMA and OOFDMA do not show much

difference. The superiority of SC-FDMA over OOFDMA in WLED based communication

system is outlined in [108]. The work in [109], proposes an improved frequency-domain

decision feedback equalizer (FD-DFE) for SC-FDMA-based VLC system. This proposed

structure remarkably reduces the decision error of FD-DFE and at the same time improves

the BER performance as well as the transmission performance.

1.6 Synchronization in optical OFDM for IM/DD based VLC

systems

For cost-effective realization of VLC systems which are based on white LEDs,

IM/DD is the most preferable modulation format. However, without employing opti-

cal filtering and equalization, the modulation bandwidth of IM/DD based VLC systems

is usually limited to several MHz. Particularly, it is mandated to have precise synchroniza-

tion when VLC systems exploit highly spectral-efficient multicarrier modulation scheme
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like OFDM. In spite of its significance, the vulnerability of OFDM to the synchronization

errors, represented by the so-called frequency and timing offsets results as the most vital

principal disadvantages of OFDM.

Frequency offset (FO) leads to a reduction of desired signal amplitude level in the

output decision variables besides, the small frequency mismatches between the transmitter

and the receiver leads to the loss of orthogonality among the subcarrier components hence,

inter carrier interference (ICI) emanates. Timing induced offsets results in the rotation of

OFDM subcarrier constellation thereby hindering the recovery of the transmitted signal

when high constellation order QAM is implemented. Predominantly, the synchronization

process involved in OFDM can be divided into a coarse frequency and timing acquisition

and a fine frequency and timing offsets estimation [110]. Generally, coarse frequency and

timing synchronization at the receiving end can be achieved by correlating the received

and the original synchronization preamble in the frequency and time domain respectively.

Even though, theses offsets might be small, but due to the extremely high synchronization

requirement of the system it is of paramount important to estimate and to compensate

them. This could be done either by demodulating the OFDM synchronization preamble

which is an OFDM symbol which is used for training purpose, or by inserting the pilot

carriers within the OFDM symbols.

Several number of studies have been reported regarding OFDM synchronization

[111–116]. Earlier studies reports that synchronization errors are due to three different

effects i.e., carrier error, clock error and sampling timing error. The difference between

the local oscillator in the receiver and the carrier frequency of the transmitting signal

leads to carrier error. While, the difference in the sampling clock in the receiver and the

transmitter is usually defined as clock error. Besides, the difference between the optimum

sampling time in the receiver and the actual sampling time is called sampling timing error.

In the literature, it is reported that carrier error and clock error together can be stated

as FO, while sampling timing error is recognized as timing offset. Consequently, due to

the high sensitivity of OFDM systems to different synchronization errors it is worthwhile

to investigate the deleterious effects of these offsets when OFDM is adopted for IM/DD

systems in VLC.

The synchronization problems encountered in optical OFDM are mainly focused

on timing synchronization i.e., frame detection and frequency synchronization. It is well
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known that the advantages of OFDM can be utilized as long as the orthogonality among

the subcarriers is maintained. The moment, the orthogonality is disrupted by any means

then ICI and inter symbol interference (ISI) emanates. In general, the frequency off-

set in case of optical OFDM arises due to the occurrence of Doppler shift in a mobile

environment. Moreover, the STO hinders the detection capability at the receiver side

because due to improper frame misalignments, the current OFDM symbol overlaps with

the previous and the next symbols thereby, eventually this leads to the emanation of ICI

and ISI. Therefore, it is vital to estimate these offsets and then it is required to compen-

sate them. Subsequently, this enforces to rely on several synchronization algorithms like

Classen, Moose, Training symbol assisted, Minimum difference and Maximum Correlation

methods. This augmenting technology like VLC provides the flexibility of creation of a

small scale cellular communication network within an indoor room environment by mak-

ing use of the already utilized LED lighting fixtures. In this scenario, each installed LED

lighting fixture will act as an OAP rendering services to several roaming mobile stations

which are within the vicinity of LEDs. Therefore, in this scenario it is vital to explore

synchronization aspects when multiple access schemes are exploited for IM/DD systems.

1.7 Applications of VLC

This section interprets the applications of VLC for imparting vehicular communica-

tion as well as portrays the prominence of VLC in making a city to be evolved as a smart

city.

1.7.1 Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) communication

using VLC technology

Enhancing the road safety in an effort of minimizing the victims who are prone

to road accidents stems out to be the most indispensable aspect in the present days.

Consequently, enabling the vehicles to experience a real time wireless exchange of data

pertaining to heavy traffic areas and distance between vehicles will definitely help people

to avoid road accidents. In [117], it is clearly stated that the vehicles are already embed-
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Figure 1.4: Illustration of Vehicle to Vehicle (V2V) Communication

ded with sophisticated on-board driving equipment like control and information sources

which enables the vehicle drivers to remain well-informed about the status of vehicles.

Moreover, the rapid availability of cameras, anti-lock braking systems, navigation

units and sensors fitted to vehicles will definitely enable to capture relevant informa-

tion which will notify the driver to take precautions to avoid road-accidents. Therefore,

this sparked the attraction of various governmental bodies and scientific communities to

join hands with the intelligent transportation system (ITS) for the provision of facilitat-

ing seamless wireless experience among moving vehicles i.e., imparting vehicle to vehicle

(V2V) communication and vehicle to infrastructure (V2I) communication. Generally, im-

parting communication between the vehicles and the traffic infrastructural units forms a

network which is known as Vehicle Ad-hoc Network (VANET) [118]. This sort of network

provides a significant enhancement in road safety as it provides the flexibility in dispens-

ing reliable transmission of data with minimal latency.

Pertaining to RF domain, dedicated short range communications (DSRC) can be

contemplated as the propitious technology utilizing the 5.9 GHz radio spectrum for ex-

pediting V2V and V2I communication. However, this entails a complex design structure

which is incurred in the deployment of the RF-based equipment. Eventually, with the

omnipresence of white LEDs, and the prominence of enabling simultaneous ‘illumination’

and ‘communication’ which is aesthetically pleasing to the human eye has enabled VLC to

be amalgamated with the ITS to help vehicles to exchange real-time information pertain-

ing to different scenarios on traffic updates as well as to prevent congestion. In addition,

the unique distinguished characteristics of the LEDs such as their high reliability, energy

efficiency, long life expectancy (large amount of lighting hours) has created an enthusi-
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asm for the car manufacturers to replace the classical halogen lamps by LED lighting

systems [119]. Moreover, the high amount of efficiency offered by the LEDs sparked the

Figure 1.5: Interface of LEDs lighting System as a part in Vehicles

attraction of the authorities to incorporate them in traffic lights as well. Several studies

in the literature reveal that the traffic light system which is based on LEDs is substan-

tially growing prevalent due to low maintenance and installation costs and at the same

time good visibility is assured. With the emerging trends in the lighting industry, it is

predicted that in the coming days, the entire street lighting will be replaced by the LED

based lighting systems. As, per the authors in [120] and [121], communication can even be

rendered with the assistance of road illumination. Under such scenarios, a high data rate

transfer with good stability can be imparted by maintaining a constant short distance

between street lighting units and vehicles.

Recently, particularly in the area of vehicular communication, much of the attention

has been drawn by the research group to help people to prevent road accidents. Moreover,

the vehicle safety communications consortium (VSCC) concludes that substantial incre-

ment in both efficiency and safety can be achieved in the transportation system if real

time access and exchange of data between the traffic infrastructure especially between two

vehicles is made possible [122]. Taking into consideration, the above said circumstances

the area pertaining to V2V and I2V/V2I VLC will flourish at a rapid pace. In [123], it

is predicted that upon combing V2V and I2V/V2I communications, 81 % of the vehi-

cle crashes could be prevented. Fig. 1.5, 1.6 clearly illustrates several examples of the

usage of LED as part of the transportation infrastructure. These above said examples

clearly depict that in the near future the entire transportation system will be based on

LED lighting because at present some of the vehicles and the infrastructure are already

integrated with LEDs. Already being revolutionized by the solid-state lighting and more-

over becoming a part of the transportation infrastructure such as vehicle lighting systems

will definitely enable VLC to evolve as a global technology. A glimpse of the published
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Figure 1.6: Integration of LED with the Transportation Infrastructure

works reveal the utilization of VLC technology to impart V2V/V2I communication. The

authors in [124], employed image sensor based VLC for finding the distance between two

vehicles. An automotive VLC system utilizing optical communication image sensor (OCI)

was proposed in [125]. Here, DCO-OFDM was utilized for achieving an effective signal

transmission. The experimental demonstrations of this work shows to achieve a data rate

of 55 Mbps.

The prominence of VLC to impart V2V communication under adverse weather con-

ditions like fog was experimentally demonstrated in [126]. Under heavy fog conditions,

high Fresnel lens and multiple PDs were employed to focus the incoming light adequately.

The work in [127] illustrates inter-vehicle communication by exploiting controller area

network (CAN) which is already available in a car to generate control signals regarding

the speed of the car, engine, etc. This work exploits the optical filters to address the PD

saturation problem which arises due to the effects of sunlight. Much recent work which ex-

ploits VLC for enabling infrastructure-to-vehicle-to-vehicle (I2V2V) can be found in [128]

where the designed system is fully complaint with the IEEE 802.15.7 standard.

1.7.2 VLC for Smart Cities

The main motive of a smart city is to acquire integration of both information and

communication technology (ICT) and IoT for the purpose of managing city’s assets and

to ensure a better Quality of Service (QoS) for the well being of the people. The as-

sets include almost several units namely educational institutions such as schools and

colleges, libraries, local departments, information systems, transportation systems, hospi-
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tals, power plants, water supply networks, waste management, law enforcement and other

community services. The tremendous development of communication and information

technology originated a city to become smart. The objective of the smart city is to ensure

seamless connectivity among the people, environment, government and every unit present

in the city in order to intensify the quality of life and well being of the population. The

features and overview of the smart city are illustrated in Fig. 1.7a and Fig. 1.7b.

(a) FEATURES OF SMART CITY

(b) OVERVIEW OF SMART CITY

Figure 1.7: Features and Overview of Smart City

Regardless, many applications employing the RF technology for the purpose of fa-

cilitating data access to enable seamless communication throughout the smart city, it is

revealed in many studies that it shall become as one of the inadequate resource in the

near future. In this context, RF shall be no longer able to assure the QoS and the de-

sired high data rate communication for the emerging smart city applications. Hence, as

an intriguing alternative VLC technology has emerged out. This has gained tremendous

attraction particularly of its nature to handle higher communication data rate demands
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and to enable a huge communication exploration for smart city applications i.e., provid-

ing simultaneous communication and illumination which is aesthetically pleasing to the

human eye.

As already discussed, the prominent nature of VLC is not to interfere with the ex-

isting technologies and as a result it can be seamlessly amalgamated with almost every

unit present in the city which includes the infrastructural units such as the public lighting

system, transportation system, RSU, etc. The light-based communication architecture’s

design and its capability to allow intelligent transportation applications in smart cities

was presented in [129]. Accordingly, the general architecture is shown in the Fig. 1.8

highlighting the various communication layers. Therefore, these communication layers

can be broadly classified as:

Figure 1.8: Communication architecture based on lighting system for smart cities [129]

• LED-to-LED

• LED-to-VLC sub-gateway

• VLC sub-gateways-to-Free Space Optical Wireless Communication (FSO) gateway

• Inter FSO-gateways

The methodology of imparting communication with the help of these layers is summarized

below:



Introduction 32

• LED can be modulated to be used both as a light source as well as a sensor. This

sort of LED-to-LED communication lays the foundation for the emergence of wire-

less optical sensor networks to facilitate the collection of the real time information

pertaining to road conditions such as congestion in a particular area and high acci-

dent prone areas. It even gathers information relating to the emergency issues such

as availability of ambulance, fire-aids, etc.

• Later on, all the aforesaid sensed and tracked data is disseminated to a V LC sub−

gateway.

• The crucial role of the sub− gateway is to gather relevant data from various optical

sensors and to draw remarkable conclusions regarding real-time situations such as

transportation, emergency, etc.

• Furthermore, Fig. 1.8, clearly depicts that there are two kind of sub-gateways: The

first is the public lighting VLC sub-gateway that is located in the lighting poles that

are installed along the road. The second is the road intersection VLC sub-gateway

which is meant to ensure full coverage of the road intersection.

• A V LC sub − gateway allows for seamless communication between the smart city

and other network service providers.

• By employing FSO point to point links, data can be communicated across several

V LC sub− gateways that span throughout the city.

By having an overview of the above lighting based architecture in smart cities, it is evident

that smart cities can support many applications using the VLC technology namely the

transportation, the public safety, government applications, etc. Listed below are a few

applications which are used to design smart transportation systems:

• Green Traffic Management

• Parking management

• Accident management

• Emergency case management
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• Vehicle tracking

Using the above approaches as stated, research is striving forward to enable communica-

tion everywhere and anywhere. One such approach has been carried out in [121], where

several issues were briefed regarding the development of a smart city utilizing intelligent

as well as energy effective public illumination system concurrently imparting high speed

communication. The most significant nature to be noted is that this lighting system relies

on LEDs and is thus able to adapt the light intensity upon sensing the neighbouring en-

vironmental conditions. A case scenario pertaining to road illumination is also discussed

and from the simulation studies, it is revealed that data communication at high rate can

be imparted using the lighting infrastructures.

A practical approach of integrating VLC and Power Line Communication (PLC)

technology along with various applications of VLC were discussed in [130]. The integra-

tion of VLC technology with PLC emerges as an attractive solution for the new smart

city applications and this approach makes VLC to become more practical, efficient and

cost effective. The smart grid which is based on PLC can provide the broadband data

access and power for the VLC node (bulb) to ensure both wireless data connectivity and

illumination [131]. Utilizing the advantage of infinite bandwidth of VLC, one key concern

is to develop a merging solution which provides both power and data from the same power

line to the VLC node. It is also worthy in mentioning that the aforementioned solution

has been recommended by the industry and there is an increasing interest in finding such

fascinating solutions to promote VLC adequately.

In [132], the authors employed the usage of visible light communicating devices to

serve as data access points in the smart city environment. Here, the primary aim of the

authors is to facilitate smart tourism services. Hence, they have considered street lights as

auxiliary points to provide basic information to everyone regarding the city. The informa-

tion pertaining to the place, direction, nearby tourist places are of paramount important

to the tourists visiting a new area. Smart city desires almost everything originating right

from the infrastructure to the services to be smart, accurate and intelligent.

The design of smart city has become the focus of enormous interest in the present

days which opened the gateway to explore many technical concepts pertaining to VLC.

This section addresses the importance of integrating the public lighting systems with the
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infrastructures present in the smart city to enable data communication and as well as

addresses how well this technology can be used for traffic management. Aiding to this,

the system could offer wide-range communication by making use of this novel technology

called VLC.

1.8 KEY CONTRIBUTIONS of this Thesis:

The summary of key contributions of this thesis is given as follows:

• Contribution 1: Channel estimation in optical OFDM exploiting different

transform techniques for VLC:

1. It is apparent that in conventional OFDM system, the modulation and de-

modulation exploit the advantages of IFFT and FFT transforms. However, in

case of optical domain pertaining to IM/DD systems, the optical OFDM sig-

nal modulates the intensity of the signal, rather than the amplitude and phase

information. Therefore, this affirms that the signal transmission has to be as-

sured of its real and positive (i.e., unipolar) nature. Consequently, in order

to accomplish a real valued signal transmission, the input signal to the IFFT

block is constrained to satisfy Hermitian Symmetry criteria. Therefore, accord-

ing to Hermitian Symmetry criteria, only half of the subcarriers are exploited

for data transmission as the rest half are flipped complex conjugate versions

of the previous ones. Consequently, this reduces the spectral efficiency as all

of the subcarriers are not utilized. Moreover, this incurs additional digital sig-

nal processing circuitry for the computation of Hermitian Symmetry criteria.

Additionally, the amount of power consumption increases as the size of IFFT

increases. Hence, in order to overcome such drawbacks, it entails to exploit

real transformation techniques like discrete Hartley transform (DHT), discrete

cosine transform (DCT), discrete sine transform (DST), Hadamard coded mod-

ulation which is based on fast Walsh Hadamard transform (HCM-FWHT) and

wavelet packet division multiplexing (WPDM).

2. Mathematical modeling of the time-domain signal is performed for Hermitian
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Symmetry imposed FFT-based optical OFDM system and is compared with

other real transformation techniques like DCT, DST, DHT, HCM-FWHT and

WPDM. The performance of the aforementioned real transform techniques

based optical OFDM is analysed over dispersive optical channel environment.

Furthermore, a thorough analysis of computational complexity is also the focus

of this work.

3. Taking into consideration the multipath propagation scenario in an indoor

room environment, in this work, a comb-type pilot arrangement based ACO-

OFDM system which is employing different transforms namely Hermitian sym-

metry imposed IFFT, and real transformation technique like DHT are devel-

oped and further compared with other multicarrier modulation formats like

HCM-based on FWHT and WPDM. Therefore, for the purpose of estimat-

ing the channel state information, channel estimation algorithms like LS and

MMSE are employed. Based upon the channel state information at the pilots,

the channel information at the data subcarriers is interpolated by using differ-

ent interpolation channel estimation algorithms like Linear, Low-pass and nat-

ural cubic spline interpolation. This work derives the mathematical expressions

for the overall system models developed and furthermore, their performances

are analyzed through simulations using MATLAB software. From the simu-

lated results, it can be inferred that to achieve the same BER curves as that of

FFT-based optical OFDM, the same order real transformation techniques can

be used with simple and real mapping schemes of lower constellation sizes.

• Contribution 2a: PAPR analysis in DCT-based IM/DD systems for VLC.

1. Even though, OFDM is considered for high data rate transmission, the high

peaks which arise due to super-imposition of huge number of subcarriers is

inevitable. This situation is even more worsened in case of optical OFDM

which is exploiting LEDs, because the limited dynamic range of LEDs, leads

to clipping of the signal peaks of optical OFDM which doesn’t fit within the

LED linear range. Hence, there is a necessity to reduce PAPR in OFDM

especially in the optical domain.

2. This contribution highlights the different PAPR reduction schemes like spread-
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ing, PTS, clipping and filtering in DCT-based OFDM which is also referred to

as fast optical OFDM (FOOFDM).

3. For the purpose of reducing the amount of PAPR in FOOFDM system, this

work proposes a DCT-based spreading to DCT-based multicarrier system (i.e.,

FOOFDM) and compares with other PAPR reduction schemes like PTS and

clipping and filtering for the same system. Enforcing the PAPR reduction

techniques in the optical domain is not straightforward due to real and positive

signal transmission. Therefore, mathematical expressions for the time-domain

signal formats are derived for the proposed systems.

4. Furthermore, the performance of different multiple access schemes are also an-

alyzed. Mathematical expressions are derived for different subcarrier mapping

strategies like DCT-based optical interleaved frequency division multiple access

i.e., fast optical IFDMA (F-O-IFDMA), fast optical localized frequency divi-

sion multiple access (F-O-LFDMA). Additionally, for the purpose of compar-

ison with DCT-based multiple access schemes, this work imposes DFT-based

spreading to optical frequency division multiple access (DFT-S-OOFDMA) and

derives the mathematical expressions for it. Simulation results are presented

for the proposed systems.

• Contribution 2b: Performance analysis of DST-based IM/DD systems

for VLC.

1. This work proposes a DST-based optical OFDM system and analyzes the per-

formance of a DST-based ACO-OFDM and DST-DCO-OFDM system over

VLC channel environment. Mathematical expressions are derived for the afore-

mentioned system models.

2. Furthermore, since DCO-OFDM system is power-inefficient, therefore to re-

duce the amount of PAPR in DCO-OFDM system, a DST-based spreading is

proposed in this work. A thorough mathematical analysis is accomplished for

the time-domain signal formats and furthermore, other PAPR reduction tech-

niques like PTS, Clipping and filtering are imposed on the same system model

and then compared with DST-based spreading.
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3. An uplink scenario is described and for enabling multiple access support, dif-

ferent multiple access strategies like DST-O-LFDMA, DST-O-IFDMA are em-

ployed. Mathematical expressions are derived for the time-domain signals and

are verified through simulation results.

4. Spectral efficiency and computational complexity are compared for DFT-based

optical OFDM and DST-based optical OFDM.

• Contribution 3: Synchronization in DCO-OFDM and DCO-OFDMA-

based IM/DD systems for VLC.

1. Primarily, this contribution accomplishes the mathematical analysis for the

time-domain signal formats in a multicarrier system like DCO-OFDM which

is effected with FO and STO.

2. Additionally, this contribution gives interference analysis for the multi-user sce-

nario and gives the mathematical derivations of the received signal pertaining

to the desired subscriber when effected with timing and frequency offsets in a

multiple access system like DCO-OFDMA system.

3. Mathematical expressions are derived depicting the degradation of the received

signal in the presence of different interferences like ICI, multi user interference

(MUI).

4. Mathematical analysis is performed highlighting the performance of different

synchronization algorithms and the simulated results are presented. The per-

formance of the system models in the presence of these offsets are verified

through simulations.

5. Lastly, Cramer Rao Lower Bound (CRLB) is derived for the estimators and is

verified through simulation results.

• Contribution 4: Effects of timing and frequency offsets in DCT-based

multiple access system for VLC.

1. In order to overcome the drawbacks associated with Hermitian Symmetry im-

posed optical multiple access system, this contribution proposes a multiple

access system which is based on DCT. The major focus of this contribution is
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to illustrate a simple uplink scenario in which the mobile and base stations are

designed in accordant with IM/DD systems.

2. Mathematical expressions are derived by illustrating the deterioration of the

received signal in the presence of frequency and timing offsets.

3. The deleterious impact of different probabilities of timing error on the re-

ceived signal pertaining to a desired subscriber in DCO-fast-OFDMA (DCO-

FOFDMA) system is elaborated through mathematical derivations.

4. This work highlights the performance of different synchronization algorithms

for the estimation of these offsets in DCT-based multiple access system. Also,

the CRLB for the estimation of FO and STO is derived for the aforementioned

system and is verified through simulation results.

1.9 Thesis Organization

The thesis is organized into six chapters. The first chapter provides the introduction,

background, motivation for the research work as well as details the literature survey

discussing the current state of art aspects pertaining to VLC and organization of thesis.

The second, third, fourth and fifth chapters provides the contributions of the research

work. The sixth chapter provides the conclusions and future scope of the research work.

The summary of each chapter is given below.

• Chapter 1: This chapter, as a start, gives the background of the emerging tech-

nology like VLC with major emphasis on several aspects which highlights that VLC

is an intriguing alternative to RF-based wireless communication. Along with its

several advantages, this chapter states several research challenges which needs to

be addressed when exploiting VLC. Additionally, this chapter details the literature

survey imparting focus on the VLC system model, different baseband modulation

formats and multicarrier modulation schemes. The different variants of optical

OFDM which were proposed in accordant with IM/DD systems are also discussed.

Furthermore, the research done so far pertaining to several aspects like channel esti-

mation in optical OFDM, PAPR analysis in multicarrier and multiple access systems
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as well as synchronization in optical OFDM compatible with IM/DD systems is also

briefed. Lastly, the applications of VLC in the fields of vehicular communication

and its usage in smart city is also the focus of this chapter.

• Chapter 2: Taking into consideration the requirements of IM/DD systems as stated

in Chapter 1, an elaborate understanding about the unipolar OFDM is vital. Ac-

cordingly, this chapter gives a detailed mathematical description about the different

unipolar optical OFDM systems with much stress on the drawbacks associated with

imposing Hermitian Symmetry criteria for the purpose of fetching a real-valued sig-

nal. Several real transformation techniques which can be exploited in optical OFDM

for the purpose of attaining a real-valued signal without the requirement of Hermi-

tian Symmetry criteria are also underlined. This chapter gives the detailed analysis

of VLC channel modeling scenario and proposes a comb-type pilot arrangement

based ACO-OFDM system which is exploiting different transformation techniques

like Hermitian Symmetry imposed IFFT, real transformation techniques like DHT.

For the purpose of channel estimation, different channel estimation algorithms like

LS, MMSE are utilized. By making use of these estimates, the channel state infor-

mation at the data is interpolated by exploiting different interpolation algorithms

like linear, low-pass and natural cubic spline. A thorough mathematical analysis

of the different channel estimation techniques is given. Additionally, this chapter

even verifies the performance of the aforementioned channel estimation algorithms

in HCM-based on FWHT based optical OFDM (HCM-FWHT-based DCO-OFDM)

system and WPDM-based DCO-OFDM system.

• Chapter 3: This chapter illustrates the most crucial aspect like PAPR which

arises in a multicarrier system like DCT-based optical OFDM (i.e., fast optical

OFDM (FOOFDM)). This work compares the proposed PAPR reduction technique

like DCT-based spreading with other PAPR reduction techniques like PTS, clipping

and filtering. Moreover, mathematical expressions are derived for the time-domain

signal formats of FOOFDM system upon imposing these aforementioned PAPR re-

duction techniques. Further, the expressions of different time-domain signal formats

for different subcarrier mapping strategies like F-O-IFDMA and F-O-LFDMA are

derived and the superiority of F-O-IFDMA in terms of PAPR reduction than F-
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O-LFDMA is verified through simulation results. Additionally, the performance of

a DST-based ACO-OFDM and DST-DCO-OFDM system are delineated through

mathematical expressions and the simulations are presented over dispersive VLC

channel environment. For the purpose of effectively reducing the amount of PAPR

in DST-DCO-OFDM system, the proposed DST-based spreading technique is pre-

sented along with derivations of the mathematical expressions of the time-domain

signal formats. Additionally, the mathematical derivations for different multiple

access schemes like DST-based O-IFDMA, DST-O-LFDMA are also depicted. The

dominance of DST-based DCO and DST-ACO-OFDM system over Hermitian Sym-

metry imposed DCO-OFDM and ACO-OFDM system in terms of computational

complexity, spectral efficiency are also presented.

• Chapter 4: This chapter elucidates the effects of FO and STO on the received

signal and derives the mathematical expressions illustrating the deterioration of

the overall system performance in the presence of these offsets in a multicarrier

system like DCO-OFDM. Several synchronization algorithms like Classen, Moose,

and training assisted are imposed in DCO-OFDM system with the intention to

estimate these offsets. Moreover, the uplink environment for a multi-user scenario

is also portrayed for DCO-OFDMA based multiple access system. Additionally,

a thorough mathematical analysis is presented which intensifies the emanation of

different sorts of interference like ICI and MUI in the presence of multi-user scenario.

• Chapter 5: Taking into consideration the drawbacks which are associated with

Hermitian Symmetry imposed IFFT based multicarrier and multiple access systems,

this contribution highlights the effects of timing and frequency offsets in DCT-based

multiple access system.

• Chapter 6: Finally, this chapter presents the conclusions and the future scope of

this work.



Chapter 2

Channel Estimation in optical OFDM for VLC

2.1 Introduction and Motivation

For the purpose of assuring a reliable reception of the transmitted data, it is vital to

sense and to track the channel state information. In precise, wireless channel estimation

can be performed by exploiting different channel estimation algorithms like LS, MMSE

and different interpolation techniques like linear, spline and low-pass. It is to be noted

that, channel modeling pertaining to optical domain is quite different with that of the con-

ventional RF-based wireless communication. This chapter presents a detailed discussion

on channel estimation in optical OFDM which is making use of different real transfor-

mation techniques like DHT, WPDM and HCM which is based on FWHT. Furthermore,

computational complexity and spectral efficiency of optical OFDM which is based on

real transformation techniques will be compared with traditional Hermitian Symmetry

imposed IFFT based optical OFDM. In this chapter, a major emphasis is laid on VLC

channel modeling along with the mathematical modeling of different channel estimation

techniques in the developed system models.
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2.2 Channel Estimation in Hermitian Symmetry imposed IFFT

based optical OFDM

2.2.1 Channel Estimation in DCO-OFDM

A conventional optical OFDM system is delineated in Fig. 2.1. As depicted from

the figure, the incoming high-speed data stream is being encoded into M-ary phase shift

keying (M-PSK), M-QAM and M-ary pulse amplitude modulation (M-PAM) symbols

where M signifies the constellation order which varies from 2, 4, 8, 16, 32, 64, 256 and

1024. For ensuring perfect reception of the transmitted data, estimation and tracking of

the channel is of major requisite. Hence, pilot symbols are inserted based upon comb

type pilot arrangement. Further, this stream of symbols are split into a large number of

low-speed datasets with the help of a serial to parallel (S/P) converter.

Accordingly, the resultant signal can be expressed as

X [k] = X [mNf + l] =

xp [m] , l = 0

Data, l = 1, 2, 3, · · · , Nf − 1

(2.1)

From (2.1), Nf is the Pilot Symbol insertion Frequency, N denotes the total number of

subcarriers, m = 0, 1, 2, · · · , NP − 1, NP specifies the number of pilot subcarriers which

can be obtained as NP = N
Nf

and X [k] is the frequency domain representation of the data

symbols.

Thereupon, these frequency symbols are fed as input to the IFFT transformation block

to yield the time-domain signal. It is apparent that, for complex mapping of the input

data to the IFFT, the output of it will be definitely a complex-valued signal. Therefore,

this necessitates to constrain the input to the IFFT module to satisfy the Hermitian

Symmetry criteria. According to Hermitian Symmetry criteria, if there are a total of N

number of subcarriers, only N
2

will be utilized for data transmission and the rest half are

flipped complex conjugate versions of the previous ones. The pictorial representation of

the phenomena involved behind the usage of Hermitian Symmetry criteria is illustrated

in Fig. 2.2. Mathematically, this can be represented as:

X [N − k] = X∗ [k] , k = 1, 2, · · · N
2

(2.2)
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Figure 2.1: Schematic Block of channel estimation in Hermitian Symmetry imposed IFFT-

based DCO-OFDM

X(1)
*

Figure 2.2: Hermitian Symmetry imposed IFFT

Generally, to avoid any imaginary part at the output, the first and the middle subcarrier

are set to 0 i.e.,

X [0] = X

[
N

2

]
= 0 (2.3)

Hence, the input to the IFFT module has got the following representation as shown by

(2.4)

X =
[
0, X1, X2, X3, · · ·XN/2−1, 0, X

∗
N/2−1, · · ·X∗2 , X∗1

]T
(2.4)

From (2.4), it is evident that due to Hermitian Symmetry criteria, only first half of the

subcarriers carry data while the second half are flipped complex conjugates of the first
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half i.e, out of N subcarriers only N
2

are utilized to carry data. The discretized signal at

the output of the IFFT can be expressed as

x [n] =
1

N

N−1∑
k=0

X [k] e
j2πnk
N (2.5)

Therefore, (2.5) can be solved by incorporating the aforementioned constraints to obtain

the time domain signal as

x [n] =
1

N

[
X [0] e

j2πn(0)
N +

N
2
−1∑

k=1

X [k] e
j2πnk
N +

X

[
N

2

]
e
j2πn(N2 )

N +
N−1∑

k=N
2
+1

X [k] e
j2πnk
N

] (2.6)

Incorporating (2.3) in (2.6), then (2.6) can be reduced to

x [n] =
1

N

[ N
2
−1∑

k=1

X [k] e
j2πnk
N +

N−1∑
k=N

2
+1

X [k] e
j2πnk
N

]
(2.7)

Letting N − k′ = k and changing the order of limits in (2.7), and re-arranging yields

x [n] =
1

N

[ N
2
−1∑

k=1

X [k] e
j2πnk
N +

N
2
−1∑

k′=1

X
[
N − k′

]
e−

j2πn

[
N−k

′]
N

]
(2.8)

Making use of (2.2) in (2.8) and reordering

x [n] =
1

N

[ N
2
−1∑

k=1

X [k] e
j2πnk
N +

N
2
−1∑

k=1

X∗ [k] e−
j2πnk
N

]
(2.9)

Further, by making use of Euler’s Identities ejθ = cosθ + jsinθ and e−jθ = cosθ − jsinθ,

(2.9) can be solved as

x (n) =
1

N

N
4
−1∑

k=1

(X [k] +X∗ [k]) cos

(
2πnk

N

)+

j
1

N

N
4
−1∑

k=1

(X [k]−X∗ [k]) sin

(
2πnk

N

) (2.10)

By utilizing the real and imaginary parts of the signal which are given as x [t]
RC

= x[t]+x∗[t]
2

and the imaginary component is x [t]
IC

= x[t]−x∗[t]
2j

. Upon substitution of the above men-

tioned signal processing, (2.10) reduces to

x [n] =
2

N

[ N
2
−1∑

k=1

X [k]
RC

cos

(
2πnk

N

)
−

N
2
−1∑

k=1

X [k]
IC

sin

(
2πnk

N

)]
(2.11)
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where X [k]
RC

and X [k]
IC

in (2.11) denote the real and imaginary components of X [k]. Fur-

thermore, from (2.11), it is clear that, upon enforcing Hermitian Symmetry criteria, a

real valued signal is attained. To surpass the effects of ISI, a certain amount of cyclic

prefix/guard interval is inserted. The cyclic prefix to be inserted is 1
4

th
of the sub-carrier’s

size used and the cyclic prefix added discrete time-domain signal can be expressed math-

ematically as

xcp [n] = xg [n] =

x [N + n] , n = Ng, Ng − 1, · · · , 1

x [n] , n = 0, 1, 2, · · · , N − 1

(2.12)

In (2.12), Ng is the number of samples in the guard interval. This parallelized signal is

then converted into a serial signal for transmission through the channel. Generally, this

cyclic prefix added signal (i.e., xcp [n]) is real but not necessarily unipolar. Apparently,

for the conversion of this bipolar signal into a positive (unipolar) signal, it entails to

rely on bipolar to unipolar conversion strategies. One such straightforward approach for

converting the bipolar signal into unipolar signal is DCO-OFDM methodology.

This variant of optical OFDM consists of addition of a certain amount of DC bias

to the bipolar signal in order to convert it into a unipolar signal. To guarantee a non-

negative signal, the required amount of DC bias which is to be added equals the absolute

value of the maximum negative amplitude of the bipolar optical OFDM signal. In spite

of offering significant advantages, the high peaks which arise due to superimposition of

huge number of subcarriers make OFDM prone to high PAPR. Consequently, this high

PAPR results in the increase of addition of DC bias for the purpose of assuring the non-

negativity in the signal which is to be transmitted. In particular, for large values of the

number of subcarriers, the optical OFDM signal amplitude can be approximated as a

Gaussian distribution. Therefore, in order to circumvent the addition of surplus DC bias

and at the same time to obtain a reduction in the required optical power, it is vital to

utilize the DC bias BDC proportional to the power of x [n]. The DC bias BDC is usually

relative to the electrical power of the signal xcp [n] and is represented as

BDC = k
√
E
{
x2cp [n]

}
(2.13)

Where, k is the proportionality constant in general, it is the clipping factor and E {}

denotes the Expectation operator.
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However, the amount of DC bias which is to be added is given in the literature as [133]

BDC = 10log10
(
k2 + 1

)
dB (2.14)

The resultant discretized DC biased added signal can be expressed as

xDC [n] = xcp [n] +BDC (2.15)

In order to prevent the added DC bias to be excessive, the peaks of the negative signal

must be clipped. Hence, this introduces a noise called as clipping noise which is denoted

as ηclip [133]. Therefore, the resultant signal after the inclusion of clipping noise is

represented as

xDC [n] = xcp [n] +BDC + ηclip (2.16)

Thus, it can be inferred from the aforementioned analysis that a real and unipolar signal

is attained and this can be represented as

x [n]
unipolar

= xDC [n] = xcp [n] +BDC + ηclip (2.17)

Primarily, PAPR of OFDM increases with the accumulation of subcarriers. Consequently,

clipping noise can be minimized upon increasing BDC . Aiding to this, in order to let

the clipping noise to be small for higher orders of constellation like 64, 256 and 1024

PSK/PAM/QAM, the amount of DC Bias BDC to be added must be large. One interesting

fact to note is, in DCO-OFDM due to imposition of Hermitian Symmetry constraint on

IFFT, out of N subcarriers only N/2 subcarriers are utilized for conveying the data and the

rest half are flipped complex conjugates of the previous ones. Eventually, (2.13) clearly

illustrates that a proportionality constraint exists between the optical power and the

OFDM signal amplitude. In addition to, the electric signal modulates the intensity of the

optical transmitter, therefore, this confirms that the required optical power is proportional

to the OFDM signal amplitude. Hence, as a matter of fact, it can be affirmed that DCO-

OFDM is afflicted due to addition of DC bias as there is a huge power inefficiency. But, in

the literature, it is revealed that high amount of powers are desired to fulfil the illumination

requirements [134], [135].

Thereupon, this real and unipolar signal is propagated through the optical wireless

channel comprising of impulse response h [n]. The time-domain signal which is received

can be expressed as

y [n] = R x [n]
Unipolar

∗ h [n] + z [n] (2.18)
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Where, R is the photodector responsivity in Ampere/Watt (A/W) and z [n] is the total

noise content which consists of both ambient light shot noise and thermal noise which

is modelled as additive white Gaussian noise (AWGN). The VLC channel model used

in [136] is considered and the received signal can be formulated as

y [n] =
L−1∑
l=0

h [l]x [n− l]
Unipolar

+ z [n] (2.19)

From (2.19), the photodetector responsivity R is taken as unity and the total number of

paths of the VLC channel are denoted by L. In particular, at the receiving end, reverse

operations like serial to parallel conversion, removal of cyclic prefix and frequency domain

processing of the received signal by passing through the FFT block are performed. Thus,

the corresponding frequency domain signal can be put up as

Y [k] = X [k]H [k] + Z [k] (2.20)

Later, upon removal of pilot tones, the channel is estimated by exploiting channel esti-

mation algorithms like LS and MMSE. There upon, by using these estimates, the channel

state information at the data is interpolated by exploiting interpolation algorithms like

linear, spline and low-pass interpolation. Finally, the data is recovered by exploiting de-

mapping schemes like M-PSK, M-PAM and M-QAM. It should be noted that the FFT

operation reproduces the mirrored structure which was designed at the transmitter where

the first half of the elements from 2 to N/2 − 1 are retained as the valid result. Detailed

mathematical description about VLC channel modeling and channel estimation techniques

are detailed in the subsequent sections.

2.2.2 Channel Estimation in ACO-OFDM

Substantially, to overcome the drawback of power-inefficiency in DCO-OFDM, ACO-

OFDM methodology can be employed to yield a positive-valued signal. Predominantly,

a unipolar signal can be generated without the requirement of addition of DC bias. In

contrast to DCO-OFDM methodology, a positive-valued signal is obtained by reliably

choosing the subcarriers for data modulation. As evidenced from Fig. 2.3, the frequency

domain representation of the signal follows equation (2.1). Here, only odd subcarriers

are modulated and are assigned with Hermitian Symmetry while the even subcarriers are
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Figure 2.3: Schematic representation of channel estimation in Hermitian Symmetry

imposed-IFFT based ACO-OFDM system

assigned zero. Thus, the resultant signal can be put up as

X [N − k] =

 X∗ [k] k is odd

0 k is even

(2.21)

Hence, the input to the IFFT resembles as follows

X =
[
0, X1, 0, X3, · · ·XN/4−1, 0, X

∗
N/4−1, 0, · · ·X∗1

]T
(2.22)

It is apparent that from (2.22) only odd subcarriers are modulated and the even subcarri-

ers are set to zero. Hence, out of N subcarriers only N
2

are utilized and due to Hermitian

Symmetry constraint only N
4

are meant for carrying data because, the rest N
4

are flipped

complex conjugate versions of the previous ones. Therefore, (2.2) can be modified as

X

[
N

2
− k
]

= X∗ [k] , k = 1, 2, · · · N
4

(2.23)

By making use of (2.5), the discretized time-domain signal at the output of the IFFT can

be solved as

x [n] =
1

N

[
X [0] e

j2πn(0)
N +

N
4
−1∑

k=1

X [k] e
j2πnk
N +

X

[
N

4

]
e
j2πn(N4 )

N +

N
2
−1∑

k=N
4
+1

X [k] e
j2πnk
N

] (2.24)



Channel Estimation in optical OFDM 49

Upon further solving, (2.24) can be reduced as

x [n] =
1

N

N
4
−1∑

k=1

X [k] e
j2πnk
N +

N
2
−1∑

k=N
4
+1

X [k] e
j2πnk
N

 (2.25)

Now applying change in variable transformation i.e., letting N
2
− k′ = k and the resultant

expression is

x [n] =
1

N

N
4
−1∑

k=1

X [k] e
j2πnk
N +

1∑
k′=N

4
−1

X

[
N

2
− k′

]
e
j2π

(
N
2 −k

′)
n

N

 (2.26)

Changing the limits in (2.26) yields the following expression

x [n] =
1

N

N
4
−1∑

k=1

X [k] e
j2πnk
N +

N
4
−1∑

k′=1

X

[
N

2
− k′

]
e
−j2π

(
N
2 −k

′)
n

N

 (2.27)

By making use of (2.23) in (2.27) and then rearranging, the following expression can be

attained

x [n] =
1

N

N
4
−1∑

k=1

X [k] e
j2πnk
N +

N
4
−1∑

k=1

X∗ [k] e
−j2πnk

N

 (2.28)

Making use of Euler’s Inequalities and signal processing identities, (2.28) can be derived

as

x [n] =
1

N

[ N
4
−1∑

k=1

2X [k]
RC

cos

(
2πnk

N

)
−

N
4
−1∑

k=1

2X [k]
IC

sin

(
2πnk

N

)]
(2.29)

(2.29), unveils that a real-valued signal is attained at the expense of reduced throughput as

only N/4 subcarriers are involved for data transmission. Further, to this signal, cyclic prefix

is added and the resultant signal xcp [n] is assured of its positivity by hard clipping the

entire negative excursion and then transmitting only the positive signal. This operation

can be represented as

x [n]
Unipolar

= xACO [n] =

 xcp [n] if xcp [n] ≥ 0

0 if xcp [n] ≤ 0

(2.30)

It is interesting to note that, this time domain signal has got an anti-symmetric prop-

erty. The main reason involved behind employing odd subcarrier modulation and clipping

the even subcarriers is to ensure that clipping noise falls only on the even subcarriers.
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The anti-symmetric property can be proved mathematically as: Using the expression for

discretized time-domain signal as shown in (2.5),

x

[
n+

N

2

]
=

1

N

N−1∑
k=0

X [k] e
−j2π(n+N2 )k

N (2.31)

On further solving, (2.31) reduces as

x

[
n+

N

2

]
=

1

N

N−1∑
k=0

X [k] e
−j2πnk

N ejπk (2.32)

ejπk = (−1)k, therefore (2.32) can be reduced to

x

[
n+

N

2

]
=

1

N

N−1∑
k=0

X [k] e
−j2πnk

N (−1)k (2.33)

Since, only odd subcarriers are utilized for data modulation and the even subcarriers are

set to zero. Hence, we can consider only odd subcarriers. Therefore, (−1)k = −1 since

our point of interest is only odd subcarriers.

x

[
n+

N

2

]
= − 1

N

N−1∑
k=0

X [k] e
−j2πnk

N (2.34)

Subsequently from (2.34) it can be inferred that

x

[
n+

N

2

]
= −x [n] (2.35)

Therefore, it can be deduced that the time-domain signal has an anti-symmetry property.

Even though the negative peaks are clipped, for each clipped negative peak a positive

peak with the same absolute value will be transmitted. As a result, clipping doesn’t lead

to loss of information. However, clipping noise arises in ACO-OFDM.

2.3 Complexity involved in the computation of Hermitian Sym-

metry criteria

To be compatible with the characteristics of light sources, it is essential for the

OFDM signal to be real and unipolar. One such prevailing approach to yield a real-

valued signal is to oblige the frequency-domain symbols at the input of the IFFT module

to comply with the Hermitian Symmetry criteria. Principally, this kind of modulation
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format is referred to as discrete multitone modulation (DMT). It is apparent that FFT

and IFFT transformation modules are noteworthy in enabling OFDM modulation and

demodulation. Consequently, with the increase in the size of IFFT, the power consump-

tion as well as the area on chip increases significantly. On the other hand, pertaining to

the optical OFDM system, for the purpose of accomplishing high data rate transmission,

it requires double the size of IFFT and FFT blocks due to the enforcement of Hermitian

Symmetry criteria on the frequency-domain symbols. Assuredly, it requires 2N -point

IFFT and FFT transform sizes for modulating the N frequency domain symbols.

The impact of the sizes of IFFT and FFT transforms on the performance of optical

OFDM system is unveiled in [137]. As reported in [137], upon increasing the sizes of

IFFT/FFT, the number of data subcarriers increase which in turn increases the dynamic

range of the OFDM signal, thereby substantially resulting in the requirement of higher

precision in the arithmetic operations. The result analysis as depicted in the aforemen-

Figure 2.4: Error vector magnitude as a function of FFT and IFFT bit precession for the

subcarriers varying from 32 to 1024 [137]

tioned Fig. 2.4 was taken from [137]. This figure clearly indicates the effects of varying

sizes of FFT/IFFT on the error vector magnitude (EVM) and the size of the FFT/IFFT

is chosen from 32 to 1024. Indeed, it can be inferred from the figure that for a given

FFT/IFFT bit precision, upon decreasing the sizes of FFT/IFFT, a reduction in the cor-

responding EVM is observed. As delineated in [138], for a radix-2 algorithm, the number

of additions and multiplications which are required for the computation of real-valued

FFT is given by

Add
FFT

= 3Nlog2N − 3N + 4 (2.36)

Mul
FFT

= Nlog2N − 3N + 4 (2.37)
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Therefore, the parameters Add
FFT

and Mul
FFT

specify the total number of additions and multi-

plications for FFT transform. In practice, the computational complexity for any transform

is defined in terms of the total number of additions and multiplications which are required

to compute it. Table. 2.1 gives the total number of additions and multiplications required

for different sizes of FFT varying from 8, 16, 32, · · · , 2048. Fig. 2.5 confirms the fact

Size of FFT No of Additions No of Multiplications

8 52 4

16 148 20

32 388 68

64 964 196

128 2308 516

256 5380 1284

512 12292 3076

1024 27652 7172

2048 61444 16388

Table 2.1: Illustration of total number of additions and multiplications required for the

computation of different sizes of FFT
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Figure 2.5: Illustration of computational complexity involved behind the split-radix FFT

algorithm

that upon increasing the sizes of FFT, computational complexity increases drastically for

a DMT system.
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The second important aspect which needs to be taken into account along with the

computational complexity is power consumption. Therefore, for maximizing the system

performance, Application Specific Integrated Circuits (ASICs) are widely deployed in net-

working devices [139]. The effects of increasing the size of FFT on the performance as

well as the power consumption of real-time ASIC-based DMT transceivers was detailed

in [137]. The result analysis of this work confirms the fact that upon increasing the size

of FFT and IFFT, the cost as well as the power consumption increases drastically. This

is more pronounced when the size of FFT/IFFT increases from 512 to 1024, where a 40%

increase in the area of the chip and 38% increase in the power consumption at the receiver

side can be observed .

2.4 Exploiting Real transformation techniques for optical OFDM

Subsequently, the aforementioned mathematical analysis clearly encapsulates the

complexity involved behind enforcing the data input to the IFFT module to satisfy Her-

mitian Symmetry constraint. As a result, this has a huge impact in the requirement of

additional resources as well as longer time is of essential prerequisite to compute the FFT

operation thereby leading to the increase in latency. Moreover, for ensuring rapid deploy-

ment of real optical OFDM systems for the next generation of networks, it is mandatory

to resolve the most vital aspects like cost and power consumption. Additionally, pertain-

ing to real time applications, additional digital signal processing circuitry is required for

the computation of Hermitian Symmetry criteria. Furthermore, the decrease in spectral

efficiency can be clearly inferred from equations (2.11) and (2.29) since, out of N number

of subcarriers, only N/2 subcarriers are transmitted in the former while, N/4 subcarriers are

utilized in the later. This clearly emphasizes the necessity to exploit real transformation

techniques. Hence, in this work the performance of the developed systems are evaluated

by employing real transformations such as DHT, HCM which is based on FWHT as well

as WPDM.
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2.4.1 Channel Estimation in Discrete Hartley Transform (DHT)-based optical

OFDM

A DHT-based optical OFDM has been proposed in [140] for the purpose of assuring

a reduction in computational complexity as encountered in traditional Hermitian Sym-

metry imposed IFFT-based optical OFDM. Typically, Hartley transform is an attractive

tool for enabling real signal processing and has gained tremendous popularity because it

involves the same digital signal processing in the transmission and reception and works

with real algebra. Moreover, Hartley transform is a real trigonometric transform where

the forward/direct and inverse transforms are identical. This implies that it possesses

self-inverse property. Inevitably, same digital signal processing device can be exploited

for enabling the modulation and demodulation.

Being a real-valued trigonometric transform, it maps the input data using a real

constellation such as BPSK and M-PAM to yield a real output. Furthermore, Hartley

transform kernel differs from Fourier transform only in the imaginary part and the real

and imaginary components of FFT coincide with the even and negative odd parts of DHT.

Since it has got the same routine in terms of transmission and reception, we need not

force its input to satisfy Hermitian Symmetry constraint. Using a simpler implementation

scheme, it supports double the input symbols of a standard real-valued FFT. In OFDM,

DFT is prominent in implementing OFDM modulation since it can be seen as a bank

of modulators whose narrowband channels have mutually orthogonal subcarriers. In the

same manner, the mirror-symmetric sub-bands of DHT guarantee for subcarrier orthog-

onality and the spectral behaviour of it enables to carry the data symbols for parallel

processing. As a result, DHT can be envisaged to replace the FFT in optical OFDM and

to embellish as an attractive modulation scheme to be employed for cost-effective IM/DD

systems.

A schematic representation of channel estimation in ACO-OFDM which is making

use of DHT over a dispersive VLC channel is presented in Fig. 2.6. As depicted, the

incoming input data stream is encoded by utilizing real constellation mapping techniques

like BPSK and M-PAM. It is evident from the figure that DHT is used for accomplish-

ing the OFDM modulation and demodulation therefore, without enforcing the Hermitian

Symmetry criteria, a real valued signal is obtained which is a primary requisite of IM/DD
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system.

Figure 2.6: Schematic representation of Channel Estimation in ACO-OFDM using Dis-

crete Hartley Transform (DHT) over VLC Channel

The signal processing operation involved behind the transmitter schematic is detailed

while dealing with channel estimation in traditional DCO-OFDM and ACO-OFDM sys-

tems. Except the transform technique employed, rest of the operations are similar. Ac-

cordingly, the discrete time-domain signal at the output of IDHT is given by

x [n] =
1√
N

N−1∑
k=0

X [k]

[
cos

(
2πnk

N

)
+ sin

(
2πnk

N

)]
(2.38)

This is equivalent to

x [n] =
1√
N

N−1∑
k=0

X(K)

[
cas

(
2πnk

N

)]
(2.39)

Where casθ = cosθ+sinθ. However, it is to be noted that since ACO-OFDM principality

is employed, only odd subcarriers are employed for data transmission. Since, the forward

and inverse transforms are identical, X [k] can be expressed as

X [k] =
1√
N

N−1∑
n=0

x [n]

[
cos

(
2πnk

N

)
+ sin

(
2πnk

N

)]
(2.40)

Similar to DFT-based ACO-OFDM, even while exploiting DHT, it is easy to demonstrate

for odd subcarriers. Thus, equation (2.40) can be expressed as

X

[
k +

N

2

]
=

1√
N

N−1∑
n=0

x [n]

[
cos

(
2πn

(
k + N

2

)
N

)
+ sin

(
2πn

(
k + N

2

)
N

)]
(2.41)
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Further, (2.41) can be solved as

X

[
k +

N

2

]
=

1√
N

N−1∑
n=0

x [n]
[
cos

(
2πnk

N

)
cosπn− sin

(
2πnk

N

)
sinπn+

sin

(
2πnk

N

)
cosπn+ cos

(
2πnk

N

)
sinπn

]
(2.42)

Therefore, (2.42) can be further reduced to

X

[
k +

N

2

]
= (−1)n

1√
N

N−1∑
n=0

x [n]

[
cos

(
2πnk

N

)
+ sin

(
2πnk

N

)]
(2.43)

From (2.43), since we are interested in odd subcarriers, we can establish a relation that

X

[
k +

N

2

]
= −X [k] (2.44)

The symbol elements in the summation of (2.39) can be written as

x [n] =
1√
N

N
2
−1∑

k=0

[
X [k] cas

(
2πnk

N

)
+X

[
k +

N

2

]
cas

(
2πn

(
k + N

2

)
N

)]
(2.45)

By making use of (2.44), (2.45) can be expressed as

x [n] =
2√
N

N
2
−1∑

k=0

X [k]

[
cos

(
2πnk

N

)
+ sin

(
2πnk

N

)]
(2.46)

Thus, (2.46) can be further re-written as

x [n] =
2√
N

N
2
−1∑

k=0

X(K)

[
cas

(
2πnk

N

)]
(2.47)

Thereupon, the negative peaks in the discretized time-domain signal are clipped and

only a positive valued signal is intensity modulated through the LED. The rest of the

operations, like pilot tone extraction and channel estimation are similar to that of the

traditional optical OFDM. The detailed analysis could be found in subsequent sections.

Computational Complexity Analysis of DHT:

Several studies as stated in [141], [142], [143] reveal that FHT require about the

same number of multiplications like that of the FFT transform when exploiting Hermi-

tian Symmetry criteria. Pertaining to the number of additions, DHT require more number
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of additions than that of the FFT. Nevertheless, for the computation of real-valued FFT,

it requires to rely on additional resources to calculate the complex-conjugate vector. Ear-

lier studies as reported in [143] reveal that in the case of radix-2 algorithm, for both the

decimation-in-time and decimation-in-frequency, DHT algorithm has got the same num-

ber of multiplications as that of the FFT but N − 2 more number of additions than the

corresponding FFT algorithm optimized for a real input vector.

Similarly, even for radix-4, split radix, prime factor and Winograd transform algo-

rithms, as illustrated in [143], the requirement in the number of additions for DHT slightly

exceeds than the ones required by FFT of a real valued sequence. However, with the pro-

posal of fast algorithms for implementing DHT, much significant work in [144], [145]

illustrate that there is a significant reduction in the number of additions. In precise, the

improved version of the fastest algorithm as proposed in the aforementioned literature

states that DHT algorithm requires only two more additions than that of the FFT algo-

rithm for a real-valued signal thus assuring for a minimal arithmetic complexity as well

as enhancing the computational speed of DSP devices.

According to these algorithms, the minimum number of multiplications required for both

FFT and DHT is (Nlog2N−3N+4)/2. While, the additions in case of FFT is (3Nlog2N−5N)/2+4

and pertaining to DHT, the total number of additions required are (3Nlog2N−5N)/2 + 6.

2.4.2 Channel Estimation in Hadamard Coded Modulation (HCM)-based optical

OFDM

The most vital problem which is encountered with OFDM is that the transmitted

signal have high peaks i.e., high PAPR which imposes as a serious signal distortion at

the output of the non-linear channels. The authors in [146], proposed a supplementary to

OFDM which is based on Hadamard transform that retains several advantages of OFDM

and is notably more resilient against non-linearity. Predominantly, Hadamard matrices

and Hadamard transform are prominent tools to be employed for communication systems.

Particularly, much significant works in [147], [148], [149] reports that Hadamard matri-

ces/transform have been proposed as a precoder technique to reduce the amount of PAPR

in OFDM systems. Particularly, Hadamard transform is an orthogonal linear transform

which is implemented by a butterfly structure in the FFT process and henceforth, it will
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not increase the overall computational complexity of the system. Earlier works pertain-

ing to the utilization of Hadamard transform for VLC reports that, it has been exploited

not as a precoder for the sake of reducing the PAPR, but as a modulation technique for

encoding and transmitting the information. In [146], the authors have introduced this

multilevel modulation technique called HCM which uses Hadamard matrices as a modu-

lation technique rather than a precoder. This sort of modulation can be realized by using

the fast Walsh-Hadamard transform (FWHT), which has got the same complexity as that

of FFT which used in OFDM, i.e., Nlog2N , where N is the size of the Hadamard matrix

Channel Estimation using HCM which is based on FWHT is shown in Fig. 2.7. Similar

Figure 2.7: Schematic representation of Channel Estimation using Hadamard Coded Mod-

ulation (HCM) over VLC Channel

to DHT, FWHT being a real transform it works with real mapping signals such as BPSK

and M-PAM. HCM employs FWHT at the transmitter side to modulate the data and

IFWHT is used at the receiving end to decode the received data.

Followed by pilot insertion, the components of X i.e., X0, X1, X2 · · ·XN−1 are M-PAM

modulated and the transmitted signal can be considered as a vector x and is given as [146]

x =
(
XHN + (1−X) H̄N

)
(2.48)

Where, HN in (2.48) represents a binary Hadamard matrix of order N which is obtained

by replacing −1 by 0 in the original {−1, 1} Hadamard matrix and H̄N denotes the

complement of HN . (2.48), can be further expressed as

x = X
(
HN − H̄N

)
+
N

2
[0, 1, 1, · · · 1] (2.49)
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The matrix
(
HN − H̄N

)
as evidenced by equation (2.49) denotes the bipolar Hadamard

matrix and hence the first term in (2.49) represents the Walsh-Hadamard transform of

the data vector X while, the second term represents the product of a vector of 1×N all

ones with H̄N [146]. Therefore, the transmitter block can be replaced with fast Walsh

Hadamard Transform (FWHT) as illustrated in Fig. 2.7. In brief, at the transmitter side,

Hadamard transform using FWHT of size N is applied on the data stream and then a

constant of N
2

is added to N − 1 elements to generate the transmitted signal vector x.

In this way a real and unipolar signal is attained fulfilling the requirements of IM/DD

systems. At the receiving end, inverse FWHT (IFWHT) is incorporated instead of FFT.

Rest of the analysis is similar to the aforesaid system models.

2.4.3 Wavelet Packet Division Multiplexing (WPDM)-based optical OFDM

WPDM makes use of Inverse Discrete Wavelet Packet Transform (IDWPT) instead

of IFFT at the transmitter side and DWPT at the receiving end. In order to compare

WPDM-based multicarrier transmission system with aforementioned systems we employed

real mapper 16-PAM, Daubechies db4 basis function. We followed the same methodology

as used in [150] where DC bias of 7 dB is added to the bipolar signal to make it unipolar.

WPDM is seen to have advantages over OFDM when used in RF. But, in case of VLC, in

order to make the real bipolar signal as unipolar, some amount of DC bias is added. This

addition of DC bias leads to power inefficiency. However, it assures spectral efficiency

as there is no requirement of Hermitian Symmetry. Exploring novel methodologies to

convert real and bipolar WPDM time domain signal as real and unipolar would be the

future scope of research.

2.5 Channel Modeling for VLC

In order to model the channel environment, we employ a simple room environment

comprising of dimensions L × W × H m3 where LEDs are mounted on the top of the

ceiling and the signal from the transmitter LED reaches the receiver through both LOS

as well as NLOS paths. In specific, in an indoor room environment, the NLOS paths arise

due the reflections from the walls, floor and ceiling. Accordingly, if the transmitter LED
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employed is of Lambertian type source (i.e., a source which emits light uniformly in all

directions), and at the receiving end, for the purpose of eliminating the ambient noise

an optical band-pass filter of transmission Ts (ψ) as well as a non-imagining concentrator

with gain g (ψ) can be utilized. Then, the impulse response corresponding to the LOS

link can be expressed as [151], [152]

h [n]
LOS

=


Apd(m+1)

2πd2
cosm (φ)Ts (ψ) g (ψ) cosψδ

(
n− d

c

)
, 0 ≤ ψ ≤ ψc

0, 0 ≥ ψc

(2.50)

The Lambert’s mode number is specified by m which is used for expressing the directivity

of the LED and is related to the LED semi-angle at half power illumination φ 1
2

(φ 1
2

is

taken as 70 deg) as [151]

m =
−ln2

ln
(
cosφ 1

2

) (2.51)

From (2.50), d refers to the direct LOS path i.e., the distance between the transmitting

Figure 2.8: Propagation characteristics of VLC Channel

LED and the receiver, while Apd corresponds to the area of the PD. The function δ
(
n− d

c

)
corresponds to the Dirac delta function indicating the signal propagation delay and c is the

speed of light in free space. However, in case of diffuse link environment, the reflections

need to be taken into consideration. Consequently, in order to consider the total number of

reflections of the light in a given room, ray-tracing algorithm can be adopted to calculate

the channel impulse response in case of NLOS scenario [153]. Therefore, when the light

ray undergoes L reflections, then the channel impulse response can be expressed as

h [n]
NLOS

=
∑
L

h [n]
NLOS

(2.52)
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The channel impulse response of the first bounce/reflection as depicted in Fig. 2.8 can be

calculated as [151], [152]

h [n]
NLOS

=


Apd(m+1)ρdAwallcos

m(φ)cos(α)cos(β)Ts(ψ)g(ψ)cos(ψ)

2π2d21d
2
2

, 0 ≤ ψ ≤ ψc

0, ψ > ψc

(2.53)

From (2.53), the parameters d1 specifies the distance from the transmitter LED to a certain

reflective point situated on the wall, while d2 signifies the distance from this reflective point

to the receiver. The reflectance factor is denoted with ρ, while the reflective area of the

small region is represented by dAwall, φ and α gives the angle of irradiance to a particular

reflective point. Whereas, the angle of irradiance to the receiver is denoted by β, the

incident angle from the reflective surface is manifested by ψ and ψc implies the FOV of

the PD.

It is to be noted that for the purpose of simulation, the gain of the optical filter Ts (ψ)

is taken as 1 while the gain of the optical concentrator with refractive index r is given

as [151], [152]

g (ψ) =


r2

sin2(ψc)
, 0 ≤ ψ ≤ ψc

0, 0 ≥ ψc

(2.54)

r specifies the refractive index of the optical concentrator which is taken as 1.5, while the

FOV ψc is taken as 60.0 deg, reflectance factor ρ is taken as 0.8 and the area of the PD

Apd considered is 1cm2.

2.6 Channel Estimation Techniques

The corresponding channel estimate at the pilot carriers is obtained as follows:

The resultant frequency domain signal is represented in (2.20). Since, we are interested

to know the channel state at the pilots so we proceed further to get this pilot channel

estimate by employing the approach of Maximum Likelihood estimate. The resultant

signal can be expressed as

Y = XH +W (2.55)

Since, W is random it is modelled as AWGN. Hence, W ∼ N (0 , σ2 ). Hence, Y is also

random and is characterized as Y ∼ N (XH , σ2 ). Every Gaussian random variable has
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got its corresponding Likelihood function which is represented as P (Y ;H)

P (Y ;H) =
1√

2πσ2
e
−(Y−XH)2

2σ2 (2.56)

We are interested in maximizing this likelihood function. Simply put, maximizing this

function is the same as maximizing the log likelihood function which is represented as

L (Y ;H)

L (Y ;H) = −1

2
ln
(
2πσ2

)
− (Y −XH)2

2σ2
(2.57)

The maximum likelihood estimate of the parameter H is obtained by simple differentiation

w.r.t H and then equating to 0.

∂

∂H
L (Y ; H ) = 0 (2.58)

−2 (Y −XH) (−X)

σ2
= 0 (2.59)

On solving, the estimate of the channel Ĥ is obtained as follows

Ĥ =
Y

X
(2.60)

In general, since we are interested in determining the response across the pilots. So, Ĥ

can be represented as ˆHp (m) where, m = 0, 1, 2, · · ·Np− 1 i.e., the frequency response of

the channel at the corresponding pilot sub-carrier. (2.60) can be rewritten as

Ĥp (m) =
Yp (m)

Xp (m)
(2.61)

Least Square (LS) Channel Estimation The LS channel estimation is obtained by

means of simple division of the output pilots under the effect of optical channel over input

pilots. i.e.,

Ĥ
LS Estimate

= X−1Y (2.62)

Minimum Mean Square Error (MMSE) Channel Estimation

The other robust algorithm to predict the channel response is MMSE. The error of the

channel estimate e is given by the following equation

e = H − Ĥ (2.63)

Where H and Ĥ are the actual and raw channel estimates respectively, and the MSE of

the channel estimate is given as

E
{
|e|2
}

= E

{∣∣∣H − Ĥ∣∣∣2} (2.64)
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E {} in (2.64) denotes the expectation operator. Since, the optical channel and the AWGN

are not correlated with each other, the MMSE estimate of the channel is given as

ˆHMMSE = RHYRY Y
−1Y (2.65)

The auto-covariance and cross-covariance matrices of H and Y are denoted by RY Y and

RHY . The auto-covariance and cross-covariance matrices are given as:

RY Y = E
{
Y Y H

}
(2.66)

Upon substituting the received signal Y = XH + Z in the above equation gives the

following representation

RY Y =E
{
(HX + Z)(HX + Z)H

}
(2.67)

=E
{
(HXHHXH +HXZH + ZHHXH + ZZH)

}
(2.68)

Since the channel and AWGN are not correlated, the expectation of HZ as denoted by

E{HZ} is zero i.e., E{HZ} = 0

RY Y =E
{
HHH

}
XXH + 0 + 0 + E

{
ZZH

}
(2.69)

=XRHHX
H + σ2I (2.70)

Similarly, the cross correlation matrix has got the following mathematical representation

RHY = E
{
HY H

}
= E

{
HHHXH +HZH

}
(2.71)

RHY = E
{
HHH

}
XH = RHHX

H (2.72)

ĤMMSE =RHYR
−1
Y Y Y (2.73)

=RHHX
H(XRHHX

H + σ2)−1ĤLS (2.74)

Upon solving, the MMSE channel estimate is given as [136]

ĤMMSE = RHH(RHH + σ2(XHX)−1)−1ĤLS (2.75)

Linear Interpolation

In the case of linear interpolation, the channel estimation at the data sub-carrier is ob-

tained by estimation of response of two adjacent pilot subcarriers. The linear interpolation

is a simple means of channel estimation and is given as below

Ĥ (k) = Ĥ (mNf + l) =
(
Ĥp (m+ 1)− Ĥp (m)

) 1

Nf

+ Ĥp (m) (2.76)
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Spline Interpolation

The spline interpolation gives a better smooth and continuous polynomial fitted to given

data points. However, this is obtained by employing spline function in matlab.

Mathematical Description
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Figure 2.9: Spline Interpolation

A rough schematic of spline interpolation is illustrated in Fig. 2.9. For a given set of

transmitted pilots Xp (0) , Xp (1) , Xp (2) · · ·Xp (Np − 1), a cubic spline with the function

Si can be defined in the piecewise interval Xp (i) ≤ Xp ≤ Xp (i+ 1).

To be more precise, S (Xp) = Si (Xp) for Xp (i) ≤ Xp ≤ Xp (i+ 1). Since, each value of

Si should be a cubic polynomial, in general, we can write in the form

Si (Xp) = aiX
3
p + biX

2
p + ciXp + di (2.77)

The interval i in (2.77) is ranging from i = 0, 1, 2, · · ·Np − 2. For each i, there are 4

unknowns and the interval i runs from 0, 1, 2, · · ·Np − 2. So, there are Np − 1 intervals.

Therefore, the total number of unknowns are 4 (Np − 1).

We have a set of requirements which needs to be satisfied: The spline itself, its first order

derivative and the second order derivative must be continuous i.e, S, S
′

and S
′′

must be

continuous. Further, S (Xp) must interpolate the data at the interior knots. Since, we

have 4 (Np − 1) unknowns, we need to set up 4 (Np − 1) equations to solve. These set of

equations are listed below:

Si (Xp (i)) = Yp (i) , i = 0, 1, · · ·Np − 2 Np − 1 equations (2.78)

(2.78) specifies there are Np − 1 equations

Si (Xp (i+ 1)) = Yp (i+ 1) , i = 0, 1, · · ·Np − 2 Np − 1 equations (2.79)
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(2.79) specifies there are Np − 1 equations

S
′

i (Xp (i+ 1)) = S
′

i+1 (Xp (i+ 1)) , i = 0, 1, · · ·Np − 3 Np − 2 equations (2.80)

(2.80) specifies there are Np − 2 equations

S
′′

i (Xp (i+ 1)) = S
′′

i+1 (Xp (i+ 1)) , i = 0, 1, · · ·Np − 3 Np − 2 equations (2.81)

(2.81) specifies there are Np − 2 equations

S
′′

0 (Xp (0)) = 0, 1 equation (2.82)

S
′′

Np−2 (Xp (Np − 1)) = 0, 1 equation (2.83)

(2.82) and (2.83) together represent 2 equations. The equations (2.82) and (2.83) denotes

that we are interested in computing the natural cubic spline. Hence, there are a total

of 4Np − 4 equations to be solved to attain Si (Xp). It is apparent that each Si is a

polynomial of degree 3. On differentiation, it yields S
′
i which is of degree 2 and further

differentiation obtains S
′′
i which is of degree 1. It is to be noted that S

′′
i is a piecewise

linear polynomial and is also continuous. So, S
′′
i can be claimed as a linear spline.

In order to evaluate the value of Si (Xp) we proceed from the backward direction where we

start with S
′′
i (Xp), as it is linear we can incorporate Lagrange form. Followed by integra-

tion of S
′′
i (Xp) twice, we get two integration constants. Let us define ri = S

′′
(Xp (i)) , i =

1, 2, · · ·Np − 2. It is to be noted that these set of ri’s are primary unknowns. Let’s use

the notation qi to denote the length of the interval

qi = Xp (i+ 1)−Xp (i) (2.84)

Using (2.84), we can describe the Lagrange form for S
′′
i (Xp) on the ith interval where,

S
′′
i (Xp) is a linear polynomial and is a straight line passing through ri to ri+1 from Xp (i)

to Xp (i+ 1). So its Lagrange’s form can be represented as:

S
′′

i (Xp) =
ri+1

qi
(Xp −Xp (i))− ri

qi
(Xp −Xp (i+ 1)) (2.85)

Integrating (2.85), obtains

S
′

i (Xp) =
ri+1

2qi
(Xp −Xp (i))2 − ri

2qi
(Xp −Xp (i+ 1))2 + Ci −Di (2.86)



Channel Estimation in optical OFDM 66

Where, Ci and Di represents the arbitrary constants. On further integration of (2.86)

obtains

Si (Xp) =
ri+1

6qi
(Xp −Xp (i))3 − ri

6qi
(Xp −Xp (i+ 1))3 +

Ci (Xp −Xp (i))−Di (Xp −Xp (i+ 1))

(2.87)

Incorporating the properties to be satisfied by cubic spline i.e, making use of (2.78) in

(2.87) can obtain the arbitrary constant Di

Di =
Yp (i)

qi
− qi

6
ri (2.88)

Similarly using (2.79) in (2.87) obtains the second arbitrary constant Ci which is given as

Ci =
Yp (i+ 1)

qi
− qi

6
ri+1 (2.89)

A conclusion can be drawn that once ri’s are known, then (Ci, Di)’s will be known which

will help to compute Si. On substitution of (2.88) and (2.89) in (2.87) will obtain the

following representation

S
′

i (Xp) =
ri+1

2qi
(Xp −Xp (i))2 − ri

2qi
(Xp −Xp (i+ 1))2 +

Yp (i+ 1)− Yp (i)

qi
− qi (ri+1 − ri)

6

(2.90)

S
′

must be a continuous function so, at any inner point Xp (i) approaching from the left

must be equal to the value approaching from the right to Xp (i) i.e.,

S
′

i−1 (Xp (i)) = S
′

i (Xp (i)) (2.91)

Upon solving, we get the value approaching from the right as

S
′

i (Xp (i)) =
−riqi

2
+
Yp (i+ 1)− Yp (i)

qi
− ri+1 − ri

6
qi (2.92)

The second term in (2.92) denotes the known data and let it be represented as bi, then

after rearranging, (2.92) can be reduced to

S
′

i (Xp (i)) =
−1

6
ri+1qi −

1

3
riqi + bi (2.93)

Similarly, we get the value approaching from the left as

S
′

i−1 (Xp (i)) =
1

6
ri−1qi−1 +

1

3
riqi−1 + bi−1 (2.94)
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According to (2.91), equating (2.93) and (2.94) will obtain the following conditions:

qi−1ri−1 + 2 (qi−1 + qi) ri + qiri+1 = 6 (bi − bi−1) (2.95)

(2.95) can be represented in the form of a Matrix-Vector form as Q.~r = ~b

Q =



2 (q0 + q1) q1

q1 2 (q0 + q1) q2

q2 2 (q2 + q3) q3
. . . . . .

qNp−4 2
(
qNp−4 + qNp−3

)
qNp−2

qNp−3 2
(
qNp−3 + qNp−2

)


(2.96)

The unknown parameter matrix and the data matrix are given by

~r =



r1

r2

r3
...

rNp−3

rNp−2


(2.97)

~b =



6 (b1 − b0)

6 (b2 − b1)

6 (b3 − b2)
...

6
(
bNp−3 − bNp−2

)
6
(
bNp−2 − bN+p−1

)


(2.98)

In this approach after computing ~r using Q and ~b, then the Spline can be interpreted.

Low Pass Interpolation

The low-pass interpolation is performed by inserting zeros into the original sequence

and then applying a lowpass finite impulse response (FIR) filter that allows the original

data to pass through unchanged and interpolates between such that the mean-square

error between the interpolated points and their ideal values is minimized. Based on the

interpolation factor L, L− 1 zeros are inserted between each pair of input sample values

as illustrated in Fig. 2.10.
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Figure 2.10: Low-Pass Interpolation

2.7 Cramer Rao Lower Bound (CRLB) for channel estimation

error

In this section, we derive the CRLB [154] for channel estimation error. Principally,

CRLB gives the minimum variance of any unbiased estimation. Usually, in its simplest

form, the bound states that the variance of any unbiased estimator is high as the inverse of

the Fisher Information Matrix. In general, the received signal in the presence of channel

effect can be represented as

y [n] =IFFT {Y [k]} = IFFT {X [k]H [k] +W [k]}

= IFFT {X [k]H [k]}+ IFFT {W [k]}
(2.99)

Consequently, the received signal can be expressed as

y [n] =
2

N

N
4
−1∑

k=1

(
X [k]
RC

cos

(
2πnk

N

)
−X [k]

IC

sin

(
2πnk

N

))
H [k] + w [n] (2.100)

Since we are interested in estimation of the channel coefficients, for the ease of simplifi-

cation let it be denoted as h. It is apparent that, if w [n] is random with mean 0 and

variance σ2 and hence it is characterized as w ∼ N (0, σ2). This implies that y [n] is also

random in nature and is characterized as

y [n] ∼ N

(
2
N

∑N
4
−1

k=1

(
X [k]
RC

cos
(
2πnk
N

)
−X [k]

IC

sin
(
2πnk
N

))
h, σ2

)
. Its corresponding likeli-

hood function can be expressed as

P (Y ;h) =
1

(2πσ2)
N
2

e−
∑N−1
n=0

(
y[n]− 2

N

∑N
4 −1

k=1

(
X[k]
RC

cos( 2πnk
N )−X[k]

IC
sin( 2πnk

N )
)
h

)2

2σ2 (2.101)
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The log likelihood function which is denoted as L (Y ;h) corresponding to (2.101) can be

calculated as

L (Y ;H) = lnP (Y ;h) =

− N

2
ln
(
2πσ2

)
−

∑N−1
n=0

(
y [n]− 2

N

∑N
4
−1

k=1

(
X [k]
RC

cos
(
2πnk
N

)
−X [k]

IC

sin
(
2πnk
N

))
h

)2

2σ2

(2.102)

According to CRLB,

V
(
ĥ
)
≥ 1

−E
[
∂2

∂h2
lnP (Y ;h)

] (2.103)

On further solving, the second order derivative pertaining to the log likelihood estimate

of h which is denoted as ∂2

∂h2
lnP (Y ;h) is attained as follows

∂2

∂h2
lnP (Y ;h) =

−4

N2σ2

N−1∑
n=0

N
4
−1∑

k=1

(
X [k]
RC

cos

(
2πnk

N

)
−X [k]

IC

sin

(
2πnk

N

))2

(2.104)

Using certain assumptions that for higher values of θ, sinθ ' θ and cosθ = 0, (2.104) can

be reduced as

∂2

∂h2
lnP (Y ;h) = − 32π2

2σ2N4

N−1∑
n=0

n2

N
4
−1∑

k=1

kX [k]
IC

2

(2.105)

On further solving (2.105), by making use
∑N−1

n=0 n
2 = N(N+1)(2N+1)

6
, (2.105) can be further

reduced as

∂2

∂h2
lnP (Y ;h) = −8π2 (N + 1) (2N + 1)

3σ2N3

N
4
−1∑

k=1

kX [k]
IC

2

(2.106)

Finally, upon enforcing the Expectation operator to (2.106), V
(
ĥ
)

can be obtained as

V
(
ĥ
)
≥ 144σ2N2

π2 (N + 1) (2N + 1) (N − 4)
(2.107)

The simulated result as evidenced from results and discussions section clearly illustrate

that CRLB attains the minimum variance when compared with other channel estimation

algorithms.

2.8 Results and Discussions

The simulated results for the proposed systems are presented over VLC channel

environment. The channel estimation techniques such as LS, MMSE and interpolation
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Table 2.2: System Parameters for Simulation

Parameter Value

No of OFDM symbols 512

Total Number of Subcarriers 1024

Pilot Insertion interval 1
8
th the subcarriers size

Total Number of Pilot carriers 128

Type of the transform techniques employed FFT, DHT, FWHT

Variants of optical OFDM employed DCO-OFDM, ACO-OFDM

Cyclic Prefix 1
4
th subcarriers size

Orders of Modulation M-QAM, M-PSK, M-PAM

Dimensions of the Room 6× 6× 3

Total number of LEDs 1200

Power of each LED 20mW

LED semi-angle 70 degrees

FOV of the photodiode ψc 60 degrees

Area of the Photodiode Apd 1 cm2

Optical Filter Co-efficient Ts (ψ) 1

Refractive index 1.5

Reflectance factor ρ 0.8

Channel estimation algorithms LS, MMSE, Interpolation

for comb type pilot arrangement are simulated. Here, for the proposed system models,

1024 subcarriers are considered and pilot symbol insertion was done at an interval of 1
8
,

therefore, the no of pilot carriers employed are 128. The parameters which are employed

for simulation are detailed in Table. 2.2.

Fig. 2.11, illustrates the simulated BER performance considering LOS VLC channel

environment for ACO-OFDM using M-QAM. Here, as the order of modulation increases,

SNR also increases to achieve BER of 10−4. At SNR of 8 dB, the achieved BER is

1.538 × 10−4 for 4 QAM, whereas, while employing 1024 QAM, the achievable BER is

2.991×10−4 at SNR of 28 dB. However, when the number of NLOS components increase,
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Figure 2.11: BER Comparison of ACO-OFDM for M-QAM considering LOS Component

over VLC Channel

the SNR should be increased to achieve the same BER. This is clearly depicted in Fig.

2.12. Because, for 4 QAM at the same SNR of 8 dB, the achievable BER is 4.831× 10−3.

It requires approximately 15 dB of SNR to achieve a BER of 1.474 × 10−4 for the same

order of modulation.
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Figure 2.12: BER Comparison of ACO-OFDM for M-QAM considering NLOS Compo-

nents over VLC channel

Fig. 2.13 and Fig. 2.14, shows the BER performance for ACO-OFDM employing

FFT with Hermitian Symmetry using M-PSK and M-PAM considering a single NLOS

component in VLC channel environment. The results show that both the orders of modu-

lation i.e., M-PSK and M-PAM require more amount of SNR to achieve the same BER and

for the higher order modulation like 64, 256 and 1024 PAM the BER deteriorates. This

is valid because, for higher orders of modulation clipping noise in ACO-OFDM system
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Figure 2.13: BER comparison of ACO-OFDM (employing Hermitian Symmetry imposed

FFT) for M-PSK considering a single NLOS Component over VLC channel
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Figure 2.14: BER comparison of ACO-OFDM (employing Hermitian Symmetry imposed

FFT) for M-PAM considering a single NLOS Component over VLC channel

is more dominant. When the VLC channel model which consists of NLOS components

due to reflections from walls, ceiling, etc is incorporated in the system, then ISI plays a

major role to introduce the bit errors. So, LS, MMSE and interpolation plays a major

role to combat the channel effect. Fig. 2.15, depicts the different channel estimation tech-

niques such as LS and MMSE employing M-QAM modulation scheme for ACO-OFDM

system over VLC channel environment. It can be seen that, for instance, for 4-QAM the

MMSE channel estimation performs better than LS. At SNR of 8 dB the obtained BER is

5.61×10−4 employing MMSE for 4 QAM. However, as the order of modulation increases,

LS channel estimate is more susceptible to the noise which is mainly due to consideration

of NLOS components. Spline interpolation based channel estimation techniques outper-



Channel Estimation in optical OFDM 73

SNR in dB
0 5 10 15 20 25 30

B
E

R

10-4

10-3

10-2

10-1

100

ACO-LS-4QAM
ACO-MMSE-4QAM
ACO-LS-16QAM
ACO-MMSE-16QAM
ACO-LS-64QAM
ACO-MMSE-64QAM
ACO-LS-256QAM
ACO-MMSE-256QAM

Figure 2.15: Channel estimation using LS and MMSE algorithms over VLC Channel

forms the other interpolation techniques like linear and low-pass in terms of BER. This

is clearly observed from Fig. 2.16, at SNR of 11 dB the targeted BER is 3.946× 10−5 for

spline interpolation, 1.973× 10−4 for linear and 5.04× 10−3 for low-pass.
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Figure 2.16: Interpolation Channel estimation in ACO-OFDM for 4-QAM over VLC

Channel

In order to compare the performance of traditional Hermitian Symmetry imposed

FFT-based ACO-OFDM system, we analyze the performance of ACO-OFDM system

which is based on DHT over dispersive VLC channel. We compare the performance of

different channel estimation algorithms in DHT-based ACO-OFDM system by consider-

ing the modulation formats like BPSK and M-PAM. In order to exploit the advantages

of real-signal processing offered by Hartley transform, only real constellation can be sup-

ported. Therefore, we analyze the performance for BPSK and M-ary PAM. Fig. 2.17,

represents the BER performance analysis of DHT-based ACO-OFDM system using BPSK
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Figure 2.17: BER performance analysis of Discrete Hartley Transform (DHT)-based ACO-

OFDM using BPSK Modulation and M-PAM over VLC Channel

and M-PAM over VLC channel model. From the figure, it can be evidenced that as the

SNR increases better BER is obtained. However, with the increase in order of modu-

lation, SNR also increases to attain a reduced error floor. It is interesting to note that

Hermitian Symmetry imposed FFT-based ACO-OFDM system requires about 4, 16, 64,

256 and 1024 QAM in order to achieve the same amount of performance as that of DHT-

based ACO-OFDM which is employing 2, 4, 16 and 32 PAM respectively. This confirms

that by using a simpler system like DHT-based ACO-OFDM, the same data sequence

is transmitted without the requirement of Hermitian Symmetry as well as lower orders

of modulation format is sufficient. The performance of channel estimation algorithms
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Figure 2.18: Channel estimation in Discrete Hartley Transform (DHT)-based ACO-

OFDM using BPSK Modulation over VLC Channel

like LS and MMSE for DHT-based ACO-OFDM system employing BPSK and M-PAM is
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elucidated in figures 2.18 and 2.19. It can be seen from Fig. 2.18, LS and MMSE channel

estimation algorithms are compared for the same system model using BPSK modulation

scheme. Here, MMSE gives good performance over LS for BPSK modulation scheme. For

10 dB of SNR, the achievable BER is around 10−4. For higher constellation orders, the

results show that MMSE outperforms than LS but at the cost in increase in SNR. This

is clearly depicted from Fig. 2.19, where LS and MMSE channel estimation was done for

M-PAM using DHT for optical (VLC) channel environment.
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Figure 2.19: Channel estimation in Discrete Hartley Transform (DHT)-based ACO-

OFDM using M-PAM over VLC Channel

Table 2.3: Comparison between DHT-optical OFDM and DFT-optical OFDM

Type of OFDM
DHT-ACO-OFDM and

DHT-DCO-OFDM

DFT-ACO-OFDM and

DFT-DCO-OFDM

Hermitian Symmetry Not-required Required

Constellation Real (BPSK, M-PAM) Complex (M-QAM)

Constellation Size M=L M=L2

Self-Inverse Property Self-Inversive Not-Self-Inversive

Subcarriers-Utilized
N
2

for DHT-ACO-OFDM

N for DHT-DCO-OFDM

N
4

for DFT-ACO-OFDM

N
2

for DFT-DCO-OFDM

No of Multiplications (3Nlog2N−3N+4)/2 (3Nlog2N−3N+4)/2

No of Additions (3Nlog2N−5N)/2 + 6 (3Nlog2N−5N)/2 + 4

Table 2.3 summarizes the difference between DFT-based and DHT-based optical



Channel Estimation in optical OFDM 76

OFDM system. As represented in the table, Hartley transform replaces the Fourier signal

processing. Additionally, the self-inversive property of DHT enables the exploitation of

same digital signal processing for both modulation and demodulation. Moreover, a DHT-

based optical system supports double the number of subcarriers for data transmission

when compared with DFT-based optical OFDM system. Fig. 2.20, depicts the theoreti-
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Figure 2.20: Theoretical and Simulation Analysis of ACO-OFDM over VLC Channel

cal and simulated analysis for ACO-OFDM using LS channel estimation. It is apparent

that, the probability of error for M-PAM is given by [155]

Pe =
2 (M − 1)

M
Q

(√
(6logM2 )Eb

(M2 − 1)N0

)
(2.108)

Making use of the relation between Q− function and errorfunction [155]

Q (z) =
1

2
erfc

(
z√
2

)
(2.109)

Finally, the probability of error for 4− PAM is obtained as

Pe =
3

4
erfc

(√
2Eb
5N0

)
(2.110)

Similarly, the error probability for M-QAM is given as

Pe = 4Q

(√
3kEb

(M − 1)N0

)
(2.111)

where M = 2k.

With a slight variation, the simulated results follows the theoretical results. Similarly,
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the analytical analysis has been carried out for DCO-OFDM system with the assumption

that the signal which is received in the presence of noise is represented by

Y = X +BDC +W (2.112)

BDC in (2.112) is the amount of DC bias which is added to guarantee a positive (unipolar)

signal and W is the combination of thermal noise and shot noise which is modelled as

AWGN. So, W has got the representation as W ∼ N (0, σ2). Since, the type of modulation

considered is M-QAM, firstly, it is essential to derive the expression for probability of error

which is denoted as Pe for M-PAM and then evaluate for M-QAM. The Pe for M-PAM is

expressed as

Pe = 2

(
M − 1

M

)
Q

(√
6logM2 Eb

(M2 − 1)N0

− BDC√
σ2

)
(2.113)

Using the relation between Q function and error function as stated in (2.109), (2.113) can

be reduced as

Pe =

(
M − 1

M

)
erfc

(√
3logM2 Eb

(M2 − 1)N0

− BDC√
2σ2

)
(2.114)

Therefore, the Pe employing M-QAM reduces to

Pe = 2erfc

(√
1.5logM2 Eb
(M − 1)N0

− BDC√
2σ2

)
(2.115)

Fig. 2.21, represents the BER performance for the analytical analysis as shown. From
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Figure 2.21: Comparision of Unipolar-DCO-OFDM and Bipolar OFDM system using

M-QAM

the results it can be inferred that, the addition of DC-bias enables unipolar DCO-OFDM
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system to consume more SNR than bipolar DCO-OFDM system. However, large amount

of SNR is preferred for illumination requirements.
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Figure 2.22: BER Performance of ACO-OFDM, DCO-OFDM, WPDM and HCM over

dispersive VLC Channel

Fig. 2.22, shows the comparison analysis of HCM, ACO-OFDM, WPDM and DCO-

OFDM over dispersive VLC channel environment. From the result analysis it can be

depicted that, ACO-OFDM gives better BER than HCM at lower SNRs but as the SNR

increases, the performance of ACO-OFDM deteriorates due to clipping noise. While,

at higher SNRs, HCM dominates ACO-OFDM. This is justified because HCM exhibits

better performance at higher average optical powers because of its low PAPR. The power

inefficiency of DCO-OFDM is clearly illustrated, because the added DC bias leads to

consumption of huge amount of SNR to achieve a desired BER. The same can be implied

to WPDM also. At SNR of 25 dB, ACO-OFDM gives a BER of 1.5×10−4 and HCM gives

5.731 × 10−3 while WPDM gives 0.1234 and DCO-OFDM gives 0.2136. While at SNR

of 30 dB, HCM achieves a BER of 1.766 × 10−5 and ACO-OFDM attains 1.000 × 10−4

whereas, WPDM and DCO-OFDM achieves a BER of 8.667×10−3and 0.1083 respectively.

This analysis depicts the power inefficiency of adding DC bias.

Fig. 2.23, shows LS and MMSE channel estimation in HCM system over VLC channel. It

is evident from the figure that, LS channel estimation is more vulnerable to noise because

it has an irreducible error floor at higher SNRs. MMSE algorithm outperforms LS and

this is similar to DHT-based ACO-OFDM. At SNR of 17 dB, MMSE algorithm using 4

PAM achieved targeted BER of 7.262 × 10−5 while with LS, it is 7.339 × 10−4. It can

be observed that as the order of modulation increases, MMSE requires higher SNR to
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Figure 2.23: Comparison of LS and MMSE Channel Estimation in HCM System over

dispersive VLC Channel

obtain the desired BER. For 16 PAM, MMSE requires 27dB of SNR to achieve BER

of 2.389 × 10−5 and using 64 PAM, MMSE needs 40 dB of SNR to attain a BER of

1.573× 10−4.
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Figure 2.24: Comparison of Interpolation Channel estimation in HCM system over dis-

persive VLC Channel

Channel estimation in HCM exploiting interpolation techniques is elucidated in Fig.

2.24. The figure emphasizes that, interpolation techniques namely spline, linear and low-

pass outperforms MMSE and LS channel estimation techniques for the same order of

modulation i.e, 4 PAM. However, when compared with ACO-OFDM and DHT-based

ACO-OFDM, HCM requires higher SNR to acquire a reducible error floor. It can be seen

that spline requires SNR of 19 dB to acquire BER of 1.973×10−5 whereas, at SNR of 18 dB,

linear and low-pass interpolation obtains BER of 1.23×10−4 and 2.461×10−4 respectively.
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Figure 2.25: MSE Comparison for CRLB, LS and MMSE based channel estimation in

ACO-OFDM system

Fig. 2.25 compares the MSE vs SNR for LS, MMSE channel estimation algorithms with

the derived CRLB. From the figure, it can be inferred that, CRLB attains the minimum

variance when compared with other estimation algorithms. At SNR of 11 dB, CRLB

achieves MSE of 2.468 × 10−6, while MMSE and LS achieves MSE of 3.845 × 10−6 and

1.153× 10−5 respectively.

2.9 Conclusion

This chapter focuses on comb type pilot arrangement based channel estimation for

traditional Hermitian Symmetry imposed IFFT-based ACO-OFDM and different multi-

carrier transmission systems like DHT-based ACO-OFDM and HCM employing FWHT

over VLC channel environment. Various channel estimation algorithms like LS, MMSE

and interpolation techniques such as linear, spline and low-pass are analyzed and com-

pared for the aforementioned systems using different orders of modulation such as M-PSK,

M-QAM and M-PAM. The simulated results depicts that, MMSE channel estimation al-

gorithm in ACO-OFDM, DHT-based ACO-OFDM and HCM systems has reducible error

floor as the order of modulation increases when compared with LS channel estimation al-

gorithm. This is certain that due to dispersive nature of channel, LS is more susceptible to

noise than MMSE. However, among spline, linear and low-pass interpolation techniques,

spline interpolation has improvement in terms of BER over the others in all the multicar-
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rier systems.

DHT-based ACO-OFDM ensures higher spectral efficiency and ease of implementa-

tion when compared with conventional Hermitian Symmetry imposed FFT-based ACO-

OFDM. While, HCM gives better BER performance when compared with ACO-OFDM

at the cost of increased SNR of around 6 dB. However, desired amount of signal power is

essential for fulfilling illumination requirements for VLC. Eventually, DHT-based ACO-

OFDM system is both spectral and power efficient as well as simple to implement whereas,

HCM which is based on FWHT is spectrally efficient but consumes high SNRs to achieve

the desired BER. Due to their ease of implementation without relying on Hermitian Sym-

metry as well as assuring improved spectral efficiency both these multicarrier transmission

systems which are based on different transformation techniques namely DHT and FWHT

can be envisaged for the realization of cost-effective IM/DD system for VLC.



Chapter 3

On the performance of DCT/DST-based multicarrier

and multiple access schemes for VLC

3.1 Introduction and Motivation

Owing to its remarkable advantages and with the advancements of digital signal

processing technology, OFDM has been applied to OWC. With its spectral efficiency fea-

ture and resilience against narrow band interference, it sparked a considerable amount

of interest in the research community. The underlying physics involved behind the suit-

ability of OFDM technique for transmission over a dispersive fading channel environment

is that it splits a high-speed data stream into several low-speed data streams in such a

way that each low-speed data stream can be concurrently transmitted over a number of

harmonically related narrowband subcarriers [156]. An improvement in bandwidth effi-

ciency can be achieved by reducing the spacing between the number of subcarriers. With

this motive, as well as to emerge as a competitive solution in the market, fast optical

OFDM (FOOFDM) has been proposed by setting its target to minimize the transceiver

components cost [157].

The architectural design of FOOFDM reduces hardware and software engineering

effort, while reducing the computational complexity by employing real signal processing

without sacrificing the overall system performance. In contrast to conventional optical

OFDM which employs Hermitian Symmetry imposed IFFT for accomplishing a real-

valued signal transmission, FOOFDM system exploits real trigonometric transform like
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discrete cosine transform (DCT) for accomplishing OFDM modulation and demodula-

tion. It is reported in the literature that, a DCT based optical OFDM which is also

referred to as FOOFDM has been investigated for IM/DD optical transmission sys-

tems [158], [159], [160]. In FOOFDM, the spacing of the neighbouring subcarrier is half of

the symbol rate per subcarrier. It uses simple, real and one-dimensional mapping schemes

where only in-phase component is exploited. FOOFDM exhibits an improved system per-

formance in channel estimation and exhibits enhanced robustness to FO and chromatic

dispersion [161], [162], [163]. This is due to its excellent energy compaction property.

When compared with traditional Hermitian Symmetry imposed IFFT-based optical

OFDM, FOOFDM exhibits lower computational complexity because without the require-

ment of Hermitian Symmetry criteria, a real-valued signal is attained as well as the

operation count in terms of number of additions and multiplications for DCT is less than

that of the DFT. As shown in Fig. 3.1, the minimum subcarrier spacing which is required

Figure 3.1: Illustration of Spectrum of DFT-based OFDM and FOOFDM (a) DFT-based

OFDM (b) DCT-based OFDM [164]

by FOOFDM is just half of that of the DFT-based OFDM. Aiding to this, another real

trigonometric transform which can be exploited in optical OFDM is discrete sine trans-

form (DST). In generality, DST belongs to the family of sinusoidal unitary transforms. In

particular, a sinusoidal unitary transform is an invertible linear transform whose kernel

is described by a set of orthogonal discrete sine basis functions [165].

DSTs, which are ably called as discrete trigonometric transforms consists of 8 ver-

sions of DST where each transform is classified as even or odd of type I, II, III and

IV [165], [166], [167], [168]. In general, even types of DSTs i.e., DST-I, DST-II, DST-

III and DST-IV are widely defined in the literature due to their utilization in several
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digital signal processing and image processing applications. For a transform of size N ,

the corresponding 4 even types of DST as defined in [167] can be expressed as:

DST − I =

√
2

N

[
sin

(
π (n+ 1) (k + 1)

N

)]
, n, k = 0, 1, 2, · · ·N − 2 (3.1)

DST − II =

√
2

N

[
εksin

(
π (2n+ 1) (k + 1)

2N

)]
, n, k = 0, 1, 2, · · ·N − 1 (3.2)

DST − III =

√
2

N

[
εnsin

(
π (2k + 1) (n+ 1)

2N

)]
, n, k = 0, 1, 2, · · ·N − 1 (3.3)

From (3.2) and (3.3), the value εr can be defined as

εr =


1√
2
, r = N − 1

1, Otherwise

(3.4)

DST − IV =

√
2

N

[
sin

(
π (2n+ 1) (2k + 1)

4N

)]
, n, k = 0, 1, 2, · · ·N − 1 (3.5)

The noteworthy feature is that the existence of fast algorithms allows for the efficient

computation of DST. Moreover, these different versions of DST have profound use in

the diverse areas of digital signal processing. DST-IV which is used in this work has

profound applicability in the fast implementation of lapped orthogonal transforms and

sine modulated filter banks for the purpose of efficient subband coding [169]. Eventually,

these kind of real trigonometric transforms like DCT and DST can be utilized in optical

OFDM systems to enable modulation and demodulation process. Consequently, such kind

of systems can be envisaged to be realized as cost-effective solutions for IM/DD systems.

In spite of offering several noteworthy benefits, the high peaks which arise due to

superimposition of huge number of subcarriers is inevitable in OFDM. In precise, due to

increase in the number of subcarriers, high PAPR occurs in OFDM. This scenario is even

more worsened in case of IM/DD systems exploiting LEDs. This is due to the fact that

in VLC, LED is the main source of non-linearity. Moreover, the limited dynamic range

of LEDs leads to clipping of the peaks of the optical time-domain signal which doesn’t

fit within the linear range of LEDs. Hence, there is an urge to address the PAPR issue

especially in optical domain.

This chapter analyses the performance of FOOFDM system i.e., a multicarrier sys-

tem which is exploiting DCT as well as a DST-based optical OFDM system over disper-

sive VLC channel environment. Furthermore, the PAPR analysis is carried out in the
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aforementioned multicarrier systems by exploiting different PAPR reduction schemes like

spreading, multiple probabilistic and signalling technique like PTS and signal distortion

technique like clipping with filtering. In addition to this, mathematical expressions are

derived for the time-domain signal formats which are complying with the requirements of

IM/DD systems for the developed systems. Further, PAPR analysis for different subcar-

rier mapping strategies corresponding to the multiple access schemes which are based on

DCT and DST is also the focus of this chapter.

3.2 Performance analysis of FOOFDM system

Figure 3.2: Schematic representation for FOOFDM System

The schematic representation of DCO-OFDM system model which is based on DCT

is delineated in Fig. 3.2. The N point DCT and its inverse (IDCT) for a data sequence

m = 0, 1, 2, · · ·N − 1 as defined in [170], [171] are given as:

Xk =

√
2

N
Ck

N−1∑
m=0

xmcos

(
π (2m+ 1) k

2N

)
, 0 ≤ k ≤ N − 1 (3.6)

xm =

√
2

N

N−1∑
k=0

CkXkcos

(
π (2m+ 1) k

2N

)
, 0 ≤ m ≤ N − 1 (3.7)

Where,

Ck =


1√
2
, k = 0

1, k = 1, 2, 3, · · ·N − 1

(3.8)
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where Xk and xm represents the frequency-domain and time-domain samples. As evi-

dent from the block diagram, DCT and IDCT plays the role of data modulation and

de-modulation. In general, the pilot tones are inserted based upon comb-type pilot ar-

rangement pattern into each FOOFDM symbol based upon a specific period. The input

vector to the transformation module is mapped by employing real-mapping schemes like

BPSK and M-PAM. It is to be noted that without the requirement of Hermitian Sym-

metry, a real-valued signal is attained. However, in order to assure for non-negativity

of the signal, a suitable amount of DC-bias is added to bipolar FOOFDM signal and

the remaining negative peaks are clipped to result into a positive DCO-FOOFDM signal.

Therefore, the DCO-FOOFDM signal can be expressed as

s (n) =

x (n) + βDC , x (n) > βDC

0, x (n) < βDC

(3.9)

The basic principle of DCO-OFDM which includes the addition of DC bias is stated

in previous chapter i.e. chapter 2. Therefore, this real and positive-valued signal is

propagated through the optical channel environment. Thus, the received signal can be

expressed as

y (n) = Rs (n) ~ h (n) + w (n) (3.10)

Where R in (3.10) signifies the Responsivity of the PD in Ampere/Watts, ~ specifies the

convolution operator and w (n) represents the thermal and shot noise which is modeled

as AWGN. For ease of simplicity the value of R is taken as 1. (3.10) can be solved to

attain

y (n) =
L−1∑
l=0

s (n− l)h (l) + w (n) (3.11)

L in (3.11) represents the total number of paths. At the receiving end, this huge stream

of serialized data is converted into parallel by employing S/P converter. Thereupon, pilot

tones are extracted and then channel estimation is enforced where, the transmitted pilots

and the received pilots are compared to determine the deterioration of the received signal

under the channel effects. Lastly, the signal is processed to obtain the final output.
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(a) Transmitter of DST-DCO/ACO-OFDM system for VLC

(b) Receiver of DST-DCO/ACO-OFDM system for VLC

Figure 3.3: DST-based DCO-OFDM/ACO-OFDM system model for VLC

3.3 Performance analysis of DST-based multicarrier systems

The combination of multicarrier transmission techniques with higher orders of modu-

lation emerged as the most appealing solution for cost-effective and gigantic speed IM/DD

systems. Fig. 3.3a and 3.3b delineates the developed system model which includes both

the transmitter and receiver modules in accordant with IM/DD systems for VLC. As

depicted from the transmitter and receiver modules, DST is employed to accomplish

the modulation and demodulation rather than the FFT transform as used in traditional

OFDM system. In specific, the N -point DST and its inverse are given by [169]

Xk =

√
2

N

N−1∑
n=0

xnsin

[
π (2n+ 1) (2k + 1)

4N

]
k = 0, 1, 2, 3, · · ·N − 1 (3.12)

xn =

√
2

N

N−1∑
k=0

Xksin

[
π (2n+ 1) (2k + 1)

4N

]
n = 0, 1, 2, 3, · · ·N − 1 (3.13)

Xk and xn in (3.12) and (3.13) represents the frequency and time-domain signal and

furthermore it can be inferred that a real valued signal is attained without enforcing
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Hermitian Symmetry criteria as required in DFT-based DCO-OFDM/ACO-OFDM sys-

tem. DST being a real transformation technique, enables the huge sets of incoming data

stream to be mapped by exploiting real and simple one-dimensional mapping like BPSK

and M-PAM. In particular, the optical OFDM system which is based on N -point FFT,

for each stage of parallel processing, the input information bit sequence which is mapped

by employing M-QAM requires N/2 total number of subcarriers for data transmission due

to Hermitian Symmetry constraint (i.e., according to Hermitian Symmetry criteria, only

half of the inputs carry the data while the other half are flipped complex conjugate ver-

sions of the previous ones). While, the N -point DST as depicted in equations (3.12) and

(3.13) employs all of the transform points i.e., subcarriers for data transmission therefore,

assuring double the data rate.

Therefore, as depicted in the figure, the stream of modulated data symbols are

transmitted in parallel by employing a S/P. Furthermore, in order to prevent ISI which

generally prevails in a multipath environment, cyclic prefix or guard interval is added to

this time-domain signal. Prior to intensity modulation of this real valued time-domain

signal through the LED, it should be assured of its positivity. Hence, this necessitates to

employ DCO-OFDM and ACO-OFDM methodologies.

Pertaining to DST-DCO-OFDM system, in order to assure the signal positivity, in-

stead of adding a fixed amount of DC bias, it is convenient to add the DC bias per symbol

basis as [172]

βDC = |min{xn, n = 0, 1, 2, 3, · · ·N − 1}|+ VTOV (3.14)

In (3.14), VTOV represents the LED turn on voltage i.e., the amount of voltage required

for the LED to enter into conduction region. Thus, the transmitted signal in case of

DST-DCO-OFDM system after the addition of DC bias can be represented as

x (n)
Unipolar

= x (n)
DCO

= xn + βDC (3.15)

Where x (n)
DCO

in (3.15) denotes the transmitted signal in DST-DCO-OFDM system. In case

of DST-ACO-OFDM system, the time-domain signal can be mathematically formulated

as: since, only odd subcarriers are modulated therefore, out of N number of subcarriers

only N
2

are meant for data transmission. Hence, by making use of (3.13), the expression

for time-domain signal i.e., the output of the IDST transformation block can be obtained
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as:

xn+N
2

=

√
N

2

N
2
−1∑

k=0

Xksin

[
π

N

(
n+

N

2
+

1

2

)(
k +

1

2

)]
(3.16)

xn+N
2

=
2

N

N
2
−1∑

k=0

Xksin

[
π

N

(
n+

1

2

)(
k +

1

2

)
+
π

2

(
k +

1

2

)]
(3.17)

(3.17) can be further solved to attain

xn+N
2

=
2

N

N
2
−1∑

k=0

Xksin

[
π

N

(
n+

1

2

)(
k +

1

2

)]
cos

[
π

2

(
k +

1

2

)]
+

2

N

N
2
−1∑

k=0

Xkcos

[
π

N

(
n+

1

2

)(
k +

1

2

)]
sin

[
π

2

(
k +

1

2

)]
where k is odd

(3.18)

Finally, only the positive part of the time-domain signal is transmitted and can be ex-

pressed as

x (n)
Unipolar

= x (n)
ACO

=

xn+N
2

if xn+N
2
> 0

0 if xn+N
2
≤ 0

(3.19)

The obtained time-domain signals pertaining to DST-DCO-OFDM and DST-ACO-OFDM

systems as shown by (3.15) and (3.19) are propagated through the channel and at the

receiving side, a PD is employed to convert the light signal to electrical form and then

inverse operations like removal of cyclic prefix, N-point DST, and then demapping are

performed to transmit the data to the desired destination. In particular, the obtained

real and positive-valued time-domain signals for both the scenarios i.e., DST-DCO-OFDM

and DST-ACO-OFDM as represented by (3.15) and (3.19) are passed through the chan-

nel comprising of channel impulse response h (n). Furthermore, the received electrical

time-domain signal can be expressed as:

y (n) = R x (n)
Unipolar

~ h (n) + w (n) (3.20)

(3.20) can be solved to attain

y (n) =
L−1∑
l=0

x (n− l)
Unipolar

h (l) + w (n) (3.21)

L in (3.21) represents the total number of paths, and in general for a VLC system,

the channel environment is modeled taking into consideration both the LOS and NLOS
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scenarios. The details of channel modeling is given in chapter 2. It is to be noted

that, while dealing with DST-DCO-OFDM all of the subcarriers are utilized and the

corresponding frequency-domain signal is passed through the BPSK/M-PAM demapping

blocks for the purpose of recovering the data signal. Whereas, in case of DST-ACO-OFDM

system, since only odd subcarriers are modulated, the data is extracted corresponding to

the odd subcarrier positions.

3.4 Statistical Characterization of DCO-OFDM system

In this section, we statistically characterize the DCO-OFDM system exploiting DCT

i.e., FOOFDM system, the same phenomena holds good for DST-DCO-OFDM system.

Principally, for any choice of subcarrier number, an FOOFDM symbol (in general, a

DCO-OFDM symbol) can be treated as the sum of a group of identically, independent

distributed (i.i.d) samples. By utilizing central limit theorem, the FOOFDM symbol

approximately becomes Gaussian. The mean of the FOOFDM symbol is equal to zero.

The FOOFDM signal s (n) can be modeled as an independent and identically distributed

(i.i.d.) Gaussian process with probability density function (PDF) PDCO (s) which is given

as

PDCO (s) = N
(
s; βDC , σ

2
)

(3.22)

Where N (s; βDC , σ
2) is Gaussian and is given as

N
(
s; βDC , σ

2
)

=
1√

2πσ2
e−

(s−βDC)
2

2σ2 (3.23)

The optical power is given as

PDCO (s)
optical

=

∫ ∞
−∞

sPDCO (s) ds (3.24)

Upon substitution of (3.23) into (3.24)

PDCO (s)
optical

=

∫ ∞
0

s
1√

2πσ2
e−

(s−βDC)
2

2σ2 ds (3.25)

Solving for the terms in integral by assuming s−βDC
σ

= t, then equation (3.25) reduces to

PDCO (s)
optical

=
σ√

2πσ2

∫ ∞
−βDC

σ

(σt+ βDC) e−
t2

2 dt (3.26)
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(3.26) can be further solved to attain

PDCO (s)
optical

=
σ√
2π

∫ ∞
−βDC

σ

te−
t2

2 dt+
βDCσ√

2πσ2

∫ ∞
−βDC

σ

e−
t2

2 dt (3.27)

The integral in the first term of (3.27) can be solved by assuming t2 = u

PDCO (s)
optical

=
σ√
2π

∫ ∞
(
βDC
σ

)2

1

2
e−

u
2 du+ βDC

1√
2π

∫ ∞
−βDC

σ

e−
t2

2 dt (3.28)

Upon solving the integral in the first term and by writing the integral in the second term

by means of Q-function as

Q (z) =
1√
2π

∫ ∞
z

e−
x2

2 dx (3.29)

Thus, the optical power in (3.28) can be obtained as

PDCO (s)
optical

=
σ√
2π
e−

β2DC
2σ2 + βDCQ

(
−βDC

σ

)
(3.30)

When less amount of bias βDC is added, i.e., when βDC is small, then it results in clipping

of lots of signal power, thereby leading to the emanation of clipping noise. Therefore, in

order to overcome clipping noise, βDC should be large enough. So, when βDC is sufficiently

large enough, then the optical power as represented in (3.30) is approximately equal to

βDC . Then,

PDCO (s)
optical

∼ βDC (3.31)

From (3.31), it is obvious that the optical power increases with the increase in added

bias value. Thereby, this corresponds to reduction in power efficiency. Thus, it is vital to

reduce the amount of PAPR in such systems.

3.5 PAPR analysis in DCT/DST-based multicarrier system

3.5.1 DCT-Spread-FOOFDM

The proposed DCT Spread (DCT-S) FOOFDM system incorporates the DCT algo-

rithm for multiplexing and demultiplexing. DCT is a real trigonometric transform with an

eminent energy concentration property and satisfies the requirements of IM/DD system

by fetching a real output signal. It is imperative that, spreading the input sequence can ef-

fectively reduce the PAPR to the level of a single carrier transmission system [173], [174].
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Figure 3.4: DCT-Spread FOOFDM for VLC

The schematic representation of DCT-S-FOOFDM is delineated in Fig. 3.4. While, work-

ing with the IM/DD system it is obligatory for the time domain signal to be both real and

unipolar. A real signal can be obtained by enabling the DCT transform, but the obtained

signal cannot be assured for its unipolarity. So, in order to transform this real bipolar

signal to real unipolar signal emphasizes the dependency on ACO-OFDM methodology.

Fig. 3.4, clearly illustrates that, at the transmitting end, the incoming bit stream of

data is parallelized and then mapped using real constellation technique such as M-PAM.

The obtained symbols are passed through the P -point DCT to accomplish the DCT-S-

FOOFDM.

Let the output of the P -point DCT be defined as

xm =

√
2

P

P−1∑
p=0

CpXpcos

(
π (2m+ 1) p

2P

)
, 0 ≤ m ≤ P − 1 (3.32)

Here, it should be noted that xm is assigned to odd subcarriers of N -point DCT operation

i.e., N = 2P . The representation can be treated as a vector of the form

Y = [0, x0, 0, x1, · · ·xm−1] (3.33)

On performing the N -point DCT operation, the generated FOOFDM sequence Yi can be

expressed as:

Yi =

√
2

2P
Ci

2P−1∑
h=0

yhcos

(
π (2h+ 1) i

4P

)

=

√
1

P
Ci

P−1∑
j=0

y2j+1cos

(
π (2 (2j + 1) + 1) i

4P

) (3.34)
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From (3.33), y2j+1 = xj [175]. So, on substitution in (3.34) yields

Yi =

√
1

P
Ci

P−1∑
j=0

xjcos

(
π (4j + 3) i

4P

)
(3.35)

Where,

xj =

√
2

P

P−1∑
p=0

CpXpcos

(
π (2j + 1) p

2P

)
(3.36)

Upon substituting (3.36) in (3.35), the output sequence is obtained as

Yi =

√
2

P
Ci

P−1∑
j=0

P−1∑
p=0

CpXpcos

(
π (2j + 1) p

2P

)
cos

(
π (4j + 3) i

4P

)
(3.37)

On solving (3.37), we get

Yi =
1√
2P

Ci

P−1∑
j=0

P−1∑
p=0

CpXp

[
cos

(
4π (i− p) j + π (3i− 2p)

4P

)
+

cos

(
4π (i+ p) j + π (3i+ 2p)

4P

)] (3.38)

The negative components in Yi are clipped to zero to yield a unipolar real valued signal

y
unipolar

given as

y
unipolar

=

Yi, Yi > 0

0, Yi ≤ 0

(3.39)

In order to prevent the ISI, cyclic prefix is inserted at a rate of 1
4
th of the subcarriers

size. Then this, time domain real valued and unipolar signal is transmitted using optical

channel. At, the receiver inverse operations are performed to ensure perfect recovery of

the transmitted data stream. Few such operations are removal of cyclic prefix, N-Point

DCT, P-Point DCT, de-mapping etc. Since, the cyclic prefix/guard interval converts the

linear convolution of the FOOFDM signal with the channel into circular convolution, so

a fundamental frequency domain equalizer like zero-forcing can be employed.

Complementary Cumulative Distribution Function (CCDF) for PAPR:

The PAPR is generally the ratio between the maximum peak power and the average

power of the discretized OFDM signal and is represented as

PAPR = 10log10


Max

{∣∣∣∣ y
unipolar

∣∣∣∣2
}

E

{∣∣∣∣ y
unipolar

∣∣∣∣2
}
 (3.40)
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Figure 3.5: DST-Spread-DCO-OFDM (DST-S-DCO-OFDM) system for VLC

From (3.40), E {} denotes the Expectation operator. One is familiar that, CCDF is used

for evaluating the probability that PAPR of a particular OFDM time-domain symbol

exceeds a certain value of threshold PAPR0 which is given as

CCDF = Pr (PAPR > PAPR0) (3.41)

3.5.2 DST-based Spreading technique for PAPR reduction in DST-DCO-OFDM

system

Since, the addition of DC bias in DCO-OFDM system has resulted it is a power-

inefficient scheme, hence, there is a necessity to reduce the amount of PAPR in DCO-

OFDM system. Consequently, this work enforces the PAPR reduction techniques to DST-

based DCO-OFDM system. The block diagram of DST-based spreading in DST-based

DCO-OFDM system is represented in Fig. 3.5. In contrast to Hermitian Symmetry

imposed IFFT and FFT, this system incorporates the DST transformation module for

both multiplexing and de-multiplexing. The M -PAM mapped data is loaded into the

P -point DST block to accomplish the DST-Spreading operation. Therefore, the output

of the P -point DST can be expressed as

xm =

√
2

P

P−1∑
p=0

Xpsin

[
π (2m+ 1) (2p+ 1)

4P

]
, 0 ≤ m ≤ P − 1 (3.42)

Since, DCO-OFDM methodology is incorporated to fetch a positive signal, it should be

noted that all of the subcarriers are involved in data transmission i.e., xm is assigned to

all of the subcarriers of N -point DST. Therefore, this can be mathematically represented
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as

y = [x0, x1, x2, x3, · · ·xP−1] (3.43)

Accordingly, after computation of N -point DST, the output signal appears like

Yi =

√
2

N

N−1∑
h=0

yhsin

[
π (2h+ 1) (2i+ 1)

4N

]
(3.44)

From (3.43), we can tell N = P and yh = xh as all of the subcarriers are involved for

transmission of data. Hence, (3.44) can be modified as

Yi =

√
2

P

P−1∑
h=0

xhsin

[
π (2h+ 1) (2i+ 1)

4P

]
(3.45)

xh can be expressed as

xh =

√
2

P

P−1∑
p=0

Xpsin

[
π (2h+ 1) (2p+ 1)

4P

]
(3.46)

The final DST-S-DCO-OFDM signal can be obtained by substituting (3.46) into (3.45).

Yi =
2

P

P−1∑
h=0

P−1∑
p=0

Xpsin

[
π (2h+ 1) (2p+ 1)

4P

]
sin

[
π (2h+ 1) (2i+ 1)

4P

]
(3.47)

Using simple trigonometric inequalities, (3.47) can be reduced to

Yi =
1

P

P−1∑
h=0

P−1∑
p=0

Xpcos

[
π (2h+ 1) 2 (i− p)

4P

]
−

1

P

P−1∑
h=0

P−1∑
p=0

Xpcos

[
π (2h+ 1) 2 (i+ p)

4P

]
(3.48)

The obtained signal as depicted in (3.48) cannot be assured of its positivity. Therefore,

as stated earlier, in order to attain a positive signal some amount of DC bias is added.

Yi
Tx

= Yi + βDC (3.49)

Finally, PAPR is computed to this transmitted time-domain signal which is denoted as

Yi
Tx

. The PAPR of the time-domain signal is given as the ratio of the maximum peak power

to average power.

PAPR = 10log10


Max

{∣∣∣∣Yi
Tx

∣∣∣∣2
}

E

{∣∣∣∣Yi
Tx

∣∣∣∣2
}
 (3.50)
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3.5.3 Exploitation of PTS technique in DCT/DST-based optical OFDM

In general, PTS is one of the multiple signalling and probabilistic technique which is

widely employed in RF-based traditional OFDM system to reduce the amount of PAPR.

The basic principle methodology involved behind the implementation of PTS technique

is that the incoming huge stream of data is partitioned into sub-blocks before getting

applied to the transformation module i.e., the transformation operation is computed indi-

vidually to each subblock and then weighted by a phase factor. However, this technique is

incorporated to reduce the levels of PAPR in DCT and DST-based optical OFDM system

in accordant with IM/DD systems and is elucidated in Fig. 3.6 and 3.7. In order to show

the difference between the mathematical expressions, we have enforced PTS technique to

DCT-based ACO-OFDM and DST-based DCO-OFDM system.

PTS technique in DCT-based ACO-OFDM system

Figure 3.6: PAPR reduction in FOOFDM using Partial Transmit Sequence (PTS)

The schematic representation of FOOFDM VLC transmitter employing conventional

PTS technique for PAPR reduction is illustrated in Fig. 3.6. The serialized BPSK/M-

PAM mapped data stream is parallelized and then partitioned into L disjoint subblocks
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of equal size in a manner as depicted in (3.51).

X =
[
X0,X1,X2,X3, · · ·XL−1

]T
(3.51)

Similar to ACO-OFDM methodology, the arrangement in each subblock X l for 0 ≤ l ≤

L − 1 is made in such a way that only odd subcarriers are modulated setting the even

subcarriers to zero. So, if there are N subcarriers only N
2

are utilized due to inclusion of

odd subcarriers. Hence, the representation looks like

X l
PTS =

[{
X l

PTS [1]
}
, 0,
{
X l

PTS [3]
}
, 0, · · ·

{
X l

PTS

[
N

2
− 1

]}]T
(3.52)

Therefore, this signal is fed to the input of the IDCT to yield the time-domain signal

which can be expressed as

xlPTS [n]
DCT−ACO

=
L−1∑
l=0


√

2

N

N
2
−1∑

k=0

C l [k]X l
PTS [k] cos

(
π (2n+ 1) k

2N

) (3.53)

The obtained time-domain signal xlPTS [n] is phase rotated independently by getting mul-

tiplied with the corresponding complex phase factor pl = ejφl where l = 0, 1, 2, 3, · · ·L− 1

and φl = [0, 2π) to yield the combined time-domain signal with the lowest PAPR as

follows:

x̃PTS =
L−1∑
l=0

pl xlPTS [n]
DCT−ACO

(3.54)

Therefore, the PAPR of the transmitted signal is given as

PAPR = 10log10

Max
{∣∣x̃PTS∣∣2}

E
{∣∣x̃PTS∣∣2}

 (3.55)

Finally, the composite time-domain real and bipolar signal is transformed into a pure real

and unipolar signal by clipping the negative components. After addition of cyclic prefix

and then this parallel data stream is serialized and then intensity modulated through

the LED. Here, the phase vector is chosen in a manner to minimize the PAPR of the

combined time-domain signal obtained from all subblocks. This is given by the following

representation

[
p̃1, p̃2, · · · p̃l

]
= arg min

[p̃1,p̃2,···p̃l]

(
max

0,1,2,···N−1

∣∣∣∣∣
L−1∑
l=0

pl xlPTS [n]
DCT−ACO

∣∣∣∣∣
)

(3.56)



DCT/DST-based multicarrier and multiple-access schemes 98

Generally, the selection of phase vectors
{
pl
}L−1
l=0

is limited to a finite set of elements for

reducing the search complexity. Let these set of allowed phase vectors be defined as

pl = e
j2πq
W , for q = 0, 1, 2, · · ·W − 1 (3.57)

In (3.57), the total number of allowed phase vectors is denoted by W . If the first phase

factor p1 is set to 1, without any loss of information, then there are a total of L− 1 phase

factors to be found by exhaustive search. Therefore, a total of WL−1 sets of phase factors

are to be searched to find the optimum one. It is to be taken into consideration that the

amount of PAPR reduction has got a direct relationship between the phase factors W

and the number of subblocks L. So here, it could be evidenced that, with the increase in

the number of subblocks, the PAPR of the overall system decreases significantly but at

the expense of exponential increase in search complexity. Moreover, L number of IDCT’s

are involved for each data subblock so, it requires log2W
L−1 bits of side information to

be transmitted.

In order to reduce the amount of PAPR as well as to substantially reduce the

search complexity of the phase vectors, a sub-optimal way of choosing the phase factors is

proposed in the literature. Accordingly, all the phase factors are initially set to 1 followed

by the computation of PAPR. It is to be noted that, p1 remains 1 and the values of

other phase factors are chosen among W possible sets. Then in the next iteration, the

second phase factor is changed to p2 and then PAPR is computed. Therefore, if the PAPR

computed upon choosing p2 is less than the previous one, then this phase factor is chosen

as the part of the final set of phase factors. This procedure repeats until all the phase

factors are explored.

The computational complexity incurred with the imposition of DCT when compared

with Hermitian Symmetry-based DFT is quite less. This is because, DCT requires less

number of multiplications and additions when compared with DFT. The computational

analysis is summarized in Table. 3.1

Table 3.1: Comparison of Computational Complexity [176]

Transform Additions Multiplications

DCT (3Nlog2N−2N+2)/2 Nlog2N/2

DFT 3Nlog2N − 3N + 4 Nlog2N − 3N + 4
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From the table it is evident that, DFT requires (3Nlog2N)/2 − 2N + 3 more number of

additions and (Nlog2N)/2− 3N + 4 more number of multiplications than that of the DCT.

Moreover, for PAPR reduction using PTS, every subblock should imbibe the Hermitian

Symmetry criteria to meet the requirements of IM/DD systems. Eventually, this incurs

a lot of additional complexity overhead.

Hence, this necessitates to stress on real transformation techniques like DCT and DST.

PTS technique in DST-based DCO-OFDM system

Figure 3.7: PAPR reduction in DST-DCO-OFDM system using PTS

As evident from the figure, the incoming huge stream of mapped data is partitioned

into L disjoint subblocks as delineated in (3.51). In particular, these sub-blocks X l where

l lies in the interval 0 ≤ l ≤ L − 1 are of equal size and are sequentially located. Now,

IDST operation is computed individually for each sub-block to attain the time-domain

signal and the mathematical representation looks as follows:

xlPTS [n]
DST−DCO

=
L−1∑
l=0

{√
2

N

N−1∑
k=0

X l
PTS [k] sin

[
π (2n+ 1) (2k + 1)

4N

]}
n = 0, 1, 2, 3, · · ·N−1

(3.58)

Now, signal scrambling is applied individually to each sub-block, i.e., each block of time-

domain signal as depicted in (3.58) is individually weighted by a phase factor. Therefore,
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the representation looks like

x̃PTS =
L−1∑
l=0

pl xlPTS [n]
DST−DCO

(3.59)

The primary motive of PTS technique is to reduce the PAPR of the combined time-

domain signal as represented in (3.59), by carefully selecting the phase factors which is

given mathematically as

[
p̃1, p̃2, · · · p̃l

]
= arg min

[p̃1,p̃2,···p̃l]

(
max

0,1,2,···N−1

∣∣∣∣∣
L−1∑
l=0

pl xlPTS [n]
DST−DCO

∣∣∣∣∣
)

(3.60)

The selection of the phase vectors is detailed in the previous sub-section i.e., PTS tech-

nique for DCT-ACO-OFDM system. The rest of the operations like addition of DC bias

to assure the signal positivity as well as to prevent ISI, suitable amount of cyclic prefix is

added. Finally, this low PAPR signal is intensity modulated through the LED. Thanks to

the real transformation techniques like DCT/DST which relieves the burden of Hermitian

Symmetry imposed IFFT sub-blocks.

3.5.4 Clipping and Filtering

This is one of the fundamental signal distortion technique where the highest peaks of

the FOOFDM signal/DST-based optical OFDM signal are clipped. But, in doing so, this

induces both in-band and out-of-band distortions. Generally, clipping can be associated

as a non-linear process, where the former distortion leads to a significant decrease in

the BER performance, while the latter leads to spectral spreading. However, out-of-band

distortion can be reduced by filtering, but at the expense of increase in peak power growth.

In this work, we have assimilated this technique in conventional FOOFDM system as well

as DST-based DCO-OFDM system for comparing with DCT-Spread FOOFDM (DCT-S-

FOOFDM) and DST-Spread DCO-OFDM system.

The fundamental principle behind this clipping and filtering is that clipping the

optical OFDM signal will lead the entire clipping noise to fall in-band and becomes a

tedious task to remove it by filtering. Hence, in order to combat such effects, oversampling

the optical OFDM signal is imperative. In this work, we have evaluated the system

performance by P times oversampling the optical OFDM signal. Therefore, the resultant

time-domain signal at the output of IDCT in case of FOOFDM system can be proclaimed
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as

x
′

m = x
′

m
FOOFDM

=

√
2

PN

PN−1∑
k=0

CkX
′

kcos

(
π (2m+ 1) k

2PN

)
(3.61)

While, the time-domain signal corresponding to DST-based DCO-OFDM system is given

as

x
′

m = x
′

m
DST−DCO

=

√
2

PN

PN−1∑
k=0

X
′

ksin

[
π (2m+ 1) (2k + 1)

4PN

]
,

m = 0, 1, 2, 3, · · ·PN − 1 (3.62)

where x
′
m in (3.61) and (3.62) represents the discretized time-domain of FOOFDM and

DST-DCO-OFDM signal and P denotes the oversampling factor. In this work, oversam-

pling is implemented by affixing N. (P − 1) zeros in the frequency domain.

Since, the physical characteristics of opto-electronic devices oblige the VLC system

to exploit IM to drive the LED, subsequently, this necessitates the transmitted signal to

be both real and unipolar. Hence, in this scenario a desired amount of upper clipping and

lower clipping followed by the addition of DC bias to fetch a unipolar signal is illustrated

mathematically as given below.

x
′

m
clip

=


Au, if x

′
m ≥ Au

x
′
m, − Al < x

′
m < Au

−Au, if x
′
m ≤ −Al

(3.63)

where Au and Al in (3.63) denote the upper and lower clipping level respectively. There-

fore, the upper and lower clipping ratios can be defined as

Upper Clipping Ratio =
A2
u

σ2
(3.64)

Lower Clipping Ratio =
A2
l

σ2
(3.65)

where σ2 is the variance of the time domain signal. The simulated results evidences

a significant decrease in PAPR by incorporation of this technique, but the decrease is

not predominant when compared with DCT-Spreading in FOOFDM system as well as

DST-Spreading in DST-DCO-OFDM system.
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3.6 Optical Orthogonal Frequency Division Multiple Access

(OOFDMA)

Figure 3.8: Illustration of Uplink scenario using Visible Light

Fig. 3.8, interprets an uplink transmission scenario using visible light in an in-

door environment emphasizing that the channel consists of both LOS as well as NLOS

components. This growing technology like VLC provides the flexibility for creation of a

small scale communication network in an indoor room environment where each installed

LED can act as a base station rendering services to multiple mobile terminals which are

within the vicinity of LED lighting fixtures. In this regard, it is vital to exploit multiple

access schemes for imparting high data rate communication. OFDM is one straight-

forward technique which is easily reconcilable with multiple access schemes giving rise

to OFDMA. While, exploiting OFDMA to optical domain, it can be called as optical

OFDMA (OOFDMA).

It is imperative that, in case of OFDMA system, the subcarriers are partitioned

and are assigned to multiple mobile users. In precise, OFDMA facilitates the subcarriers

belonging to each OFDM symbol to be divided orthogonally among multiple users. How-

ever, OFDMA waveform exhibits rapid envelope fluctuations resulting in high amount

of PAPR. Therefore, in order to reduce the amount of PAPR in a multicarrier system,

SC-FDMA can be expedited for the reduction of PAPR. This is implemented by enforcing

M -point DFT spreading before the N -point IDFT operation at the transmitting end. In

case of SC-FDMA, each of the terminal in the uplink employ a certain set of subcarriers

to transmit its own data. While, the subcarriers which are not involved in data transmis-

sion will be filled with zeros. Further, upon incorporating DFT-Spreading, there exists
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different ways of allocating subcarriers to a specific user. Based upon the way of this

assignment of subcarriers to each terminal there is a profound effect in PAPR reduction.

Accordingly, the most remarkable ones are:

• IFDMA

• LFDMA

Figure 3.9: Different mapping strategies

Fig. 3.9. portrays the allocation of subcarriers to different users. In order to clearly

illustrate the subcarrier mapping strategies, this figure employs 3 users, the sizes of N and

M are 12 and 4 respectively. While, the spreading factor S is 3. The detailed derivations of

the mathematical expressions relevant to these multiple access strategies will be given in

the subsequent sections. In order to emphasize the benefits of enforcing real trigonometric

transforms like DCT and DST to the aforesaid multiple access schemes, we carried out

derivations of mathematical expressions pertaining to the Hermitian Symmetry imposed

IFFT based multiple access schemes like DFT-OIFDMA, DFT-OLFDMA.

3.6.1 DST-based Multiple access schemes

The scenario of uplink transmission employing DST-based spreading in optical

IFDMA/LFDMA (OIFDMA/OLFDMA) is delineated in Fig. 3.10. As evident from

the figure, real modulation formats like BPSK and M-PAM are utilized to map the huge
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Figure 3.10: Illustration of Uplink transmission employing DST-Spreading in optical

IFDMA/LFDMA (OIFDMA/OLFDMA)

stream of input data. In general, a S/P converter is employed to transmit these sets of

modulated symbols in parallel. Then predominantly, this set of data is DST-spread by

using M -point DST to obtain the frequency domain representation of the input data. Fol-

lowed up by mapping, IFDMA and LFDMA subcarrier mapping strategies are exploited

as illustrated in Fig. 3.11 and 3.12 respectively. In precise, the outputs of the DST are

mapped to the N -point IDST where (N > M).

DST-OIFDMA:

Figure 3.11: Signal Format depicting optical IFDMA (OIFDMA) mapping strategy.

Fig. 3.11 represents the subcarrier mapping utilizing 8-point DST and 16-point

IDST. It is to be noted that, the outputs of DST are allocated in an equidistant manner

as N
M

= S, where S represents the bandwidth spreading factor. Therefore, mathematically

this can be represented as [177]

X̃ [k] =

X
[
k
S

]
, k = Sm1, m1 = 0, 1, 2, 3, · · ·M − 1

0, Otherwise

(3.66)
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Where X̃ [k] specifies the input of the IDST module and the output sequence of IDST

which is denoted as x̃ [n] with n = Ms + m for s = 0, 1, 2, 3, · · ·S − 1 and m =

0, 1, 2, 3, · · ·M − 1 can be formulated as

x̃ [n] =

√
2

N

N−1∑
k=0

X̃ [k] sin

[
π (2n+ 1) (2k + 1)

4N

]
(3.67)

Upon substitution of the aforementioned conditions, the following expression is attained

x̃ [n] =

√
2

SM

M−1∑
m1=0

X [m1] sin

[
π (2Ms+ 2m+ 1) (2Sm1 + 1)

4MS

]
(3.68)

(3.68) can be further rearranged to obtain the resultant expression as

x̃ [n] =
1√
S

√
2

M

M−1∑
m1=0

X [m1] sin
[π (2m+ 1)m1

2M
+
π (2 (m+Ms) + 1)

4MS
+ πk

]
(3.69)

Further, (3.69) can be solved to yield (taking into consideration that sin πk = 0)

x̃ [n] =
1√
S

√
2

M

M−1∑
m1=0

X [m1] sin

[
π (2m+ 1)m1

2M
+
π (2 (m+Ms) + 1)

4MS

]
×cos πk (3.70)

Accordingly, the time-domain output signal can be derived as

x̃ [n] =



1√
S

2
M

∑M−1
m1=0X [m1] sin

[
π(2m+1)m1

2M
+ π(2(m+Ms)+1)

4MS

]
(−1)k ,

if k is odd

1√
S

2
M

∑M−1
m1=0X [m1] sin

[
π(2m+1)m1

2M
+ π(2(m+Ms)+1)

4MS

]
,

if k is even

(3.71)

The rest of the analysis like addition of DC bias and cyclic prefix is stated in the earlier

section. The achieved time-domain signal as shown in (3.71) is scaled by a factor of 1√
S

.

DST-OLFDMA:

In case of DST-OLFDMA, the DST outputs are allocated to M consecutive subcar-

riers out of N subcarriers of the IDST transformation block. The pictorial representation

is depicted in Fig. 3.12. The input signal to the IDST block has got the following repre-

sentation as [177]

X̃ [k] =

X [k] , k = 0, 1, 2, 3, · · ·M − 1

0, k = M,M + 1, · · ·N − 1

(3.72)
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Figure 3.12: Signal Format depicting optical LFDMA (OLFDMA) mapping strategy.

The time-domain output sequence of the IDST transformation block which is denoted as

x̃ [n] with n = Sm+ s for s = 0, 1, 2, 3, · · ·S − 1 can be represented as:

x̃ [n] = x̃ [Sm+ s] =

√
2

MS

M−1∑
k=0

X [k] sin

[
π (2 (Sm+ s) + 1) (2k + 1)

4MS

]
(3.73)

(3.73) can be further solved as

x̃ [n] = x̃ [Sm+ s] =

√
1

S

√
2

M

M−1∑
k=0

X [k] sin

[
πS
(
2m+ 2s

S
+ 1

S

)
(2k + 1)

4MS

]
(3.74)

We proceed to solve for two scenarios:

Case a: when s = 0, the output sequence can be obtained as

x̃ [n] = x̃ [Sm] =
1√
S

√
2

M

M−1∑
k=0

X [k] sin
[π (2m+ 1) (2k + 1)

4M
−
π
(
1− 1

S

)
(2k + 1)

4M

]
(3.75)

Further, (3.75) can be solved as

x̃ [n] = x̃ [Sm] =

1√
S

√
2

M

M−1∑
k=0

X [k] sin

[
π (2m+ 1) (2k + 1)

4M

]
cos

[
π
(
1− 1

S

)
(2k + 1)

4M

]
−

1√
S

√
2

M

M−1∑
k=0

Xkcos

[
π (2m+ 1) (2k + 1)

4M

]
sin

[
π
(
1− 1

S

)
(2k + 1)

4M

]
(3.76)

Case b: when s 6= 0, the output sequence can be derived as:

Let X [k] =
√

2
M

∑M−1
p=0 x [p] sin

[
π(2p+1)(2k+1)

4M

]
, then (3.74) can be solved as

x̃ [Sm+ s] =

√
2

MS

M−1∑
k=0

X [k] sin

[
π (2 (Sm+ s) + 1) (2k + 1)

4MS

]
(3.77)
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x̃ [n] = x̃ [Sm+ s] =

√
2

MS

M−1∑
k=0

(√
2

M

M−1∑
p=0

x [p] sin

[
π (2p+ 1) (2k + 1)

4M

])

× sin
[
π (2Sm+ 2s+ 1) (2k + 1)

4MS

]
︸ ︷︷ ︸ (3.78)

Therefore, in (3.78) the term under the brace can be rearranged to attain

sin

[
π
(
2m+ 1

S

)
(2k + 1)

4M
+
πs (2k + 1)

2MS

]
(3.79)

Upon substituting in (3.78), the following time-domain signal is attained as

x̃ [n] = x̃ [Sm+ s] =
1√
S

2

M

M−1∑
k=0

M−1∑
p=0

x [p] sin

[
π (2p+ 1) (2k + 1)

4M

]

×
[
sin

(
π
(
2m+ 1

S

)
(2k + 1)

4M

)
cos

(
πs (2k + 1)

2MS

)
−

[
cos

(
π
(
2m+ 1

S

)
(2k + 1)

4M

)
sin

(
πs (2k + 1)

2MS

)]
(3.80)

Therefore, the time-domain DST-OLFDMA signals as represented by (3.76) and (3.80)

depicts that the time-domain signal is multiplied by additional weighing factors thereby

contributing to the increase in PAPR when compared with DST-OIFDMA. This mathe-

matical analysis is confirmed through simulation results.

3.6.2 Fast optical IFDMA (F-O-IFDMA) and Fast optical LFDMA (F-O-LFDMA)

In this section, the proposed uplink fast optical IFDMA (F-O-IFDMA) and fast

optical LFDMA (F-O-LFDMA) transmitter block diagram along with the time-domain

signal representation is presented. Fig. 3.13, illustrates the uplink transmitter employing

DCT-Spreading for both the subcarrier mapping schemes i.e., interleaved and localized

FDMA.

F-O-IFDMA

The M-PAM mapped data is spread using DCT and then allocated (subcarrier

mapping) using (3.66). After subcarrier mapping, this sequence X̃ [k] is fed to the IDCT
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Figure 3.13: Uplink transmitter utilizing DCT-Spreading for F-O-IFDMA and F-O-

LFDMA

to yield the time domain signal x̃ [n]. The IDCT output sequence x̃ [n] with n = Ms+m

for s = 0, 1, 2, 3 · · ·S − 1 and m = 0, 1, 2, 3, · · ·M − 1 can be solved to attain as follows:

Upon substitution of the subcarrier mapped sequence X̃ [k] as represented in (3.66) into

(3.7) obtains

x̃ [n] =

√
2

SM

[ M−1∑
m1=0

C

[
k

S

]
X

[
k

S

]
cos

(
π (2Ms+ 2m+ 1)

2N
k

)]
(3.81)

From (3.66), since, k = Sm1 so, on substitution in (3.81), we obtain

x̃ [n] =
1√
S

√
2

M

[ M−1∑
m1=0

C [m1]X [m1] cos

(
π (2 (Ms+m) + 1)Sm1

2N

)]
(3.82)

Further, since S = N
M

therefore, upon substitution in the argument value of the cosine

term, equation (3.82) reduces to

x̃ [n] =
1√
S

√
2

M

[ M−1∑
m1=0

C [m1]X [m1] cos

(
π (2 (Ms+m) + 1)m1

2M

)]
(3.83)

Upon rearranging the argument term of cosine in (3.83), the corresponding representation

is illustrated in (3.84)

x̃ [n] =
1√
S

√
2

M

[ M−1∑
m1=0

C [m1]X [m1] cos

(
π (2m+ 1)m1

2M
+
π (2Ms)m1

2M

)]
(3.84)
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On solving (3.84), by letting k = sm1 as s = 0, 1, 2, · · ·S− 1, the following expression can

be obtained

x̃ [n] =
1√
S

√
2

M

[ M−1∑
m1=0

C [m1]X [m1] cos

(
π (2m+ 1)m1

2M
+ πk

)]
(3.85)

Using the identity

cos (A+B) = cos (A) cos (B)− sin (A) sin (B) in (3.85) to attain

x̃ [n] =
1√
S

√
2

M

[ M−1∑
m1=0

C [m1]X [m1] cos

(
π (2m+ 1)m1

2M

)
cos (πk)

]
(3.86)

(3.86) can be solved to attain the time-domain F-O-IFDMA signal as

x̃ [n] =



1√
S

√
2
M

∑M−1
m1=0C [m1]X [m1] cos

(
π(2m+1)m1

2M

)
(−1)k ,

if k is odd

1√
S

√
2
M

∑M−1
m1=0C [m1]X [m1] cos

(
π(2m+1)m1

2M

)
,

if k is even

(3.87)

F-O-LFDMA

Here, the signal representation is dealt in the previous section which is given by

(3.72). The IDCT output sequence x̃ [n] with n = Sm + s for s = 0, 1, 2, 3, · · ·S − 1 can

be expressed as follows:

x̃ [n] = x̃ [Sm+ s] =

√
2

MS

M−1∑
k=0

C [k]X [k] cos

(
π (2 (Sm+ s) + 1) k

2SM

)
(3.88)

In order to view the time-domain signal, we shall see for the case when s = 0

x̃ [n] = x̃ [Sm] =
1√
S

{√
2

M

M−1∑
k=0

C [k]X [k] cos

(
π (2Sm+ 1) k

2SM

)}
(3.89)

Upon solving we obtain

x̃ [n] = x̃ [Sm] =
1√
S

{√
2

M

M−1∑
k=0

C [k]X [k] cos

(
πS
(
2m+ 1

S

)
k

2SM

)}
(3.90)

On rearranging (3.90), yields the following representation

x̃ [n] = x̃ [Sm] =

1√
S

{√ 2

M

M−1∑
k=0

C [k]X [k] cos

(
π (2m+ 1) k

2M

)
cos

(
π
(
1− 1

S

)
k

2M

)}
(3.91)
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If s 6= 0,

then let us consider X [k] =
√

2
M
C [k]

∑M−1
q=0 x [q] cos

(
π(2q+1)k

2M

)
and upon substituting in

(3.91) yields

x̃ [n] = x̃ [Sm+ s] =
1√
S

2

M

M−1∑
k=0

C [k]2
{M−1∑

q=0

x [q] cos

(
π (2q + 1) k

2M

)}
×

cos

(
π

(
Sm+ s

SM

)
k +

πk

2SM

)
(3.92)

(3.91) and (3.92) reinforces that, the time-domain F-O-LFDMA signal represents that

the input signal is scaled by a factor of 1
S

and moreover, they are getting multiplied with

the real weighting factors. Hence, this results in significant increase in PAPR for F-O-

LFDMA when compared with F-O-IFDMA. This is verified through simulation results.

Furthermore, an inference can be drawn by making use of (3.87), (3.91) and (3.92),

where the real time-domain signals are fetched with good spectral efficiency as all of the

subcarriers are utilized for data transmission. Based on the aforementioned arrangement

of subcarriers, PAPR reduces accordingly and the simulation results are detailed next.

3.6.3 DFT-based DCO-aided Multiple Access System

Figure 3.14: Illustration of Uplink transmission employing DFT-Spreading in optical

IFDMA/LFDMA (OIFDMA/OLFDMA)

As discussed in the aforesaid section, this section highlights the mathematical anal-

ysis of the time-domain signal for DFT-based multiple access system. Moreover, due to

the constraint of Hermitian Symmetry criteria, even the subcarrier mapping strategies

are varied when compared with conventional RF domain.
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DFT-OIFDMA

Figure 3.15: DFT-OIFDMA Subcarrier Mapping Format

As depicted in Fig. 3.14, the subcarrier mapped data is constrained to satisfy HS

criteria before getting applied to the IDFT transformation block. The detailed description

of the subcarrier mapping is outlined in Fig. 3.15. For the input sequence X̃ [k], the N -

point IDFT output sequence can be represented as x̃ [n] with n = Ms + m for s =

0, 1, 2, 3, · · ·S − 1 and m = 0, 1, 2, 3, · · ·M − 1 can be obtained as

x̃ [n] =
1

N

N−1∑
k=0

X̃ [k] e
j2πnk
N (3.93)

Upon substituting the aforementioned constraints as well as rearranging, (3.93) can be

reduced as

x̃ [n] =
1

SM

M−1∑
m1=0

X [m1] e
j2πnm1
M (3.94)

However, X [m1] is constrained to satisfy Hermitian Symmetry criteria. As already seen

in the prior chapter, according to Hermitian Symmetry criteria, the first and the middle

subcarriers are set to zero as

X [0] = X

[
M

2

]
= 0 (3.95)

In order to avoid the presence of any complex part of the signal at the output of IDFT

block, the arrangement is made in such a manner that, all of the inputs are not utilized

for data transmission, i.e., out of N subcarriers only N
2

are exploited for data transmission

and the rest N
2

are flipped complex conjugate versions of the previous ones. Therefore,

the arrangement looks like

X [M − k] = X∗ [k] , k = 1, 2, 3, · · ·M
2

(3.96)



DCT/DST-based multicarrier and multiple-access schemes 112

Accordingly, (3.94) can be re-arranged as

x̃ [n] =
1

S

1

M

[
X [0] e

j2π(0)m
M +

M
2
−1∑

m1=1

X [m1] e
j2πm1m

M +

X

[
M

2

]
e
j2π(M2 )m

M +
M−1∑

m1=
M
2
+1

X [m1] e
j2πm1m

M

]
(3.97)

Since, the first and the middle subcarriers are set to zero, (3.97) can be reduced to

x̃ [n] =
1

S

1

M

M
2
−1∑

m1=1

X [m1] e
j2πm1m

M +
M−1∑

m1=
M
2
+1

X [m1] e
j2πm1m

M

 (3.98)

Upon applying change in variable transformation as M −m′1 = m1

x̃ [n] = x̃ [Ms+m] =
1

S

1

M

M
2
−1∑

m1=1

Xm1e
j2πm1m

M +

M
2
−1∑

m
′
1=1

X
[
M −m′1

]
e
−j2π

(
M−m

′
1

)
m

M

 (3.99)

Therefore, by employing (3.96), as well as rearranging (3.99), the following expression can

be obtained

x̃ [n] = x̃ [Ms+m] =
1

S

1

M

M
2
−1∑

m1=1

X [m1] e
j2πm1m

M +

M
2
−1∑

m1=1

X∗ [m1] e
−j2πm1m

M

 (3.100)

By using Euler inequalities, (3.100) can be re-arranged as

x̃ [n] = x̃ [Ms+m] =
1

S

 2

M

M
2
−1∑

m1=1

X [m1]
RC

cos

(
2πm1m

M

)
−X [m1]

IC

sin

(
2πm1m

M

)
(3.101)

whereX [m1]
RC

andX [m1]
IC

in (3.101) represents the real and imaginary components. (3.101),

clearly illustrates that there is a loss in spectral efficiency as all of the subcarriers are not

utilized for data transmission. This is because, out of N subcarriers only N
2

are involved

for transporting data.

3.6.4 DFT-OLFDMA

Elaborate signal format representation is shown in Fig. 3.16. Taking into consid-

eration the signal representation as given by (3.72), the time-domain signal x̃ [n] with

n = Sm+ s and s = 0, 1, 2, 3, · · ·S − 1 can be represented as

x̃ [n] = x̃ [Sm+ s] =
1

MS

M−1∑
k=0

X [k] e
j2π(Sm+s)k

MS (3.102)
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Figure 3.16: Signal format for DFT-OLFDMA

Furthermore, (3.102) can be solved by considering two scenarios:

When s = 0:

The time-domain analysis and the signal representation is similar to that obtained in the

previous scenario DFT-OIFDMA. Therefore, the time-domain signal can be represented

as

x̃ [n] = x̃ [Sm] =
1

S

 2

M

M
2
−1∑

k=1

X [k]
RC

cos

(
2πmk

M

)
−X [k]

IC

sin

(
2πmk

M

) (3.103)

When s 6= 0:

Let us substitute X [k] =
∑M−1

p=0 x [p] e
−j2πpk
M in (3.102), then the following representation

is attained

x̃ [n] = x̃ [Sm+ s] =
1

MS

M−1∑
k=0

M−1∑
p=0

x [p] e
−j2πpk
M e

j2π(Sm+s)k
MS (3.104)

However, x [p] in (3.104) represents the time-domain signal at the output of IDFT trans-

formation block and this is constrained to satisfy Hermitian Symmetry criteria and is

given as

x [p] =
2

M

M
2
−1∑

k=1

(
X [k]
RC

cos

(
2πpk

M

)
−X [k]

IC

sin

(
2πpk

M

))
(3.105)

Upon substituting, (3.105) in (3.104), the resultant expression can be obtained as

x̃ [n] = x̃ [Sm+ s] =
1

S

M−1∑
k=0

M−1∑
p=0

 2

M

M
2
−1∑

k=1

(
X [k]
RC

cos

(
2πpk

M

)
−X [k]

IC

sin

(
2πpk

M

))
× 1

M

M−1∑
k=0

ej2π(
−p
M

+m
M

+ s
MS )k (3.106)
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Further, (3.106) can be solved as

x̃ [n] = x̃ [Sm+ s] =
1

S

M−1∑
k=0

M−1∑
p=0

 2

M

M
2
−1∑

k=1

(
X [k]
RC

cos

(
2πpk

M

)
−X [k]

IC

sin

(
2πpk

M

))
×

sinπ
(

(m−p)S+s
S

)
Msinπ

(
(m−p)S+s

MS

)ejπ( (m−p)S+s
S )(M−1

M ) (3.107)

Therefore, upon comparison of (3.101), (3.103) and (3.107) with (3.71), (3.76) and (3.80)

confirms the fact that DFT-based multiple access strategies results in a decrease in

throughput.

3.7 Complexity Analysis

The work in [178] reports that recursive algorithms have been proposed for DST-IV

of power-of-two transform size N which requires fewer total real additions and multipli-

cations that can be called as flops. The fast algorithms computed in this work makes use

of the FFT algorithm which reduced the operation count of discrete Fourier transform

(DFT) of size N where the flop count was reduced from 4Nlog2N to [179]

34

9
Nlog2N −

124

27
N − 2logN − 2

9
(−1)logN logN +

16

27
(−1)logN + 8 (3.108)

Using the FFT as computed in [179], the number of flops (i.e., the total number of real

additions and multiplications ) for DST-IV in [178] were reduced from 2Nlog2N +N to

17

9
Nlog2N +

31

37
N +

2

9
(−1)log2N log2N −

4

27
(−1)log2N (3.109)

Finally, it can be inferred that by using the improved FFT algorithm where the flop

count reduced from ∼ 4Nlog2N to ∼ 34
9
Nlog2N (i.e., the algorithm where the total

number of additions and multiplications are reduced to a significant amount), the earlier

works report that new recursive algorithms can be derived for DST-IV to substantially

reduce the total number of additions and multiplications for a transform of size N = 2m

from ∼ 2Nlog2N +N to ∼ 17
9
Nlog2N .
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3.8 Comparisons between DFT-based optical-OFDM and DCT/DST-

based optical-OFDM system

Table 3.2: Comparison between DCT/DST-optical OFDM and DFT-optical OFDM

Type of OFDM
DCT/DST-ACO-OFDM and

DCT/DST-DCO-OFDM

DFT-ACO-OFDM and

DFT-DCO-OFDM

Hermitian Symmetry Not-required Required

Constellation Real (BPSK, M-PAM) Complex (M-QAM)

Constellation Size M=L M=L2

Self-Inverse Property Self-Inversive Not-Self-Inversive

Subcarriers-Utilized
N
2

for DCT/DST-ACO-OFDM

N for DCT/DST-DCO-OFDM

N
4

for DFT-ACO-OFDM

N
2

for DFT-DCO-OFDM

In case of DFT-based DCO-OFDM system, in order to generate a real valued signal,

the huge stream of input data which is mapped by employing complex constellations like

M-QAM is compelled to satisfy Hermitian Symmetry criteria before getting applied to

the IFFT block. However, in doing so, only half of the subcarriers i.e., IFFT points are

utilized for data transmission while, the rest half are flipped complex conjugate versions

of the previous ones. Thus, there is a decrease in throughput. Therefore, the bandwidth

efficiency (BE) pertaining to DFT-DCO-OFDM can be mathematically expressed as [180]

BEDFT−DCO−OFDM =

(
N/2− 1

N +NG

)
Blog2M (bits/sec)/Hz (3.110)

Consequently, to address the reduced bandwidth efficiency which is encountered when

relying on Hermitian Symmetry imposed IFFT, real transformation techniques like DST

can be exploited for DCO-OFDM system. Moreover, the aforementioned mathematical

analysis clearly confirms the fact that, DST-based DCO-OFDM system involves all of the

subcarriers for data transmission. This can be mathematically represented as

BEDST−DCO−OFDM =

(
N − 1

N +NG

)
Blog2M (bits/sec)/Hz (3.111)

While, with the case of DFT-ACO-OFDM system, due to Hermitian Symmetry criteria,

out of N subcarriers, only N
2

subcarriers are exploited for the transmission of data and
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furthermore, due to the modulation of only odd subcarriers, (since, even subcarriers are

set to zero) out of N
2

subcarriers, only N
4

subcarriers are involved for data transmission.

While, DST-ACO-OFDM system doesn’t rely on Hermitian Symmetry criteria for yielding

a real valued signal. Therefore, out of N subcarriers, N
2

odd subcarriers are employed for

the transmission of data. Mathematically, this can be expressed as [180]

BEDFT−ACO−OFDM =

(
N/4− 1

N +NG

)
Blog2M (bits/sec)/Hz (3.112)

BEDST−ACO−OFDM =

(
N/2− 1

N +NG

)
Blog2M (bits/sec)/Hz (3.113)

From (3.110), (3.111), (3.112) and (3.113), it can be deduced that, DST based optical-

OFDM system achieves double the spectral efficiency when compared with traditional

DFT-based optical-OFDM system. The parameters N , NG, B, M in (3.110), (3.111),

(3.112) and (3.113) denotes the total number of subcarriers, guard interval, the chan-

nel bandwidth and the constellation size. Table. 3.2, gives the comparison between

DST-based optical OFDM (DST-ACO-OFDM, DST-DCO-OFDM) and DFT-based opti-

cal OFDM (DFT-ACO-OFDM, DFT-DCO-OFDM).

3.9 Results and Discussions

This section evaluates the performance of the proposed multicarrier and multiple

access transmission schemes in terms of BER and PAPR reduction through simulation

results. For the simulation purpose, the number of subcarriers taken into consideration

are 512. The added cyclic prefix is 1
4
th of the subcarriers size to countervail the effects

of ISI. The simulation parameter set-up is illustrated in Table. 3.3. The performance

of FOOFDM system which is utilizing M-PAM modulation scheme is shown in Fig. 3.17.

This result evidences that FOOFDM system which is based on the addition of DC bias

requires higher SNRs to achieve the desired BER for 2, 4, 16 and 64 PAM respectively.

This is because, in case of DCO-FOOFDM, the clipping operation results in clipping-

induced distortion which reduces the BER performance. Moreover, in order for the BER

to reach the forward error correction limit of 10−3, a fixed amount of DC bias addition is

not sufficient for all the constellations in DCO-FOOFDM system.

Fig. 3.18, depicts the CCDF curves for DCT-Spread-FOOFDM system employing M-
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Table 3.3: Simulation Parameters

Parameter Value

No of OFDM symbols 512

Total Number of Subcarriers 512-DCO-OFDM, 1024-ACO-OFDM

Pilot Insertion interval 1
8
th the subcarriers size

Total Number of Pilot carriers 64, 128

Type of the transform techniques employed DFT, DCT, DST

Variants of optical OFDM employed DCO-OFDM, ACO-OFDM

Cyclic Prefix 1
4
th subcarriers size

Orders of Modulation M-QAM, M-PAM

Dimensions of the Room 6× 6× 3

Total number of LEDs 1200

Power of each LED 20mW

LED semi-angle 70 degrees

FOV of the photodiode ψc 60 degrees

Area of the Photodiode Apd 1 cm2

Optical Filter Co-efficient Ts (ψ) 1

refractive index 1.5

reflectance factor ρ 0.8

Size of the IDST/IDCT (N) 512

Size of M [8, 16, 32, 64, 128]

Orders of Modulation M-PAM, M=[2, 4, 8, 16, 32, 64, 256]

Spreading Factor N/M = {512
8
, 512

16
, 512

32
, 512

64
, 512
128
}

Sub-blocks for PTS scheme [4, 8, 16, 32]

PAM modulation format and conventional FOOFDM system. It is clearly evidenced that,

when DCT-Spreading is employed using 4-PAM, the PAPR of conventional FOOFDM is

significantly decreased. At a CCDF of 2 × 10−4, PAPR of DCT-S-FOOFDM is 3.9 dB

whereas, for conventional FOOFDM, it is around 13 dB. This clearly emphasizes that,

upon exploiting DCT-spreading, there is a drastic decrease in PAPR by approxiamtely
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Figure 3.17: BER vs SNR performance analysis of FOOFDM system using M-PAM
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Figure 3.19: PAPR reduction in FOOFDM using Partial Transmit Sequence

10.9 dB. Further, this figure even depicts DCT-S-FOOFDM employing 16-PAM and 64-

PAM. At the same probability of 2 × 10−4, when 16-PAM and 64-PAM are modulated,
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PAPR has been decreased by an amount of 7.5 dB and 7.2 dB respectively.

Fig. 3.19, reveals the effect of applying PTS technique for PAPR reduction in FOOFDM

system employing 16-PAM order of modulation and the number of subcarriers used are

512. As illustrated in the figure, PAPR reduces significantly when the number of subblocks

increase from 4, 8, 16 and 32. Here, for a probability of 10−3, when the number of subblocks

are 32, there is a decrease in PAPR of around 4.5 dB when compared with FOOFDM

without imposing PTS technique. The same can be inferred for the subblocks 16, 8 and

4 where the PAPR reduces by 3.9 dB, 3.4 dB and 2.1 dB respectively. This analysis

clearly depicts the advantage of bestowing PTS technique for PAPR reduction. However,

DCT-Spreading technique outperforms PTS technique for PAPR reduction in FOOFDM

system.
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Figure 3.20: PAPR Performance of FOOFDM using Clipping and Filtering Technique

Fig. 3.20, manifests PAPR reduction in FOOFDM using clipping and filtering technique.

The simulated results clearly depicts that PAPR reduction using clipping is better when

compared to incorporation of filtering operation. When employing 4-PAM modulation

scheme and utilizing 512 subcarriers, at CCDF of 10−3, the attained PAPR for clipping,

clipping and filtering as well as traditional FOOFDM system is 6.9 dB, 12.6 dB and

19.3 dB respectively. This huge increase in PAPR for conventional FOOFDM system is

valid because of the addition of 7 dB of DC bias. However, DCT-Spreading technique

dominates clipping and filtering technique.

The CCDF curves for PAPR reduction in multiple access system which are in ac-

cordant with IM/DD systems for VLC is delineated in Fig. 3.21 and 3.22. The figures
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Figure 3.21: Comparison of PAPR performance for F-O-IFDMA, F-O-LFDMA and F-

OOFDMA when M varies from 8 and 16 employing 16-PAM

reconciles with the fact that, the reduction in PAPR is dependent on the way of allocating

the subcarriers to each mobile terminal. Accordingly, the distribution of PAPR for dif-

ferent mapping strategies like F-OOFDMA, F-O-IFDMA ad F-O-LFDMA is delineated

in Fig. 3.21a, 3.21b, 3.22a and 3.22b respectively. From the figures it can be affirmed

that, PAPR performance has a direct relation with the number of subcarriers M that

are devoted to each user/subscriber. Upon increasing the number of subcarriers from

M = 4, 8, · · · , 128, the PAPR performance deteriorates. In order to evaluate the perfor-

mances of OIFDMA, OLFDMA and OOFDMA, a comparison analysis of their PAPR is

carried out by fixing the number of subcarriers. Employing 16-PAM modulation scheme,
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Figure 3.22: Comparison of PAPR performance for OIFDMA, OLFDMA and OOFDMA

for higher order of M employing 16-PAM

for N = 512-point IDCT, at a probability of 10−4, the attained PAPR for F-O-IFDMA,

F-O-LFDMA and F-OOFDMA using 8 subcarriers is 6.2 dB, 7 dB and 7.4 dB, while,

for the same mapping strategies, utilizing 16 subcarriers, the obtained PAPR is 9 dB,

9.4 dB, and 13 dB respectively. This is clearly detailed in Fig. 3.21a and 3.21b. The

performance analysis of F-O-IFDMA, F-O-LFDMA and F-OOFDMA for higher orders of

M i.e., M = 64 and 128 is represented in Fig. 3.22a and 3.22b. For M = 64, at a CCDF

of 10−4, the obtained PAPR for F-O-IFDMA, F-O-LFDMA and F-OOFDMA is 9.8dB,

10.4 dB and 12 dB. Whereas, for M = 128, at a CCDF of 10−4, the achievable PAPR for

F-O-IFDMA, F-O-LFDMA and F-OOFDMA is 10.4dB, 11.2 dB and 13 dB respectively.
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Together, the amount of PAPR in F-O-IFDMA and F-O-LFDMA is inferior than F-

OOFDMA. Moreover, PAPR incurred in F-O-IFDMA is significantly less when compared

with F-O-LFDMA and F-OOFDMA. In addition, F-O-LFDMA attains a higher PAPR

than F-O-IFDMA, but, compared to F-OOFDMA it is lower. Therefore, this analysis

confirms that F-O-IFDMA is more appealing in terms of PAPR reduction and power

efficiency. The computation complexity involved behind the two transform techniques
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Figure 3.23: Comparison of Computational Complexity of DCT/DFT transformation

techniques

namely DCT and DFT is exemplified in Fig. 3.23. This figure clearly manifests that the

computational complexity which is generally calculated in terms of total number of addi-

tions and multiplications of DCT transform is quite less than that of the DFT transform

technique and this is mathematically confirmed by the analytical expressions as described

in Table. 3.1. Therefore, DCT transform technique can be envisaged to be exploited for

the cost-effective realization of IM/DD systems for VLC.

Further, the BER vs SNR performance is evaluated for DST-based DCO-OFDM

and ACO-OFDM i.e., (DST-DCO-OFDM) and (DST-ACO-OFDM) systems. It is to

be noted that, for the purpose of simulation, the total number of subcarriers employed

in case of DST-DCO-OFDM are 512. Pertaining to DST-ACO-OFDM since, there is a

decrease in throughput, 1024 subcarriers are utilized and the cyclic prefix is chosen as

1
4
th the subcarriers size. Fig. 3.24a gives the magnitude of the time-domain signal

for DST based OOFDM system employing N = 64 subcarriers and 4-PAM modulation

scheme. While, Fig. 3.24b and 3.24c represent the magnitude plots of DCO-OFDM and
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OFDM
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Figure 3.25: Performance analysis of DST-based DCO-OFDM (DST-DCO-OFDM) for
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Figure 3.26: Performance analysis of DST-based ACO-OFDM (DST-ACO-OFDM) for

VLC

ACO-OFDM methodologies, where the former represents the addition of DC bias while

the later represents the effect of clipping of the negative part of the signal. BER vs

SNR for DST-DCO-OFDM system which is compatible with IM/DD systems for VLC

is illustrated in Fig. 3.25. It is evident from the figure that the performance is anal-

ysed by varying the size of the constellation of M-ary PAM. For higher orders, the BER

performance deteriorates and even high amount of SNR is desired to achieve a reduced

probability of error floor. This is valid because the addition of DC bias leads to increase

in the power levels. Approximately in order to achieve a BER of 1.68× 10−4, the amount

of SNR required by 2, 4, 16, 64 and 128 PAM is 15, 25, 35, 42 and 48 dB respectively. Sim-

ilarly, the BER performance of DST-ACO-OFDM is depicted in Fig. 3.26. As evident
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Figure 3.27: Performance analysis of DFT-based DCO-OFDM/Conventional Optical
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from the figure, the amount of SNR required to attain a certain probability of error is

less when compared with DST-DCO-OFDM system. This is because, DST-ACO-OFDM

system doesn’t require DC bias to attain a positive signal. However, for higher orders

of PAM like 256-PAM, the clipping noise dominates and hence, it becomes difficult to

attain the reduced error floor. It is interesting to note that, DST being a simple real

transformation technique employs simple real mapping schemes like BPSK and M-PAM.

Upon comparison with Hermitian Symmetry imposed FFT in OOFDM, to achieve the

same amount of performance, Hermitian Symmetry imposed FFT-based DCO-OFDM

and ACO-OFDM system requires 4, 16, 64, 256 and 1024 QAM in contrast to 2, 4, 8, 16

and 32 PAM as required in DST-DCO-OFDM/DST-ACO-OFDM system. Therefore, this

confirms that DST supports double the constellation symbols to achieve the same amount

of performance upon comparison with Hermitian Symmetry imposed FFT. This is con-

firmed through the simulated result as shown in Fig. 3.27. Upon comparison with Fig.

3.25, it can be inferred that, to achieve the error floor of 3.383 × 10−4, at a SNR of 16

dB, 2-PAM is sufficient for DST-DCO-OFDM while 4-QAM is required in DFT-DCO-

OFDM to achieve the same probability of error at the same SNR. Similarly, to achieve

error probability of 1.307 × 10−4 and 1.769 × 10−4 at 27 dB and 36 dB of SNR, DST-

DCO-OFDM uses 4-PAM and 16-PAM in contrast to 16-QAM and 256-QAM as used in

DFT-DCO-OFDM. Therefore, this confirms that DST-based DCO-OFDM/ACO-OFDM

are spectrally efficient when compared with DFT-based DCO-OFDM/ACO-OFDM.

Fig. 3.28, shows the BER vs SNR performance of DST-ACO-OFDM system over

NLOS channel environment. The simulated result evidences that, due to the presence

of reflections in the room environment, there is a slight deterioration in the BER perfor-

mance at lower SNRs, because for lower SNRs, the probability of error is high. In order to

reach the desired level of error floor, high SNRs are required. In particular, for 16-PAM

at SNR of 19 dB, the obtained probability of error is 0.06177, while it requires 28 dB of

SNR to achieve a reduced probability of error of 1.242× 10−4.

The CCDF curves for the variation of the number of subcarriers in DST-DCO-

OFDM system is shown in Fig. 3.29. It is evident that, upon increasing the number of

subcarriers from N = 64, 128, 256 and 512, the PAPR significantly increases.

Fig. 3.30 emphasizes the prominence of imposing DST spreading to DST-based

DCO-OFDM using M-PAM modulation. This simulated result clearly signifies that, upon
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Figure 3.30: CCDF curves for DST-S-DCO-OFDM using M-PAM
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Figure 3.33: Comparison of time-domain signal of DST-OIFDMA/OLFDMA with and

without the addition of DC bias
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increasing the order of modulation, the PAPR performance deteriorates. It can be deduced

that DST-S-DCO-OFDM utilizing 4-PAM modulation, at a probability of approximately

10−4 attains a PAPR of 3.6 dB, while a conventional DST-based DCO-OFDM system

achieves a PAPR of 10.7 dB for the same order of modulation i.e., 4-PAM. Therefore, a

gain of around 7.1 dB is achieved by enforcing spreading technique. Whereas, at a CCDF

of 10−4 when employing 16-PAM and 64-PAM mapping in DST-S-DCO-OFDM system,

the obtained PAPR is 5.9 and 8.5 dB respectively.

The simulation results illustrating the CCDF vs PAPR performance upon imposing

PTS and clipping and filtering techniques in DST-DCO-OFDM system is shown in Fig.

3.31 and 3.32. The superiority upon imposing PTS technique for PAPR reduction can

be evidenced in Fig. 3.31. As the number of sub-blocks increase from 4, 8, 16 and 32 the

reduction in PAPR is significant. At a probability of approximately 10−4, PTS technique

achieves a gain of around of 6 dB upon comparison with conventional DST-DCO-OFDM

system. It can be inferred from Fig. 3.32 that clipping and filtering reduces the amount

of PAPR in DST-DCO-OFDM system. However, the reduction in PAPR is not significant

when compared with spreading technique. At a CCDF of 10−3, for a clipping ratio of 1.4,

clipping technique achieves a PAPR of 7 dB while clipping and filtering together attains

a PAPR of 16 dB.
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Figure 3.34: PAPR Performance of DST-OIFDMA

Fig. 3.33a, 3.33b, 3.33c and 3.33d depicts the time-domain signals with and without

the addition of DC bias for DST-based OIFDMA and OLFDMA. Upon dynamic addition

of DC bias, clipping noise can be reduced, this is clearly depicted in Fig. 3.33b and 3.33d.
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Figure 3.35: PAPR Performance of DST-OLFDMA

The PAPR performance analysis of the multiple access schemes which are compatible with

IM/DD systems for VLC is delineated in Fig. 3.34, 3.35 and 3.36. Fig. 3.34 indicates the

CCDF curves for DST-OIFDMA. The figure clearly depicts that upon increasing the value

of M i.e., upon increasing the input blocks from M = 8, 16, 32, 64 and 128, the PAPR

increases significantly. At a CCDF of 10−4, the attained PAPR for the aforementioned

input block sizes is 2.2 dB, 3.4 dB, 4.8 dB, 7.2 dB and 9 dB respectively. In a similar

manner, the increase in PAPR with the increase inM for DST-OLFDMA can be evidenced

in Fig. 3.35. It can be inferred that, for M = 8, 16, 32, 64 and 128, at a CCDF of 10−4,

the achievable PAPR is 2, 4, 5, 7.6 and 10.4 dB respectively. It can be surmised that,

the increase in PAPR for DST-OLFDMA is more when compared with DST-OIFDMA

and this is confirmed through the analytical expression of the time-domain signal which is

shown by equations (3.76) and (3.80). Because this specifies that the time-domain signal

is multiplied with additional weights.

In order to highlight the superiority of DST-based OIFDMA and DST-based OLFDMA,

the PAPR performance is analysed for DST-based OOFDMA. This is elucidated in Fig.

3.36. At a CCDF of 10−4, the attained PAPR for different values of M is 4.4, 6, 7.6, 9.4

and 11.2 dB. For M = 128, at a probability of 10−4, the PAPR in DST-OIFDMA is lower

by 1.4 dB and 2.2 dB than that of DST-OLFDMA and DST-OOFDMA. This confirms

the dominance of DST-OIFDMA in terms of PAPR reduction than other multiple access

schemes. The computational complexity analysis of DFT and DST transform techniques

is clearly elucidated in Fig. 3.37. As stated earlier in subsection 3.7, due to the availabil-
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Figure 3.36: PAPR Performance of DST-OOFDMA
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Figure 3.37: Interpretation of Computational Complexity analysis behind DFT and DST

transform techniques

ity of sophisticated fast algorithms, the operation count which is also referred to as flop

count (i.e., the total number of additions and multiplications together) of DFT algorithm

and DST algorithm is drastically reduced and this is verified through mathematical ex-

pressions as enumerated by (3.108) and (3.109). This figure confirms the fact that DST

requires less flop count when compared with that of the DFT transform technique.

3.10 Conclusion

This work analyzes the performance of FOOFDM system and proposes a DST based

multicarrier modulation scheme which stems out to be as the simplified and alternative
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multicarrier modulation technique fulfilling the requirements of IM/DD systems for VLC.

Additionally, this work evaluates the performance of DST-DCO-OFDM and DST-ACO-

OFDM systems over VLC channel environment. It can be inferred from the simulated

results that both DCT and DST-based optical OFDM system supports double the con-

stellation symbols for the transmission of the same bit rate upon comparison with DFT-

based optical OFDM system. Moreover, from the result analysis it can be evidenced

that DCT/DST-DCO-OFDM system is power inefficient when compared with DST-ACO-

OFDM system. However, the clipping noise in DST-ACO-OFDM system is dominant for

higher orders of modulation.

DCT/DST-DCO-OFDM system in spite of being superior in terms of enhanced

throughput when compared with DCT/DST-ACO-OFDM system, but the addition of

DC bias enables it to evolve as a power-inefficient scheme. Consequently, this aspect

emerges out to be more pronounced in IM/DD systems, this is due to the fact that the

limited dynamic range of LEDs leads to clipping of the discretized time-domain signal

which doesn’t fit within its linear range thereby leading to the occurrence of deleterious

non-linear distortion like clipping distortion.

Therefore, to significantly reduce the amount of PAPR in DCT/DST-DCO-OFDM

system, this work proposes a DCT/DST-based spreading technique as a PAPR reduc-

tion scheme and furthermore compares with other PAPR reduction techniques like PTS,

clipping and filtering for the same developed system models (i.e., DCT/DST-based op-

tical OFDM systems). The simulation results emphasizes that the reduction in PAPR

upon imposing DCT/DST-based spreading technique in DCT/DST-based optical OFDM

system is significant when compared with conventional DCT/DST-based optical OFDM

system where a gain of around 7.1 dB is observed for the same order of modulation.

Upon imposing the other PAPR reduction schemes like PTS and clipping and filtering

to DCT/DST-DCO-OFDM system, PAPR reduces by an appreciable amount. However,

DCT/DST-based spreading technique dominates PTS and clipping and filtering tech-

niques in terms of PAPR reduction.

In particular, due to the constraint of real and positive signal transmission, PAPR

reduction schemes as used in RF based wireless communications cannot be enforced in

a straightforward manner. Therefore, this work accomplishes a thorough mathematical

analysis of the time-domain signal formats which are compatible with IM/DD systems
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for VLC. Additionally, in order to reduce the amount of PAPR incurred in a multicar-

rier system, this work expedites SC-FDMA and derives the mathematical expressions

for the time-domain signal formats pertaining to different subcarrier mapping strategies

like DCT/DST-OIFDMA and DCT/DST-OLFDMA as well as derives the analytical ex-

pressions for transmitted signal formats for DFT-OIFDMA and DFT-OLFDMA. The

simulated results evidences that among the subcarrier mapping strategies, DCT/DST-

OIFDMA is superior in terms of PAPR reduction than that of DCT/DST-OLFDMA.

However, both the schemes achieves a better reduction in PAPR when compared with

DCT/DST-OOFDMA. It’s ease of simplicity as well as enhancement in the throughput

will definitely enable DCT/DST-based multicarrier and multiple access system to be en-

visaged as attractive techniques for the cost-effective realization of IM/DD systems for

VLC.



Chapter 4

Synchronization in DCO-OFDM and

DCO-OFDMA-based IM/DD systems for VLC

4.1 Introduction and Motivation

Transmission of data by exploiting optical wireless communication as a medium

stems out to be as one of the most potential technique in several critical areas, such as

hospitals and aircraft cabins where RF-based transmission systems are strongly prohib-

ited in order to avoid interference with the existing and most critical systems. Earlier

studies in the literature reveal that transmission of data signal utilizing OOK turns out

to be as an inflexible technique while dealing with serving multiple users/subscribers with

variable data rate requirements. Therefore, this problem can be significantly addressed

by employing OFDM to intensity modulate the LED.

Predominantly, an OWC system which is based on OFDM facilitates for the effec-

tive allocation of the bandwidth among the competing users. Furthermore, it provides

the flexibility for adaptive selection of modulation as well as coding schemes in order to

accomplish the data rates in accordant with the traffic demands. Conventionally, the

transmission of data signal using OFDM relies on the fact that the subcarrier frequency

components must be orthogonal to each other. The orthogonality among the subcarriers

can be lost because of the occurrence of frequency and timing offsets. Timing synchroniza-

tion/frame detection plays a significant role in optical OFDM systems for VLC. Imperfect

timing synchronization enables the receiver to capture a mixture of interfering signals at
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its sampling instant. As a result, these interfering signals lead to the emergence of ISI in

the transmitted data streams. Hence, this phenomena results in the increase of error rate

thereby degrading the overall performance of the system. So, this entails to address the

aspects of synchronization problems which includes analyzing the performance analysis of

the overall system in the presence of offsets and estimation of different offsets for reducing

the probability of error.

Previous studies in the literature as stated in [181–185] illustrate the effect of syn-

chronization error on the modulating signal constellation in optical communication sys-

tem. [181], gives the theoretical analysis of the effects of synchronization error in OOK

and PPM-based optical communication systems. The authors in [182] proposes an in-

verse PPM (IPPM) modulation method to encapsulate communication data in the time

domain without adversely affecting the illumination property. The research work in [183]

illustrate that the authors have proposed coding framework to address the synchroniza-

tion aspects of pulse position modulation formats. Further, the authors investigated the

effects of clock time shift and jitter on the BER performance of the system. The works

in [184,185] depicts the impact of synchronization error on optical OFDM system and also

presents techniques to correct it. Much recent literature pertaining to the investigations

of the effects of frequency and timing offsets can be delineated in [186] where the authors

proposed a low-complexity maximum likelihood-based timing synchronization method for

DCO-OFDM systems.

The indispensable virtue of this growing technology like VLC is to provide an ample

opportunity to facilitate a flexible setup for the provision of assurance of multiple access

support in both indoor and outdoor scenarios. However, a reliable networking solution

can be offered by an appropriate choice of multiple access scheme to bestow efficient ser-

vices to the users by allowing them to share the communication resources without any

communal cross talk. In the perspective of networking, OFDM provides a straightforward

implementation of a multiple access scheme i.e., OFDMA, a renowned multiple access ap-

proach widely exploited in 4G Long Term Evolution (LTE) cellular standards. The same

access scheme can be incorporated in VLC provided, the signal transmission complies

with the requirements of IM/DD systems.

In the recent times, VLC is interfaced with almost every infrastructural unit present

in the smart city like street lighting, transportation sector, etc. Therefore, this ignited
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the attraction of ITS to exploit VLC for enhancing the road safety. The main motive is

to enable the drivers travelling on road to communicate regarding the highly traffic prone

areas, congestion, distance between moving vehicles, etc. In this way, road accidents can

be controlled significantly. Hence, it is obvious that VLC will be the best complementary

to RF persuading services to a multitude of customers rendering both illumination and

communication. In spite of being endowed with considerable amount of prevalence when

compared with RF, there are still several challenging issues which needs to be elucidated

in VLC.

Ensuring adequate synchronization between the transmitter and receiver is very vi-

tal especially for VLC. Moreover, the frequency discrepancies often referred to as FO and

timing disparities ably called as STO emanating between the transmitter and receiver

in an uplink environment leads to several detrimental aspects like ICI and MUI which

in turn leads to degradation of the performance of the system as there is a loss in or-

thogonality. Further, in case of V2V communication, Doppler Shift prevails between the

moving vehicles [187]. Subsequently, due to this, FO occurs especially in case of real-time

applications.

The next approach of this chapter is to clearly emphasize the Signal to Interference

Noise Ratio (SINR) deterioration in a multiple access system compatible with IM/DD

systems for VLC as well as to emphasize certain MUI cancellation strategies to ensure

the perfect recovery of data signal in relevant to the corresponding subscriber. Much

relevant work pertaining to the multiple access system for VLC can be reported in the

following literature: the authors in [188] have demonstrated an indoor VLC position-

ing system based on OFDMA imparting both illumination and communication. Earlier

work in [189], depicts the downlink analysis in DCO-OFDM-based optical network, where

SINR analysis was carried considering only LOS environment. In [190], spectral efficient

schemes were proposed for the aforementioned network. However, in all the aforesaid

works, perfect synchronization was assumed and time-domain signal analysis in the pres-

ence of FO and STO was not considered.

Fig. 4.1a clearly depicts an uplink scenario in a typical indoor room environment.

The omnipresence of LEDs allows their rapid installation in several room environments

like multi-national companies, conference halls, auditoriums, etc. Therefore, in such sce-

narios, each LED acts as an OAP or as a base station meeting the demands of several
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(a) Illustration of uplink scenario in an indoor

room environment [191]

(b) Typical Schematic of vehicular communica-

tion exploiting VLC [187]

Figure 4.1: Exploitation of VLC in both indoor and outdoor environments

customers/subscribers which are within the vicinity of lighting fixtures. It is evident from

the figure that, in order for the signal from a transmitter LED to reach the receiver ter-

minal, there are several obstacles present. Therefore, due to this multipath propagation,

the signal undergoes reflections, refractions due to the presence of walls, floor, ceiling,

furniture and people. Therefore, Doppler Shift is inherently present in such kind of en-

vironments. As delineated in Fig. 4.1b, there are diverse number of vehicles travelling

on road and exchanging data by utilizing the LED-based VLC technology. Therefore, in

such kind of scenarios i.e., pertaining to outdoor communication, especially V2V commu-

nication, Doppler Shift occurs due to moving vehicles. Accordingly, this necessitates to

analyse the deterioration of the received signal in the presence of different offsets. There-

fore, this work focuses on the characterization of different sorts of interference which occur
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due to the existence of offsets.

Hence, it necessitates to investigate the effects of FO and STO on the received signal

and to recommend sophisticated synchronization algorithms for estimating them. Ac-

cordingly, this chapter encapsulates the detrimental aspects of the aforementioned offsets

in both multicarrier and multiple access systems like DCO-OFDM and DCO-OFDMA.

Additionally, mathematical expressions are derived highlighting the deterioration of the

received signal in the presence of these offsets for both the developed system models.

The prominence of imposing different synchronization algorithms to the developed sys-

tem models are confirmed through simulation results. Besides, CRLB is derived for the

estimation of these offsets and is verified through simulation results.

4.2 Synchronization in DCO-OFDM system for VLC

4.2.1 System Model

Fig. 4.2, delineates DCO-OFDM system model which is developed with the inclusion

of FO ε and STO δ. Elaborate mathematical analysis is done showing the affects of FO and

STO. Here, at the transmitter side, the incoming bit stream is first mapped with the help

Figure 4.2: Synchronization in optical OFDM for Visible Light Communication

of modulation formats such as M-PSK, M-QAM and M-PAM respectively, and then this

serialized data stream is parallelized which is denoted as X (k). Since, modified version

of OFDM is prerequisite of optical transmission systems hence, DMT is incorporated,
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which allows us to work with real valued signal in spite of the usage of IFFT. So, here this

parallelized signal is constrained to satisfy Hermitian Symmetry condition. i.e., if there

are N number of subcarriers then according to Hermitian Symmetry constraint only N
2

are utilized for transmission of data

X [N − k] = X∗ [k] , k = 1, 2, · · · N
2

(4.1)

The first and the middle subcarrier are assigned zero to avoid the imaginary component

in the time-domain signal

X [0] = X

[
N

2

]
= 0 (4.2)

Here, the signal which is to fed to the IFFT block can be treated as a vector with the

following representation

X =
[
0, X1, X2 · · ·XN

2
−1, 0, X

∗
N
2
−1, · · · , X

∗
2 , X

∗
1

]
(4.3)

4.2.2 Mathematical Illustration of the effects of FO

This section illustrates the effects of FO on the received signal. In particular, in case

of mobile environment, FO arises because of the prevalence of Doppler Shift in both indoor

as well as outdoor room environments. Thus, the advantages of OFDM can no longer

be warranted by any means because of the loss of orthogonality among the subcarrier

frequency components. Consequently, this results in a huge amount of degradation in the

BER performance of the overall system. Then, under the effect of FO ε, the received

signal is derived as follows:

Apparently, it is widely known fact that,

yl [n] = IFFT [Yl [q]] (4.4)

Where Yl [q] = Xl [q]Hl [q] +Wl [q], upon substitution of the aforementioned condition in

(4.4), the time domain signal when affected with FO of ε can be obtained as

yl [n] =
1

N

N−1∑
q=0

Xl [q]Hl [q] e
j2π(q+ε)n

N + wl [n] (4.5)

wl [n] in (4.5) represents the AWGN which is given as wl [n] = 1
N

∑N−1
q=0 Wl [q] e

j2πqn
N .

It is to be noted that for the purpose of attaining a real-valued signal, the frequency
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domain symbols as represented by Xl [q] is constrained to satisfy Hermitian Symmetry

criteria. Accordingly, the time domain signal as represented in (4.5) when affected with FO

is derived as follows: We need to incorporate equations (4.1) and (4.2) for accomplishing

the criteria of IM/DD systems.

yl [n] =
1

N

[
Xl [0]H [0] e

j2πεn
N +

N
2
−1∑

q=1

Xl [q]H [q] e
j2π(q+ε)n

N

+Xl

[
N

2

]
H

[
N

2

]
e
j2π(ε+N2 )n

N +
N−1∑

q=N
2
+1

Xl [q]H [q] e
j2π(q+ε)n

N

]
+ wl [n] (4.6)

In (4.6), 1st and the 3rd term are set to zero as X (0) = X
(
N
2

)
= 0. Hence, (4.6) reduces

to

yl [n] =
1

N

N
2
−1∑

q=1

Xl [q]H [q] e
j2π(q+ε)n

N +
N−1∑

q=N
2
+1

Xl [q]H [q] e
j2π(q+ε)n

N

+ wl [n] (4.7)

By, performing change in variable i.e., letting N − q′ = q and accordingly the limits in

the second term in the summation changes as

yl [n] =
1

N

[ N
2
−1∑

q=1

Xl [q]H [q] e
j2π(q+ε)n

N +

1∑
q′=N

2
−1

Xl

[
N − q′

]
H
[
N − q′

]
e
j2π

(
N−q

′
+ε

)
n

N

]
+ wl [n] (4.8)

After changing the order of limits, (4.8) can be reduced to

yl [n] =
1

N

[ N
2
−1∑

q=1

Xl [q]H [q] e
j2π(q+ε)n

N +

N
2
−1∑

q′=1

Xl

[
N − q′

]
H
[
N − q′

]
e
−j2π

(
N−q

′
+ε

)
n

N

]
+ wl [n] (4.9)

Since from (4.1), X (N − q) = X∗ (q) , q = 1, 2, · · · N
2

. After substitution and rearranging,

(4.9) can be modified as

yl [n] =
1

N

[ N
2
−1∑

q=1

Xl (q)H (q) e
j2π(q+ε)n

N +

N
2
−1∑

q=1

X∗l (q)H (q) e
−j2π(q+ε)n

N

]
+ wl [n] (4.10)
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By making use of Euler’s Inequalities that ejθ = cosθ+ jsinθ and by making use of signal

processing identities like x [n]
RC

= x[n]+x∗[n]
2

and x [n]
IC

= x[n]−x∗[n]
2j

, (4.10) can be solved as

yl [n] =
2

N

N
2
−1∑

q=1

(
Xl [q]
RC

cos

(
2π (q + ε)n

N

)
−Xl [q]

IC

sin

(
2π (q + ε)n

N

))
H (q)

+wl [n]

(4.11)

Clearly, (4.11) illustrates that a real valued signal is attained satisfying the requirements

of IM/DD systems. Now, the frequency domain representation of this received signal as

represented in (4.11) can be expressed as

Yl [k] = FFT [yl [n]] (4.12)

Therefore,

Yl [k] =
N−1∑
n=0

yl [n] e
−j2πnk

N (4.13)

Further, upon substituting (4.11) into (4.13), the resultant expression is attained as follows

Yl [k] =
2

N

N−1∑
n=0

N
2
−1∑

q=1

Xl [q]
RC

H [q] cos

(
2π (q + ε)n

N

) e
−j2πnk

N −

2

N

N−1∑
n=0

N
2
−1∑

q=1

Xl [q]
IC

H [q] sin

(
2π (q + ε)n

N

) e
−j2πnk

N +Wl [k] (4.14)

Using the notation that cosθ = ejθ+e−jθ

2
and sinθ = ejθ−e−jθ

2j
in (4.14) and after substitution

and rearranging,

Yl [k] =
1

N

N
2
−1∑

q=1

Xl [q]
RC

H [q]

{
N−1∑
n=0

e
j2π(q−k+ε)n

N

}
+

1

N

N
2
−1∑

q=1

Xl [q]
RC

H [q]

{
N−1∑
n=0

e
−j2π(q+k+ε)n

N

}
+

j

N

N
2
−1∑

q=1

Xl [q]
IC

H [q]

{
N−1∑
n=0

e
j2π(q−k+ε)n

N

}
− j

N

N
2
−1∑

q=1

Xl [q]
IC

H [q]

{
N−1∑
n=0

e
−j2π(q+k+ε)n

N

}
+

+Wl (k) (4.15)

In order to view the detrimental aspects of FO, we proceed further to yield the below

representation:

Taking into consideration two scenarios when q = k and q 6= k, the following frequency
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domain representation is obtained

Yl [k] =

(
Xl [k]
RC

+ jXl [k]
IC

)
H [k]

[
1

N

N−1∑
n=0

e
j2πεn
N

]
+

(
Xl [k]
RC

− jXl [k]
IC

)
H [k]

[
1

N

N−1∑
n=0

e
−j2π(2k+ε)n

N

]
+

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

+ jXl [q]
IC

)
H [q]

[
1

N

N−1∑
n=0

e
j2π(q+ε−k)n

N

]
+

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

− jXl [q]
IC

)
H [q]

[
1

N

N−1∑
n=0

e
−j2π(q+k+ε)n

N

]
+Wl (k)

(4.16)

Now, together with the noise there are totally 5 terms associated with (4.16) and solving

each summation by making use of
∑N−1

n=0 r
n = 1−rN

1−r yields

Yl [k] =

(
Xl [k]
RC

+ jXl [k]
IC

)
H [k]

[
sinπε

Nsin
(
πε
N

)] e jπε(N−1)
N +

(
Xl [k]
RC

− jXl [k]
IC

)
H [k]

[
sinπ (ε+ 2k)

Nsinπ
(
ε+2k
N

)] e−jπ(2k+ε)(N−1)
N +

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

+ jXl [q]
IC

)
H [q]

[
sinπ (q − k + ε)

Nsinπ
(
q−k+ε
N

) ] e jπ(q−k+ε)(N−1)
N +

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

− jXl [q]
IC

)
H [q]

[
sinπ (q + k + ε)

Nsinπ
(
q+k+ε
N

) ] e−jπ(q+k+ε)(N−1)
N +Wl [k]

(4.17)

As seen here in (4.17), the 3rd and 4th terms in the summation represent ICI from other

subcarriers and is denoted by Il [k] which can be expressed as

Il [k] =

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

+ jXl [q]
IC

)
H [q]

[
sinπ (q − k + ε)

Nsinπ
(
q−k+ε
N

) ] e jπ(q−k+ε)(N−1)
N +

N
2
−1∑

q=1

q 6=k

(
Xl [q]
RC

− jXl [q]
IC

)
H [q]

[
sinπ (q + k + ε)

Nsinπ
(
q+k+ε
N

) ] e−jπ(q+k+ε)(N−1)
N (4.18)
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Finally, upon rearranging equation (4.17), the final expression of the frequency domain

signal can be obtained as

Yl [k] =

(
Xl [k]
RC

+ jXl [k]
IC

)
H [k]

[
sinπε

Nsin
(
πε
N

)] e jπε(N−1)
N +

(
Xl [k]
RC

− jXl [k]
IC

)
H [k]

[
sinπ (ε+ 2k)

Nsinπ
(
ε+2k
N

)] e−jπ(2k+ε)(N−1)
N + Il [k] +Wl [k]

(4.19)

It is clearly evident from equation (4.19) that ICI is occurring from neighbouring subcar-

riers into the kth sub carrier, which further implies that the orthogonality among the sub

carriers is destroyed.

4.2.3 Mathematical Illustration of the effects of STO

Figure 4.3: Illustration of STO on the received signal

Perfect timing synchronization is prerequisite to ensure a reliable communication.

In this regard, it is essential to know the effect of STO on the received signal. Fig. 4.3,

shows the pictorial representation which helps to elaborately view the effects of STO on

the received signal. From the figure, it is clearly evident that there are four scenarios of

timing offset where in the first case, the estimated starting point perfectly matches with

the exact timing instance, for the second scenario it is a little earlier, whereas, in the

third scenario it is too early, while in the last case, it is little later than the exact timing

instance [177].

• CASE I: In this scenario, there is a perfect timing synchronization because there

is a perfect coincidence between the estimated starting point of the optical OFDM
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symbol and the timing interval, thereby preserving the orthogonality among the

subcarriers. Hence, in this scenario there is perfect recovery of the symbol without

getting affected by any type of interference.

• CASE II: Here, the estimated point is earlier than the timing instant. It is ap-

parent that, FFT and IFFT play a vital role at both the transmitting and receiving

end of an optical or conventional OFDM system. The essential prerequisite for per-

forming the N-point FFT operation at the receiving end is to ensure that the exact

samples of the transmitted signal are obtained within the symbol duration. Let,

x [n] represent the time-domain signal which is the output from the IFFT block.

IFFT [Xl (u)] = xl [n] (4.20)

xl[n] =
1

N

N−1∑
u=0

Xl [u] e
j2πnu
N (4.21)

Similarly, the time domain samples when affected with STO of δ can be expressed

as

xl[n+ δ] =
1

N

N−1∑
u=0

Xl [u] e
j2π(n+δ)u

N (4.22)

Therefore, the signal which is received under the effect of STO can be put up as

Yl [k] =
1

N

N−1∑
n=0

xl [n+ δ] e
−j2πnk

N (4.23)

Since the input Xl [u] needs to satisfy Hermitian Symmetry hence, there is a modi-

fication which has to be taken into account as follows

Yl [k] =
1

N

N−1∑
n=0

[
N−1∑
u=0

Xl [u] e
j2π(n+δ)u

N

]
e
−j2πnk

N (4.24)

Yl [k] =
1

N

N−1∑
n=0

[ N
2
−1∑

u=1

Xl [u] e
j2π(n+δ)u

N +
N−1∑

u=N
2
+1

Xl [u] e
j2π(n+δ)u

N

]
e
−j2πnk

N +Wl [k]

(4.25)

After applying change in variable and solving, finally the received signal in DCO-

OFDM system under the effect of STO is represented as

Yl [k] =

2

N

N−1∑
n=0

N
2
−1∑

u=1

(
Xl [u]
RC

cos

(
2π (n+ δ)u

N

)
−Xl [u]

IC

sin

(
2π (n+ δ)u

N

)) e−j2πnkN

+Wl [k] (4.26)



Synchronization 145

On observing equation (4.26), it clearly represents a real signal satisfying the re-

quirement of IM/DD system as light intensity cannot be a complex signal. Now,

for this received signal, derivation is done to show the effect of STO in the received

signal. By employing Euler’s inequalities, the frequency domain representation of

the received signal can be solved to attain

Yl [k] =
1

N

N
2
−1∑

u=1

Xl [u]
RC

e
j2πδu
N

[
N−1∑
n=0

e
j2π(u−k)n

N

]
+

1

N

N
2
−1∑

u=1

Xl [u]
RC

e−
j2πδu
N

[
N−1∑
n=0

e−
j2π(u+k)n

N

]
+

j

N

N
2
−1∑

u=1

Xl [u]
IC

e
j2πδu
N

[
N−1∑
n=0

e
j2π(u−k)n

N

]
−

j

N

N
2
−1∑

u=1

Xl [u]
IC

e−
j2πδu
N

[
N−1∑
n=0

e−
j2π(u+k)n

N

]
+Wl [k] (4.27)

Solving for the two scenarios: i.e., when u = k and u 6= k, the frequency domain

representation can be derived as

Yl (k) =

(
Xl [K]
RC

+Xl [k]
IC

)
e
j2πkδ
N +

1

N

N
2
−1∑

u=1
u6=k

(
Xl [u]
RC

+ jXl [k]
IC

)
e
j2πuδ
N

sin (π (u− k))

Nsin
(
π(u−k)
N

)
 e jπ(u−k)(N−1)

N +

1

N

N
2
−1∑

u=1
u6=k

(
Xl [u]
RC

− jXl [u]
IC

)
e
−j2πuδ
N

sin (π (u+ k))

Nsin
(
π(u+k)
N

)
 e−jπ(u+k)(N+1)

N +Wl (k) (4.28)

On carefully examining (4.28) the received signal is not only affected by amplitude

and phase distortion but also due to ICI from other subcarriers. Hence, the above

equation emphasizes that the orthogonality is no longer warranted.

• CASE III: In this scenario, as depicted from the figure, the present symbol

overlaps with the previous symbol. This signifies that this scenario is prone to ISI

leading to the disruption in the orthogonality among the sub-carrier components

and besides, ICI can also occur.

• CASE IV: This scenario evidences a timing mismatch i.e., there is no perfect

timing synchronization as the signal within the timing instant consists of a part
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of the current optical OFDM symbol xl [n] and some portion of the next symbol

i.e., xl+1 [n]. Therefore, the signal received under such scenario can be represented

as [177]

yl [n] =

xl [n+ δ] for 0 ≤ n ≤ N − 1− δ

xl+1 [n+ 2δ −Ng] for N − δ ≤ n ≤ N − 1

(4.29)

Thus, by making use of time-domain signal as represented in (4.29), the frequency

domain representation of the signal can be expressed as

Yl [k] =
N−1−δ∑
n=0

xl [n+ δ] e
−j2πnk

N +
N−1∑

n=N−δ

xl+1 [n+ 2δ −Ng] e
−j2πnk

N + Wl (k) (4.30)

Where, xl [n] in (4.30) denotes the IFFT output and Ng depicts the length of the

guard interval. Here, the input to the IFFT i.e., Xl [u] must satisfy Hermitian

Symmetry in order to yield a real valued signal. However, in order to make the

signal unipolar, certain amount of DC bias is added. Hence, similarly

Yl [k] =
N−1−δ∑
n=0

[
1

N

N−1∑
u=0

Xl [u] e
j2π(n+δ)u

N

]
e
−j2πnk

N

+
N−1∑

n=N−δ

[
1

N

N−1∑
u=0

Xl+1 [u] e
j2π(n+2δ−Ng)u

N

]
e
−j2πnk

N +Wl [k]

(4.31)

By incorporating the necessary pre-requisites of IM/DD systems, (4.31) can be

modified as

Yl [k] =
N−1−δ∑
n=0

[ 2

N

N
2
−1∑

u=1

(
Xl [u]
RC

cos

(
2π (n+ δ)u

N

)
−

Xl [u]
IC

sin

(
2π (n+ δ)u

N

))]
e
−j2πnk

N +

N−1∑
n=N−δ

[ 2

N

N
2
−1∑

u=1

(
Xl+1 [u]

RC

cos

(
2π (n+ 2δ −Ng)u

N

)
−

Xl+1 [u]
IC

sin

(
2π (n+ 2δ −Ng)u

N

))]
e
−j2πnk

N +Wl [k] (4.32)

(4.32) denotes that the signal is severely affected due to the existence of timing

mismatch which is nothing but the presence of STO. In order to see the effect of
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STO in DCO-OFDM we need to proceed further to obtain

Yl [k] =

(
N − δ
N

)(
Xl [k]
RC

+ jXl [k]
IC

)
e
j2πδk
N +

(
Xl [k]
RC

− jXl [k]
IC

)sin
(

2π(N−δ)k
N

)
Nsin

(
2πk
N

)
 e−j2π(N−1)k

N +

N
2
−1∑

u=1
u6=k

(
Xl [u]
RC

+ jXl [u]
IC

)
e
j2πδu
N

sin
(
π(u−k)(N−δ)

N

)
Nsin

(
π(u−k)
N

)
 e jπ(u−k)(N−δ−1)

N +

N
2
−1∑

u=1
u6=k

(
Xl [u]
RC

− jXl [u]
IC

)
e−

j2πδu
N

sin
(
π(u+k)(N−δ)

N

)
Nsin

(
π(u+k)
N

)
 e− jπ(u+k)(N−δ−1)

N +

N−1∑
n=N−δ

[ 2

N

N
2
−1∑

u=1

(
Xl+1 [u]

RC

cos

(
2π (n+ 2δ −Ng)u

N

)
−

Xl+1 [u]
IC

sin

(
2π (n+ 2δ −Ng)u

N

))]
e
−j2πnk

N +Wl [k] (4.33)

(4.33) emphasizes that the signal has been severely affected due to presence of

STO. The first two terms of (4.33) represent that the signal has been affected due

to amplitude and phase distortions. While, the 3rd and 4th term illustrate the ICI

from the neighbouring sub-carrier components and the 5th term represent the ISI

due to the presence of next optical OFDM symbol Xl+1 [u]
RC

.

4.3 Synchronization Algorithms

Mathematical analysis has been carried out in the previous sections showing that

the existence of FO and STO critically degrades the performance of the system. This is

evident from the derived equations which clearly emphasizes that the orthogonality among

the sub-carrier frequency components is no longer assured. Hence, at the receiver side, for

successful reception of the transmitted signal, estimation of these offsets and compensation

of them is essential. This can be achieved by employing synchronization algorithms.

Here, this section revisits the synchronization algorithms such as Moose, Classen and

Training symbol aided sequences. However, the synchronization algorithms as used in

traditional RF-based optical OFDM cannot be directly enforced in a straightforward

manner pertaining to optical OFDM i.e., DCO-OFDM system because of the constraint
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of real and positive signal transmission.

Training Symbol Based

Here, by incorporation of reduction in the distance between two blocks of samples

for correlation, the range of FO estimation can be increased. This can be achieved by

making use of the training symbols that are repetitive with some shorter period. The ratio

of the optical OFDM symbol length to the length of a repetitive pattern is denoted by D

which is an integer. If the transmitter transmits the training symbols with D repetitive

patterns in the time domain, then these can be generated in the frequency domain by

employing the IFFT of a comb-type signal and is given as

Xl [k] =

Am, if k = D.i, i = 0, 1, · · ·
(
N
D
− 1
)

0 , if otherwise

(4.34)

Therefore, the receiver can make FO estimation as follows

ε̂ =
D

2π
arg


N
D
−1∑

n=0

y∗l [n] yl

[
n+

N

D

] (4.35)

Moose

Here, the idea proposed by Moose is incorporated, but it is applied with a slight

modification to DCO-OFDM under optical channel environment. The basic idea behind

Moose algorithm is to repeat the OFDM transmission symbol. In precise, if the OFDM

transmission symbol is repeated, then the received signal in the absence of noise would

be received as a 2N point sequence, this is familiar with respect to conventional RF

communication. But, the case with optical OFDM is slightly different. In order to

achieve a real signal, Hermitian Symmetry constraint is imposed and due to this, out of

N subcarriers only N
2

are used for carrying data and rest are flipped complex conjugates

of the previous ones. Hence, if the optical OFDM transmission symbol is repeated then

one receives in the presence of FO and optical channel effect

rn =
2

N

[
N−1∑
k=1

X [k]
RC

H [k] cos

(
2π (k + ε)n

N

)]
(4.36)
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in (4.36), sin component is ignored by considering the assumption that sin multiples of π

is 0. The N point FFT of the first N points is

R1 [k] =
N−1∑
n=0

rne
−j2πnk

N (4.37)

The second half of the sequence is represented as:

R2 [k] =
2N−1∑
n=N

rne
−j2πnk

N (4.38)

Applying some change in variable transformation then (4.38) reduces to

R2 [k] =
N−1∑
n=0

rn+Ne
−j2πnk

N (4.39)

Solving (4.36), the following representation can be attained

rn+N = rncos (2πε) (4.40)

The relationship between the first and the second sequence can be put up as follows

Y1 [k] = R1 [k] +W1 [k] (4.41)

Y2 [k] = R1 [k] cos (2πε) +W2 [k] (4.42)

The FO estimation error is given by Moose in [192].

Classen

Here, the pilot tones are inserted into the frequency domain based on a specific

pilot arrangement called as comb type pilot arrangement. The received time domain

signals yl [n] and yl+D [n] are stored in the memory. Recall that the received signal yl [n]

is represented as

yl [n] = xl [n] ∗ h [n] + w [n] (4.43)

Where, the impulse response of the optical channel environment is denoted by h [n]

and w [n] is the ambient and shot noise which is modelled as AWGN of 0 Mean and

σ2 variance. xl [n] is the time domain signal which is obtained from the output of IFFT.
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Taking into the consideration of IM/DD systems where, the input of the IFFT is forced

to have Hermitian Symmetry condition. Therefore, the resultant time-domain signal is

xl [n] =
2

N

N
2
−1∑

k=1

(
Xl [k]
RC

cos

(
2πnk

N

)
−Xl [k]

IC

sin

(
2πnk

N

)) (4.44)

From (4.44), it can be emphasized that a real value time-domain signal is attained. But,

we can’t assure for its unipolarity, hence in order to transform it to real and unipolar a

certain amount of DC bias BDC is added. So, (4.44) can be modified as

xl [n]
Unipolar

= xl [n] +BDC (4.45)

Where, DC bias is defined in the literature as

BDC = 10log10
(
k2 + 1

)
dB (4.46)

In (4.46), k represents the clipping factor. Using (4.43), the received signal can be solved

to obtain

yl [n] =
L−1∑
l=0

h [l]xl [n− l]
Unipolar

+ z [n] (4.47)

L represent the number of paths denoting a multipath channel model. And, at the

receiver, the signals yl [n] and yl+D [n] are transformed back into the frequency domain by

employing the FFT operation to obtain Yl [k] and Yl+D [k]. Pilot tones are then extracted

after performing the FFT operation. Hence, after estimation of FO from the pilot symbols

in the frequency domain, the signal is compensated in the time domain with the estimated

FO. In this regard, two different modes of estimation for FO such as Acquisition and

Tracking mode are implemented. The range of FO estimated is large for the acquisition

mode, whereas, fine FO is estimated for tracking mode. The FO which is estimated in

the former is having the following representation [177]

ε̂
acqui

=
1

2πTsub
max
ε

{∣∣∣Np−1∑
u=0

Yl+D [p [u] , ε]Y ∗l [p [u] , ε]

X∗l+D [p [u]]Xl [p [u]]
∣∣∣} (4.48)

Where,

• Np represents the number of pilot tones which are inserted.

• p [u] denotes the location of the uth pilot tone.
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• Xl [p [u]] is the pilot tone which is located at p [u]th position in the frequency domain

corresponding to the lth symbol period.

Meanwhile, fine FO can be estimated as

ε̂f =
1

2πTsubD
arg
{∣∣∣Np−1∑

u=0

Yl+D

[
p [u] , ε̂

acqui

]
Y ∗l

[
p [u] , ε̂

acqui

]
X∗l+D [p [u]]Xl [p [u]]

∣∣∣} (4.49)

Here, the FO is compensated by their sum.

4.4 CRLB for the estimators

This section derives the CRLB for FO and STO estimators by incorporating the

joint parameter estimation by taking into consideration the AWGN channel environment.

In general, the signal which is received under the combined effects of both STO and FO

can be represented as

y [n] = IFFT [Y [k]] (4.50)

Y [k] in (4.50) can be expressed as

Y [k] = X [k] +W [k] (4.51)

Upon substituting (4.51) into (4.50) results into

y [n] = IFFT [X [k]] + w [n] (4.52)

w [n] in (4.52) signifies the noise component which is a Gaussian random variable. Par-

ticularly, every Gaussian random variable is characterized by mean and variance. Conse-

quently, w [n] can be described as a Gaussian random variable with mean 0 and variance

σ2. Typically, this can be manifested as: w [n] ∼ N (0, σ2). On further solving (4.52)

by incorporating all the constraints that are necessary for IM/DD systems yields the

resultant equation

y [n] =
2

N

N
2
−1∑

k=1

[
X [k]
RC

cos

(
2π (n+ α) (k + β)

N

)
−X [k]

IC

sin

(
2π (n+ α) (k + β)

N

)]
+ w [n]

(4.53)
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From (4.53), it is clearly evident that, the parameters α and β to be estimated are

hidden. So we make certain assumptions before we proceed further to attain the CRLB

for STO and FO respectively. Let, 2π(n+α)(k+β)
N

= µ and the parameters to be estimated

be represented in a matrix format as Θ = [α β]T . Therefore, we need to make joint

parameter estimation. The Fisher Information Matrix can be formulated as [154]

[I (Θ)]ij =
1

σ2

N−1∑
n=0

∂

∂Θi

S [n,Θ]
∂

∂Θj

S [n,Θ] (4.54)

Where

S [n,Θ] =
2

N

N
2
−1∑

k=1

[
X [k]
RC

cosµ−X [k]
IC

sinµ
]

(4.55)

We are interested in computing the Fisher Information pertaining to the estimates of the

offsets α and β. The Fisher Information matrix pertaining to the estimation of timing

offset of α can be formulated as

[I (Θ)]11 = [I (α)]11 =
1

σ2

N−1∑
n=0

[
∂

∂α
S (n, α)

]2
(4.56)

It is to be noted that µ in (4.55) is a function of α. Hence, ∂
∂α

(cosµ) = − (sinµ)
(

2π(k+β)
N

)
.

Therefore, the Fisher Information Matrix as stated in (4.56) can be solved to attain

[I [α]]11 =
16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(
− (k + β)X [k]

RC

sinµ− (k + β)X [k]
IC

cosµ

)2

(4.57)

(4.57) can be further solved to attain

[I [α]]11 =
16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(k + β)X [k]
RC

sinµ

2

+

16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(k + β)2X [k]
RC

X [k]
IC

sin (2µ) +
16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(k + β)X [k]
IC

cosµ

2

(4.58)

The second term in (4.58) can be set to zero with an assumption that for large values of

N ,
∑N−1

n=0 sin (2µ) = 0. Then (4.58) can be reduced to

[I [α]]11 =
16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(k + β)X [k]
RC

sinµ

2

+

16π2

σ2N4

N−1∑
n=0

N
2
−1∑

k=1

(k + β)X [k]
IC

cosµ

2
(4.59)
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Here, in order to obtain a closed form estimate we employ certain assumptions that for

higher values of µ, sinµ ' µ and cosµ = 0 in (4.59) to obtain

[I [α]]11 =
64π4

σ2N6

N−1∑
n=0

(n+ α)2

N
2
−1∑

k=1

(k + β)2X [k]
RC

2

(4.60)

Further (4.60) can be solved to attain

[I [α]]11 =
64π4

σ2N6

N−1∑
n=0

(
n2 + 2nα + α2

)N
2
−1∑

k=1

(k + β)2X [k]
RC

2

(4.61)

The first summation in (4.61) can be solved by using the power series concept where

the summation terms are given as
∑n−1

n=0 = n(n+1)
2

,
∑n−1

n=0 n
2 = n(n+1)(2n+1)

6
. Hence, upon

solving (4.61), the Fisher Information Matrix regarding the estimation of timing offset

STO of α is given as evaluated in equation (4.62).

[I [α]]11 =
32π4

σ2N5

[
2N2 + 3N (1 + 2α) + 6α (1 + α) + 1

3

]N
2
−1∑

k=1

(k + β)2X [k]
RC

2

(4.62)

Accordingly, the variance of the estimate α which is denoted as V (α̂) is given as

V [α̂] ≥ [I (α)]−111 (4.63)

V (α̂) ≥ 3σ2N5

32π4
× 1

[2N2 + 3N (1 + 2α) + 6α (1 + α) + 1]

[∑N
2
−1

k=1 (k + β)2X [k]
RC

]2 (4.64)

Secondly, the Fisher Information Matrix pertaining to FO β can be formulated as

[I (Θ)]22 =
1

σ2

N−1∑
n=0

[
∂

∂β
S (n, β)

]2
(4.65)

The differentiation operator as stated in (4.65) is a function of unknown parameter β

which is to be estimated. Thereupon, the Fisher Information Matrix can be solved as

[I (Θ)]22 = [I (β)]22 =

1

σ2

N−1∑
n=0

 2

N

N
2
−1∑

k=1

[
−X [k]

RC

sinµ

(
2π (n+ α)

N

)
−X [k]

IC

cosµ

(
2π (n+ α)

N

)]
2

(4.66)

In the similar manner, upon incorporating the aforementioned assumptions, the Fisher

Information Matrix for the estimation of FO as shown in (4.66) can be re-arranged to

attain

[I [β]]22 =
16π2

σ2N4

N−1∑
n=0

(n+ α)2


N

2
−1∑

k=1

X [k]
RC

µ

2
 (4.67)
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Upon substituting the value of µ in (4.67) yields,

[I [β]]22 =
64π4

σ2N6

N−1∑
n=0

(n+ α)4

N
2
−1∑

k=1

(k + β)X [k]
RC

2

(4.68)

Further (4.68) can be solved as

[I [β]]22 =
64π4

σ2N6

N−1∑
n=0

(
n4 + 4n3α + 6n2α2 + 4nα3 + α4

)N
2
−1∑

k=1

(k + β)X [k]
RC

2

(4.69)

In (4.68), solving for the summation using
∑N−1

n=0 n
4 =

N(N+1)(2N+1)(3N2+3N−1)
30

,
∑N−1

n=0 n
3 =

N2(N+1)2

4
yields the Fisher Information Matrix for the estimation of FO as represented in

equation (4.70).

[I (β)]22 =
32π4

σ2N5

[
6N4 + 15N3 (1 + 2α) + 10N2 (1 + 6α (1 + α)) +

30αN
(
1 + 3α + 2α2

)
+
(
30α2 (1 + α)2 − 1

) ]N
2
−1∑

k=1

(k + β)X [k]
RC

2

(4.70)

V
[
β̂
]
≥ [I (β)]−122 (4.71)

Finally, substituting (4.70) into (4.71) yields the estimate of β as follows

V
[
β̂
]
≥ σ2N5

32π4
×
[
6N4 + 15N3 (1 + 2α) + 10N2 (1 + 6α (1 + α)) +

30αN
(
1 + 3α + 2α2

)
+
(
30α2 (1 + α)2 − 1

) ]−1 N
2
−1∑

k=1

(k + β)X [k]
RC

−2 (4.72)

4.5 Synchronization aspects in DCO-OFDMA-based IM/DD sys-

tems for VLC

4.5.1 System Model

The primary goal associated in the design of any communication system is to ren-

der high data rate transmission. Accordingly, this work analyzes the performance of a

spectral-efficient DCO-OFDMA system as a candidate system. The pictorial representa-

tion of a basic cellular mobile communication scenario is delineated in Fig. 4.4a and 4.4b.
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(a) Schematic representation of Transmitter illustrating the scenario of

P Subscribers communicating to the Base Station (BS)

(b) Typical Schematic representation of Base Station

Figure 4.4: Depiction of Uplink scenario in multiple-access system for VLC

The transmitter and receiver blocks are designed in a manner such that they satisfy the

requirements of IM/DD systems for VLC. As evident from the figures, there are several

users/subscribers in specific, P number of users who are carrying on their transactions

with multiple optical base stations. In general, we confine our discussion on transmitter

and receiver design pertaining to a single/desired subscriber r. At the transmitter end,

the incoming huge data stream is first split into a large number of low speed data sets

by utilizing a S/P. Thereupon, these sets of data are encoded into M-QAM symbols. By

using inverse Fourier signal processing, these complex symbols are transformed into a

time-domain signal. It is to be noted that the desired subscriber of interest is denoted

as r and the total number of subcarriers of each OFDM symbol is represented as N .

Particularly, each subscriber is allocated with a fixed set of subcarriers to enable commu-
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nication. Zr specifies the total number of subcarriers appropriated to the rth subscriber

and ∪Pr=1Zr = {0, 1, 2, · · ·N − 1}. Consequently, the complex-mapped data corresponding

to the rth subscriber on the kth subcarrier can be depicted as X
(r)
k . Now, this signal is

necessitated to satisfy Hermitian Symmetry constraint before getting applied to the IFFT

transformation block. We can treat X
(r)
k as a vector with the following representation

X
(r)
k =

[
0, X

(r)
1 , X

(r)
2 , · · ·X(r)

N
2
−1, 0, X

∗(r)
N
2
−1, · · · , X

∗(r)
1

]
(4.73)

In addition, for the sake of avoiding any imaginary component at the output of the

transmitter the first and the middle subcarrier are set to zero. i.e.,

X
(r)
0 = X

(r)
N
2

= 0 (4.74)

And

X
(r)
(N−k) = X

∗(r)
(k) , k = 1, 2, 3, · · · N

2
(4.75)

Therefore, the corresponding time domain signal of the rth user can be obtained as

x(r)n =
1

N

N−1∑
k=1
k∈Zr

X
(r)
k e

j2πnk
N (4.76)

Upon substituting the above said constraints (4.73), (4.74) and (4.75) in (4.76), then

x(r)n =
1

N


N
2
−1∑

k=1
k∈Zr

X
(r)
k e

j2πnk
N +

N−1∑
k=N

2
+1

k∈Zr

X
(r)
k e

j2πnk
N

 (4.77)

On further processing and applying change in variable we attain the time-domain signal

as

x(r)n =
2

N


N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2πnk

N

)
−X(r)

k
IC

sin

(
2πnk

N

)) (4.78)

Where X
(n)
k
RC

and X
(n)
k
IC

are the real and imaginary components of X
(r)
k . Further, to this real-

valued signal as shown in (4.78), a suitable amount of cyclic prefix is added to eliminate

ISI.

x(r)n =
2

N


N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2πnk

N

)
−X(r)

k
IC

sin

(
2πnk

N

)) ,−Ncp ≤ n ≤ N − 1 (4.79)



Synchronization 157

In addition, for assuring the positivity of x
(r)
n , a certain amount of DC bias value is added.

For the purpose of converting a bipolar signal into unipolar, a fixed amount of DC bias

which equals the absolute value of the maximum negative amplitude of the bipolar optical

OFDM signal is added [193]. However, in case of OFDM, the high peaks which occur due

to superimposition of huge number of subcarriers results in the increase in the addition

of high amount of DC bias for the sake of assuring non-negativity signal transmission.

For large values of the subcarriers employed, the amplitude of the optical time-domain

signal can be approximated as a Gaussian distribution. Therefore, in order to prevent

the addition of excess DC bias, one appropriate way is to add the DC bias which is

proportional to the square root of the electrical power which is given as

BDC = k

√
E

{(
x
(r)
n

)2}
(4.80)

Where k represents the clipping factor. In the literature, the amount of DC bias is given

as:

βDC = 10log10
(
k2 + 1

)
(4.81)

While adding DC bias to the bipolar signal a point to be taken into consideration is that,

too much amount of addition of DC bias leads to clipping of the peaks of the time-domain

signal which is not within the linear range of LEDs. Hence, clipping induced distortion

emanates. Therefore, it is much more flexible to add the amount of DC bias per symbol

basis.

βDC = |min{x(r)n , n = 0, 1, 2, 3, · · ·N − 1}|+ VTOV (4.82)

The LED turn on voltage is specified as VTOV . In practical, the LED requires a certain

amount of voltage to enter into conduction and this is referred to as turn on voltage of

LED. The current-voltage characteristics of LED is shown in Fig. 4.5. Accordingly, the

unipolar signal can be formulated as

x(r)n
DC

=
2

N


N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2πnk

N

)
−X(r)

k
IC

sin

(
2πnk

N

))+ βDC (4.83)

Subsequently, the unipolar signal which is designated as x
(r)
n
DC

pertaining to the rth sub-

scriber is passed through the channel comprising of impulse response h
(r)
n . Therefore, the

received signal can be expressed as

y(r)n = x(r)n
DC

∗ h(r)n + w(r)
n (4.84)
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Figure 4.5: V-I Characteristics of LED

w
(r)
n corresponds to the Additive White Gaussian Noise (AWGN) with mean 0 and variance

σ2 and the rth subscriber’s channel impulse response h
(r)
n is said to be non-zero only for

the values of n = 0, 1, 2, 3, · · ·L− 1. Therefore, the frequency response corresponding to

the rth subscriber is given as

H
(r)
k =

L−1∑
l=0

h(r)n e
−j2πnk

N (4.85)

Moreover, it is assumed that the channels belonging to all the subscribers are statistically

independent.

Furthermore, due to slight movement of people within an indoor or outdoor environments,

FO of β arises due to the Doppler Shift. The effect of it on the received signal is very

detrimental because it leads to loss of orthogonality among the subcarrier components.

This issue is more pronounced in a multi-user scenario, where ICI as well as multi user

interference/multiple access interference (MUI)/(MAI) occur. The resultant time domain

signal is further processed into frequency domain by applying N -Point DFT. Therefore, to

highlight this impact of interferences we proceed further to attain the frequency domain

signal after removal of the bias value and the cyclic prefix at the receiver end. Therefore,

the frequency domain representation of y
(r)
n is denoted by Y

(r)
k which is given as

Y
(r)
k =

1

N

N−1∑
n=0

y(r)n e
−j2πnk

N (4.86)

From, (4.86), in order to look into the effects of FO we assume that a FO of β exists

between the transmitter and receiver. Therefore, the time-domain signal y
(r)
n can be
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expressed as

y(r)n =
1

N

N−1∑
k=1
k∈Zr

X
(r)
k H

(r)
k e

j2πn(k+βr)
N + w(r)

n (4.87)

Upon substitution of (4.87) into (4.86), the frequency domain representation of the signal

concerning the desired subscriber r can be derived to obtain as follows:

Taking into consideration the Hermitian Symmetry criterion, (4.87) can be re-arranged

by employing (4.73) and (4.74) to yield

y(r)n =
1

N

[
X

(r)
0 H

(r)
0 e

j2πβn
N +

N
2
−1∑

k=1
k∈Zr

X
(r)
k H

(r)
k e

j2π(k+βr)n
N +

X
(r)
N
2

H
(r)
N
2

e
j2π(N2 +βr)n

N +
N−1∑

k=N
2
+1

k∈Zr

X
(r)
k H

(r)
k e

j2π(k+βr)n
N

]
+ w(r)

n

(4.88)

In (4.88), following Hermitian Symmetry criteria, the first and the middle subcarriers are

set to zero in order to avoid the presence of any imaginary component (i.e., the first and

third terms are set as zeros) and upon incorporating change in variable to the 4th term

by letting N − k′ = k then (4.88) can be reduced as

y(r)n =
1

N


N
2
−1∑

k=1
k∈Zr

X
(r)
k H

(r)
k e

j2πn(k+βr)
N +

1∑
k′=N

2
−1

k′∈Zr

X
(r)

(N−k′)
H

(r)

(N−k′)
e
j2πn

(
N−k

′
+βr

)
N

 (4.89)

Further by making use of (4.75) as well as rearranging, (4.89) can be solved as

y(r)n =
1

N


N
2
−1∑

k=1
k∈Zr

X
(r)
k H

(r)
k e

j2π(k+βr)n
N +

N
2
−1∑

k=1
k∈Zr

X
∗(r)
k H

(r)
k e−

j2π(k+βr)n
N

+ w(r)
n (4.90)

Using Euler inequalities, ejθ = cosθ + jsinθ, e−jθ = cosθ − jsinθ as well as using signal

processing techniques like

x [n]
RC

= x[n]+x∗[n]
2

and x [n]
IC

= x[n]−x∗[n]
2j

. Thereupon solving (4.90), we obtain

y(r)n =
2

N

N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2πn (k + βr)

N

)
−X(r)

k
IC

sin

(
2πn (k + βr)

N

))
H

(r)
k + w(r)

n (4.91)
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Therefore, on substitution of (4.91) back into (4.86) and then rearranging, Y
(r)
k is attained

as

Y
(r)
k =

N−1∑
n=0

2

N

[N2 −1∑
k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2πn (k + βr)

N

)
−

X
(r)
k
IC

sin

(
2πn (k + βr)

N

))]
e
−j2πnk

N

L−1∑
l=0

h
(r)
l e

−j2πlk
N +

N−1∑
n=0

w(r)
n e

−j2πnk
N (4.92)

Upon using the trigonometric identities cos (θ) = ejθ+e−jθ

2
and sin (θ) = ejθ−e−jθ

2j
in (4.92)

and further solving attains

Y
(r)
k =

1

N

N−1∑
n=0

N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

+ jX
(r)
k
IC

)
e
j2π(k+βr−k)n

N

L−1∑
l=0

h
(r)
l e−

j2πlk
N +

1

N

N−1∑
n=0

N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

− jX(r)
k
IC

)
e−

j2π(k+βr+k)n
N

L−1∑
l=0

h
(r)
l e−

j2πlk
N +

N−1∑
n=0

w(r)
n e−

j2πnk
N (4.93)

Consequently, upon solving (4.93), the expression of the received signal pertaining to

desired subscriber r as well as different interferences upon the desired subscriber are

illustrated as follows:

Y
(r)
k =

(
X

(r)
k
RC

+ jX
(r)
k
IC

) L−1∑
l=0

h
(r)
l e

−j2πlk
N γ

(r)
kk +

(
X

(r)
k
RC

− jX(r)
k
IC

) L−1∑
l=0

h
(r)
l e

−j2πlk
N γ

′(r)
kk︸ ︷︷ ︸

Desired Signal corresponding to subscriber r

+

N
2
−1∑

p=1

p 6=k
p∈Zr

(
X(r)
p
RC

+ jX(r)
p
IC

)
L−1∑
l=0

h
(r)
l e

−j2πlp
N γ

(r)
pk +

N
2
−1∑

p=1

p 6=k
p∈Zr

(
X(r)
p
RC

− jX(r)
p
IC

)
L−1∑
l=0

h
(r)
l e

−j2πlp
N γ

′(r)
pk

︸ ︷︷ ︸
ICI

+

N
2
−1∑

p=1

s 6=r
p∈Zs

(
X(s)
p
RC

+ jX(s)
p
IC

)
L−1∑
l=0

h
(s)
l e

−j2πlp
N γ

(s)
pk +

N
2
−1∑

p=1

s 6=r
p∈Zs

(
X(s)
p
RC

− jX(s)
p
IC

)
L−1∑
l=0

h
(s)
l e

−j2πlp
N γ

′(s)
pk

︸ ︷︷ ︸
MUI/MAI

+W
(r)
k

(4.94)

From (4.94), the 1st term underneath the under-brace represents the signal corresponding

to the desired subscriber r while, 2nd term denotes the ICI i.e., the self interference among

the subcarriers of the subscriber r. Finally, 3rd term represents the MAI or MUI which
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arises with the other subscriber s. In (4.94), γ
(r)
kk , γ

′(r)
kk , γ

(r)
pk , γ

′(r)
pk , γ

(s)
pk and γ

′(s)
pk can be

further solved to attain

γ
(r)
kk =

sin (πβr)

Nsin
(
πβr
N

)ejπβr (N−1/N) (4.95)

γ
′(r)
kk =

sinπ (2k + βr)

Nsinπ
(
2k+βr
N

)e−jπ(2k+βr) (N−1/N) (4.96)

γ
(r)
pk =

sinπ (p+ βr − k)

Nsinπ
(
p+βr−k

N

) ejπ(p+βr−k) (N−1/N) (4.97)

γ
′(r)
pk =

sinπ (p+ βr + k)

Nsinπ
(
p+βr+k

N

) e−jπ(p+βr+k) (N−1/N) (4.98)

γ
(s)
pk =

sinπ (p+ βs − k)

Nsinπ
(
p+βs−k

N

) ejπ(p+βs−k) (N−1/N) (4.99)

γ
′(s)
pk =

sinπ (p+ βs + k)

Nsinπ
(
p+βs−k

N

) e−jπ(p+βs+k) (N−1/N) (4.100)

Clearly, (4.94) specifies that the received DCO-OFDMA signal in the presence of FO is

seriously distorted because it is affected with several amplitude and phase distortions. In

addition, it can be claimed that there is a loss in orthogonality because of the prevalence of

ICI which is also referred to as self interference among the subcarriers which are dedicated

to a subscriber as well as MUI/MAI with other subscribers.

In the similar manner if the signal is affected with STO of α, then the time-domain

signal can be formulated as

IFFT
[
X

(r)
k

]
= x(r)n (4.101)

x(r)n =
1

N

N−1∑
k=0

X
(r)
k e

j2πnk
N (4.102)

So, the time domain samples when affected with STO of α can be expressed as

x
(r)
n+αr =

1

N

N−1∑
k=0

X
(r)
k e

j2π(n+αr)k
N (4.103)

Therefore, following the similar analysis i.e., upon imposing Hermitian Symmetry, the

time-domain signal pertaining to the desired subscriber r under the effect of STO can be

put up as follows

x
(r)
n+αr =

2

N

N
2
−1∑

k=1
k∈Zr

(
X

(r)
k
RC

cos

(
2π (n+ αr) k

N

)
−X(r)

k
IC

sin

(
2π (n+ αr) k

N

))
(4.104)
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4.6 Mathematical Illustration of deterioration of received signal

due to occurrence of STO

The different possible timing misalignment intervals were adopted from [194], where

analysis has been carried out for RF domain. Taking into consideration the above said

aspects, we proceed further to interpret the deterioration of SINR in DCO-OFDMA in the

presence of both STO α and FO β. It is to be noted that, αu, u = {1, 2, 3, 4, · · ·P} denotes

the uth subscriber’s STO and βu, u = {1, 2, 3, 4, · · ·P} denotes the uth subscriber’s FO

normalized by the subcarrier spacing. It is probable that the timing errors to be both

(a) Negative Timing Error (b) Overlap with Previous Frame

(c) Overlap with next Frame

Figure 4.6: Timing discrepancies in OPTICAL OFDMA

negative as well as positive. The different possible scenarios are illustrated in Fig. 4.6

• Scenario 1:

In this case, STO is negative i.e., αu < 0, and let us consider the interval where

the value of the offset lies: 0 ≤ −αu ≤ Ncp − L + 1 [194]. The output of the DFT
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transformation block of the subscribers u = {1, 2, 3, 4, · · ·P} on the kth subcarrier

can be formulated as:

Y
(u)
k =

N−1∑
n=0

y(u)n e
−j2πnk

N (4.105)

Where, y
(u)
n represents the convolution of the input signal corresponding to the uth

subscriber with its channel. This can be put up as

Y
(u)
K =

N−1∑
n=0

(
x(u)n ∗ h(u)n + w(u)

n

)
e
−j2πnk

N (4.106)

Further, it is apparent that yn = IFFT (Yk) = IFFT (XkHk +Wk), so on substi-

tuting in (4.105), the DFT of the received signal can be expressed as

Y
(u)
k =

N−1∑
n=0

2

N

[ N2 −1∑
k=1
k∈Zu

(
X

(u)
k
RC

cos

(
2π (n+ αu) (k + βu)

N

)
−

X
(u)
k
IC

sin

(
2π (n+ αu) (k + βu)

N

))]
e
−j2πnk

N

L−1∑
l=0

h
(u)
l e

−j2πlk
N +

N−1∑
n=0

w(u)
n e

−j2πnk
N (4.107)

(4.107) represents a generic case where, Y
(u)
k symbolizes the DFT of uth user/subscriber

on the kth subcarrier. Therefore, the DFT of the corresponding subscriber r on the

kth subcarrier, in the presence of the signals invading from all the other subscribers

over all the paths can be improvised as

Y
(r)
k =

(
X

(r)
k
RC

+ jX
(r)
k
IC

)
e
j2παr(k+βr)

N

L−1∑
l=0

h
(r)
l e

−j2πlk
N Υ

(r)
kk+

(
X

(r)
k
RC

− jX(r)
k
IC

)
e
−2jπαr(k+βr)

N

L−1∑
l=0

h
(r)
l e

−j2πlk
N Υ

′(r)
kk︸ ︷︷ ︸

Desired Signal of Subscriber r

+ICI +MUI +W
(r)
k (4.108)

From (4.108), it can be inferred that, the first two components in the summation rep-

resents the signal pertaining to the desired subscriber r. Furthermore, the chances

of self interference which is termed as ICI i.e., the interference which arises among

the subcarrier components that are dedicated to the subscriber r as well as the MUI
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that arises due to the presence of other subscribers can be formulated as:

ICI =

N
2
−1∑

p=1

p∈Zr
p 6=k

(
X(r)
p
RC

+ jX(r)
p
IC

)
e
j2παr(p+βr)

N

L−1∑
l=0

h
(r)
l e

−j2πlp
N Υ

(r)
pk +

N
2
−1∑

p=1

p∈Zr
p 6=k

(
X(r)
p
RC

− jX(r)
p
IC

)
e
−j2παr(p+βr)

N

L−1∑
l=0

h
(r)
l e

−2jπlp
N Υ

′(r)
pk (4.109)

From (4.109), it is evident that self interference arises among the subcarrier com-

ponents p and k that are allocated to corresponding subscriber r.

MUI =

N
2
−1∑

p=1

p∈Zs
p6=k

(
X(s)
p
RC

+ jX(s)
p
IC

)
e
j2παs(p+βs)

N

L−1∑
l=0

h
(s)
l e

−j2πlp
N Υ

(s)
pk +

N
2
−1∑

p=1

p∈Zs
p6=k

(
X(s)
p
RC

− jX(s)
p
IC

)
e
−j2παs(p+βs)

N

L−1∑
l=0

h
(s)
l e

−2πlp
N Υ

′(s)
pk (4.110)

(4.110) confirms the fact that in the presence of multiple users, there is a chance for

the occurrence of MUI. Here, it is shown as the interference arising from subscriber

s to subscriber r. The Υ function can be generalized as

Υ
(u)
pk =

1

N

N−1∑
n=0

e
j2πn(p+βu−k)

N =
sinπ (p+ βu − k)

Nsinπ
(
p+βu−k

N

) ejπ(p+βu−k) ((N−1)/N) (4.111)

Υ
′u
pk =

1

N

N−1∑
n=0

e
j2πn(p+βu+k)

N =
sinπ (p+ βu + k)

Nsinπ
(
p+βu+k

N

) e−jπ(p+βu+k) ((N−1)/N) (4.112)

This scenario specifies that there are chances for ICI and MUI/MAI interference

to occur. It can be evidenced from (4.108), that there is no interference from the

previous symbol or next symbol.

• Scenario 2:

This is also the case where we assume that the timing error is negative i.e, α < 0

and lies in the interval of Ncp−L+ 1 < α ≤ Ncp. In this situation, only some of the

paths experience interference from the previous paths. This scenario emphasizes

the phenomena of declination in the received signal when the previous frame’s sym-

bol interferes with the prevailing symbol. This is further fuelled with the existence
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of both STO and FO. (4.114), emphasizes that the received signal is seriously de-

teriorated due to mutual interference among the subcarrier components which are

allotted to a specific subscriber r as well as MUI/MAI occurs from other users. Here,

due to overlap with the previous symbols, a loss in orthogonality can be depicted

from the below analysis. The received signal under the effects of both timing and

frequency offset can be expressed as:

Y
(u)
k =

−αu−Ncp+l−1∑
n=0

2

N

[ N2 −1∑
k=1
k∈Zu

(
X

(u)
k
RC

cos

(
2π (n+Ncp + αu) (k + βu)

N

)
−

X
(u)
k
IC

sin

(
2π (n+Ncp + αu) (k + βu)

N

))]
e
−j2πnk

N

L−1∑
l=Ncp+αu+1

h
(u)
l e

−j2πlk
N

+
N−1∑

n=−αu−Ncp+l

2

N

[ N2 −1∑
k=1
k∈Zu

(
X

(u)
k
RC

cos

(
2π (n+ αu) (k + βu)

N

)
−

X
(u)
k
IC

sin

(
2π (n+ αu) (k + βu)

N

))]
e
−j2πnk

N

L−1∑
l=0

h
(u)
l e

−j2πlk
N +

N−1∑
n=0

w(u)
n e

−j2πnk
N (4.113)

(4.113), specifies that the current symbol is overlapped with the previous symbol

and hence, the signal is split into two parts, one specifying the previous interval and

the current interval. Therefore, the frequency domain signal at the DFT output

pertaining to the rth subscriber on the kth subcarrier which is denoted as Y
(r)
k can

be derived as

Y
(r)
k =

(
X

(r)
k
RC

+ jX
(r)
k
IC

)
e
j2παr(k+βr)

N

L−1∑
l=0

h
(r)
l e

−j2πlk
N ξ

(r)(l)
kk +

(
X

(r)
k
RC

− jX(r)
k
IC

)
e
−j2παr(k+βr)

N

L−1∑
l=0

h
(r)
l e

−j2πlk
N ξ

′(r)(l)
kk︸ ︷︷ ︸

Desired Signal of Subscriber r

+

ICI
Current Frame

+ MUI
Current Frame

+ ICI
Previous Frame

+ MUI
Previous Frame

+W
(r)
k (4.114)

From (4.114), the calculation of different sorts of interferences like self interference,

MUI which arises in the current frame as well as the interference coefficients like

ICI and MUI which are associated due to the overlap with the previous frame are
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derived as follows.

ICI
Current Frame

=

N
2
−1∑

p=1

p 6=k
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p
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MUI
Current Frame

=
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pk (4.116)

ICI
Previous Frame

=
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MUI
Previous Frame

=
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Where, ξ
(u)(l)
pk , ξ

′(u)(l)
pk , ℘

(u)(l)
pk and ℘

′(u)(l)
pk in (4.114), (4.115), (4.116), (4.117) and

(4.118) are given by

ξ
(u)(l)
pk =

1

N

N−1∑
n=−αu−Ncp+l

e
j2π(p+βu−k)n

N (4.119)

ξ
′(u)(l)
pk =

1

N

N−1∑
n=−αu−Ncp+l

e
−j2π(p+βu+k)n

N (4.120)

℘
(u)(l)
pk =

1

N

−αu−Ncp+l−1∑
n=0

e
j2π(p+βu−k)n

N (4.121)

℘
′(u)(l)
pk =

1

N

−αu−Ncp+l−1∑
n=0

e
−j2π(p+βu+k)n

N (4.122)

It is to be noted that, the notation X
(s)(pr)
p signifies the sth user’s data symbol on the

pth subcarrier of the previous frame. The indication of interference from previous

frame is denoted as (pr).

• Scenario 3: This is the situation which depicts that all the paths experience in-

terference from the previous frame. This scenario also depicts when α < 0 and

−α > Ncp. In this regard there is a chance for some of the symbols belonging to

the present symbol to lose in the processing window, as well interference emanates

from previous symbol. In addition, MUI/MAI also exists. Therefore, the DFT of

the desired/corresponding subscriber r showing the effects of interference occurring

from the previous frame’s symbol can be formulated as

Y
(u)
k =

−αu−Ncp+l−1∑
n=0

2

N

[ N2 −1∑
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k∈Zu

(
X

(u)
k
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(
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N

)
−

X
(u)
k
IC

sin

(
2π (n+ αu) (k + βu)

N

))]
e
−j2πnk

N

L−1∑
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h
(u)
l e

−j2πlk
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h
(u)
l e
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N +
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n=0

w(u)
n e

−j2πnk
N (4.123)
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Further, (4.123) can be solved to attain

Y
(r)
k =

(
X

(r)
k
RC

+ jX
(r)
k
IC

)
e
j2παr(k+βr)

N
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h
(r)
l e
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(r)
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)
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h
(r)
l e

−j2πlk
N ξ

′(r)(l)
kk︸ ︷︷ ︸

Desired Signal of Subscriber r

+

(ICI +MUI)
Current Frame

+ (ICI +MUI)
Previous Frame

+W
(r)
k (4.124)

In (4.124), the calculation of different types of interferences like ICI and MUI in the

current frame as well as MUI which is arising from the next frame are detailed as

below. Unlike Scenario 2, this scenario experiences interference from all paths ema-

nating from the previous frame. Hence, this necessitates to categorize the different

sorts of interferences. Firstly, the self interference i.e, the ICI which arises among

the subcarrier components allocated to the corresponding subscriber is represented

as ICI
Current Frame

and is given as

ICI
Current Frame

=

N
2
−1∑

p=1

p 6=k
p∈Zr

(
X(r)
p
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+ jX(r)
p
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e
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N
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h
(r)
l e

−j2πlp
N ξ

′(r)(l)
pk (4.125)

Secondly, the MUI which arises from the other subscribers on the desired subscriber

i.e., the interference from subscriber s to desired user r in the current frame is

denoted as MUI
Current Frame

which is given by the following expression

MUI
Current Frame

=

N
2
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N
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h
(s)
l e
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′(s)(l)
pk (4.126)
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Thirdly, due to the overlap of the current frame with the previous frame, there is

interference arising from the previous frame and here in this situation it is shown

as the interference arisng from the previous frame subcarriers which is given as

ICI
Previous Frame

=

N
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h
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′(r)(l)
pk (4.127)

Finally, MUI also stems out from the previous frame and is predetermined as

MUI
Previous Frame

=

N
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From (4.124), (4.125), (4.126), (4.127) and (4.128) the values of ξ
(u)(l)
pk , ξ

′(u)(l)
pk , ℘

(u)(l)
pk

and ℘
′(u)(l)
pk are similar to the obtained values of Scenario 2 and are represented by

(4.119), (4.120), (4.121) and (4.122) respectively.

• Scenario 4: This scenario is similar to that of Scenario 2, unlike Scenario 2,

where interference is experienced form the previous frame’s symbol, in this event

the present/current symbol of the prevailing frame experience interference from the

next frame’s symbol. In precise, here the timing induced error is positive i.e., α > 0

and lies in the interval 0 < α < L. So, mathematical effects elucidating the types

of interferences like self interference which is occurring due to subcarriers allocated

to a corresponding subscriber, as well as the effects of MUI is depicted in (4.130).
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The DFT of the corresponding subscriber u can be expressed as
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(4.129) can be further derived to yield the DFT of the dedicated subscriber r
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l e
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′(r)(l)
kk︸ ︷︷ ︸

Signal corresponding to dedicated subscriber r

+

(ICI +MUI)
Current Frame

+ (ICI +MUI)
Next Frame

+W
(r)
k (4.130)
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MUI
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pk (4.132)
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ICI
Next Frame
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Where X
(s)(NS)
p denotes the next frame’s data symbol of the sth subscriber on the

pth subcarrier.

From (4.130), the values of %
(u)(l)
pk , %

′(u)(l)
pk , χ

(u)(l)
pk and χ

′(u)(l)
pk are given as:

%
(u)(l)
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N
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N (4.135)

%
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χ
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pk =

1

N
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e
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χ
′(u)(l)
pk =

1

N

N−1∑
n=N−αu+l

e
−j2π(p+βu+k)n

N (4.138)

4.7 Analysis of Signal to Interference Noise Ratio (SINR)

This section derives the SINR for the aforementioned scenarios for DCO-OFDMA

signal corresponding to the desired subscriber r. It is apparent that, the SINR is defined

as

SINR =
Signal Power

Interference Power +Noise Power
(4.139)
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From (4.139), the total interference power includes the ICI and MUI from the current,

previous and next symbol. The obtained equations (4.108), (4.114), (4.124) and (4.130),

are the DFT outputs which depicts the possible cases of timing misalignment. Scenario 3

is similar to that of Scenario 2, hence, SINR analysis corresponding to it is not mentioned

below.

Therefore, the average SINR of the corresponding subscriber r on the kth subcarrier

considering all the possible misalignment scenarios can be derived by considering that if

the number of subcarriers are large enough, then according to Central Limit Theorem

(CLT), the transmitted signal Xk (r) can be assumed to be Gaussian whose real and

imaginary components X(r)

RC
and X(r)

IC
can be approximated to be independent.

Therefore, E

[∣∣∣X(r)

RC

∣∣∣2] and E

[∣∣∣X(r)

IC

∣∣∣2] = 1
2
. Where the value E [.] represents the

expectation operator.

The value of E
[
|H|2

]
is denoted by σ2

H and the noise variance is represented as σ2
n.

Finally, the SINR for each scenario can be calculated as follows:

SINR =
E
[
|XS|2

]
E
[
|XICI |2

]
+ E

[
|XMUI |2

]
+ σ2

(4.140)

Where the terms in numerator and denominator in (4.140) are:

• E
[
|XS|2

]
denotes the signal power,

• E
[
|XICI |2

]
depicts the ICI power and

• E
[
|XMUI |2

]
represent MUI power.
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∣∣∣)2 + σ2
n

(4.141)

Similarly, SINR for Scenario 2 and 4 is given as
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SINR
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(4.142)

SINR
Scenario 4

=
σ2
H

(∣∣∣%′(r)(l)kk

∣∣∣+
∣∣∣%′(r)(l)kk

∣∣∣)2∑N
2
−1

p=1
p∈Zr
p 6=k

σ2
H

(∣∣∣%′(r)(l)pk

∣∣∣+
∣∣∣%′(r)(l)pk

∣∣∣)2 +
∑N

2
−1

p=1
p∈Zs
p 6=k

σ2
H′

(∣∣∣%′(s)(l)pk

∣∣∣+
∣∣∣%′(s)(l)pk

∣∣∣)2
+
∑N

2
−1

p=1
p∈Zr
p 6=k

σ2
H

(∣∣∣χ′(r)(l)pk

∣∣∣+
∣∣∣χ′(r)(l)pk

∣∣∣)2 +
∑N

2
−1

p=1
p∈Zs
p 6=k

σ2
H′

(∣∣∣χ′(s)(l)pk

∣∣∣+
∣∣∣χ′(s)(l)pk

∣∣∣)2 + σ2
n

(4.143)

4.8 Single User Detector (SUD) for VLC

In order to recover the signal corresponding to the desired subscriber, the single user

detection scheme in RF consists of multiplying with a time-domain signal prior to DFT

processing [195]. However, this strategy as employed in RF cannot be directly imple-

mented in case of optical domain i.e, (VLC). The modified SUD schematic is illustrated

in Fig. 4.7. The purpose of choosing this strategy is to reduce the effects of FO which

arises due to the prevalence of Doppler Shift in case of outdoor scenarios especially the

vehicular communication. From the figure, it is evident that the necessary signal pro-

cessing operations are performed prior to DFT operation. The received signal under the

effects of optical channel environment can be expressed as

y = r(u)m ∗ h+BDC + w (4.144)

Since the main motive is to recover the signal corresponding to the desired subscriber and

to cancel out ICI and MUI emanating from other subscribers, we emphasize only on the

received signal rm. As seen in the previous section, the received signal rm with the effects
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of FO can be represented as

r(u)m =
2

N

N
2
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k=1
k∈Zu
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(u)
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2πm (k + βu)

N

)
−X(u)

k
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sin

(
2πm (k + βu)

N

))
(4.145)

Now, this signal can be expressed as a sum of two components rm1 and rm2

r(u)m = r
(u)
m1 + r

(u)
m2 (4.146)

From (4.146), rm1 and rm2 are obtained by enforcing trigonometric identities into (4.145),
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These individual signal components are multiplied with time-domain sequences e
−j2πβrm

N

and e
j2πβrm

N respectively as shown in Fig. (4.7). Therefore, the resultant signal r
′(r)
m

obtained after the summation block is computed as
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Finally, upon solving (4.149), the SUD extracts the information of the corresponding or

desired subscriber r.

r
′(r)
m =

2

N

N
2
−1∑

k=1
k∈Zu

(
X

(r)
k
RC

cos

(
2πmk

N

)
−X(r)

k
IC

sin

(
2πmk

N

))
︸ ︷︷ ︸

if r=u Denotes Corresponding Subscriber r

+

1

N

N
2
−1∑

k=1
k∈Zu

(
X

(u)
k
RC

+ jX
(u)
k
IC

)
e
j2πmk
N e

j2π(βu−βr)m
N

︸ ︷︷ ︸
r 6=u MUI

+

1

N

N
2
−1∑

k=1
k∈Zu

(
X

(u)
k
RC

− jX(u)
k
IC

)
e
−j2πmk

N e
−j2π(βu−βr)m

N

︸ ︷︷ ︸
r 6=u MUI

+BDC + w(r)
n (4.150)

Figure 4.7: Single User Detector Compatible with Intensity Modulated (IM)/Direct De-

tection (DD) system for VLC

4.9 Synchronization algorithms for the estimation of STO

In the perspective of real-time applications, it is vital to have an effective estimate

of the starting position of the frame. Generally, the starting position of the frame is

exploited at the receiving end to determine the alignment of the FFT-window with the
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useful portion of the optical OFDM symbol. However, a false estimate of the frame start

position disrupts the orthogonality of the system thereby leading to the occurrence of ISI.

Furthermore, from the aforementioned mathematical analysis as elucidated in Section

4.6, it is seen that the received signal deteriorates due to frame misalignments. As a

result, the system is prone to severe ICI, ISI, MUI/MAI. Therefore, this necessitates to

estimate the frame start position in order to ensure perfect reliability of services in multi-

user scenarios. Periodic structures within a signal can be exploited for estimation of the

frame-start position. Particularly, in OFDM, cyclic prefix represents the last portion of

the OFDM symbol which is appended to the front of the symbol. As evidenced form

Figure 4.8: Cyclic Prefix (CP) based STO estimation

Fig. 4.8, periodic properties of the OFDM symbol are exploited to ensure effective frame

synchronization. The cyclic prefix and the last portion of the OFDM data samples are

included in two windows namely window A and window A
′
. In particular, the length of

these samples are taken as δNcp . The aforementioned windows can be slided to ensure

the detection of identical nature of these samples which are contained within those two

windows. In precise, the similarity index between the samples which are contained in

windows A and A
′

is maximized when the difference between these sets of samples is

minimized. Therefore, by taking into consideration the FO which emerges due to slight

movement of people or vehicles, one appropriate way of estimation of STO is to effectively

minimize the squared difference of the samples seized in window A and the conjugate of

the data samples contained in window A
′
.

The estimate of STO pertaining to the corresponding subscriber r on the kth subcarrier

for the qth symbol can be given as [177]

α̂ = arg min
α

{
Ncp−1+α∑
j=α

(∣∣y(r)q (n+ j)
∣∣− ∣∣y∗(r)q (n+N + j)

∣∣)2} (4.151)
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Table 4.1: Parameters employed for Simulation

Parameter Value

Size of IFFT/FFT 512

Total Number of Pilot Carriers 64

Cyclic Prefix Length 128

Orders of Modulation BPSK, 4, 16-QAM

Range of FO [0, 0.05, 0.10, 0.15, 0.20]

Type of optical OFDM methodology employed DCO-OFDM

No of OFDM symbols 100

FO estimation algorithms Classen, Moose, Training symbol assisted

Range of STO [-3, 3]

STO estimation algorithms Maximum Correlation, Minimum Difference

The second approach is to exploit the correlation between the data samples seized in

the two windows A and A
′
. Eventually, maximum likelihood way of estimation can be

employed to obtain the STO estimate and is given as [177], [196]

α̂ = arg max
α

{
Ncp−1+α∑
j=α

∣∣y(r)q (n+ j) y∗(r)q (n+N + j)
∣∣} (4.152)

4.9.1 Results and Discussions

The above system models were developed using 512 subcarriers, where the pilot

arrangement considered is comb type pilot arrangement and the pilot insertion frequency

Nf is 8. Generally, the cyclic prefix’s length is chosen as 1
4

th
of the subcarrier’s size. Math-

ematical analysis is carried out to clearly illustrate the effects of frequency and timing

offsets on the received signal. Thus, synchronization algorithms such as Classen, Moose

and Training symbol assisted algorithms are exploited in order to estimate these offsets.

The simulation set-up is illustrated in Table. 4.1.

Fig. 4.9 and Fig. 4.10 depicts the constellation diagrams with and with out the effect

of FO. From Fig. 4.10, it can be viewed that the constellation is distorted as it has a

circular shape. Fig. 4.11, shows the MSE vs SNR performance of various synchroniza-
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Figure 4.9: Constellation without the effect of FO
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Figure 4.10: Constellation with the effect of FO
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Figure 4.11: MSE vs SNR performance of different FO-Estimation algorithms in DCO-

OFDM system without channel effect
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tion algorithms such as Classen, Training Symbol assisted and Moose. Here, the optical

channel environment is completely neglected. The results show that Classen gives better

performance compared with the other two algorithms in terms of MSE. At SNR of 39

dB the MSE for Training based, Moose and classen are 0.7854× 10−4, 0.3273× 10−4 and

3.197×10−6 respectively. While Fig. 4.12 represents the performance analysis of different
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M
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Figure 4.12: MSE vs SNR performance of different FO-Estimation algorithms in DCO-

OFDM system under the effect of optical channel

channel estimation algorithms in DCO-OFDM under the effect of optical channel envi-

ronment. Here, it is evident that due to the presence of channel effect the performance

of the system is slightly degraded. At SNR of 39 dB, the MSE for the three algorithms

namely, Training symbol assisted, Moose and Classen is 1.852× 10−4, 0.8365× 10−4 and

1.077×10−5 respectively. The results obtained from Fig. 4.12 when compared with those

obtained from Fig. 4.11 clearly emphasizes that the system performance is slightly de-

graded due to the presence of multipath optical channel effect.

The simulated results for DCO-OFDMA system for an uplink scenario is illustrated in

the subsequent figures. For the aforementioned mathematical analysis described, the per-

formance of the system is analysed by employing 1024 subcarriers and cyclic prefix is

inserted at 1
4
th the subcarriers size. Generally, the amount of DC bias added is equal to

the absolute value of the maximum negative amplitude of the time-domain signal and is

added per symbol basis. This addition of DC bias is choosen in order to minimize the

clipping of the negative peaks of the optical time-domain signal. In this work. we consider

that FO arises due to Doppler Shift, be it with the moving vehicles on road or people

moving in an indoor or outdoor room environment. The deterioration of the performance
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Figure 4.13: Performance analysis of DCO-OFDMA system using BPSK modulation in

the presence of FO

of DCO-OFDMA system under the presence of different range of offsets is shown in Fig.

4.13. From the figure it is evident that, as the range of FO increases, the BER performance

degrades. Furthermore, as the value of FO increases from 0.15 to 0.20, ...., (higher values

of FO are omitted for simulation), there is an irreducible error floor. At SNR of 6 dB, the

BER attained is 1.25 × 10−6 without any FO. While, as the value of FO increases from

0.05, 0.10, 0.15 and 0.20, for the same SNR of 6 dB, the obtained BER is 7.422 × 10−5,

8.25× 10−4, 0.4659× 10−2 and 0.1512× 10−1 respectively. Fig. 4.14, clearly depicts the
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Figure 4.14: Performance of DCO-OFDMA using 4-QAM Modulation in the presence of

FO

performance analysis of DCO-OFDMA using 4-QAM modulation for different values of

FO. The same conclusion can be drawn as that of the previous case.

The simulation results emphasizing the variation of BER with respect to FO for DCO-
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Figure 4.15: BER vs FO for different values of SNR in DCO-OFDMA system

OFDMA system by considering different values of SNR is depicted in Fig. 4.15. From the

figure, it can be inferred that, the performance of the system deteriorates as the range

of FO values increase from 0, 0.05, 0.1, 0.15, 0.2. It is interesting to note that upon in-

creasing the SNR values from 3, 5, 6 and 7 dB a better BER is evidenced. This can be

more precisely described as, at SNR of 3 dB, the achievable values of BER in the pres-

ence of different values of FO i.e., 0, 0.05, 0.1, 0.15, 0.2, 0.25 are 8.823×10−4, 8.811×10−4,

9.196×10−4, 1.069×10−3, 1.658×10−3 and 0.4103×10−2. While, employing 7 dB of SNR,

the evidenced value of BER for increasing values of FO from 0 to 0.25 are 5.58 × 10−7,

5.58×10−7, 1.16×10−6, 1.674×10−6, 1.228×10−5 and 0.1473×10−3 respectively. There-

fore, this confirms that a certain higher amount of SNR is required to achieve a reduced

probability of error in the presence of FO for DCO-OFDMA system. The same infer-

ence can be drawn with multi user scenario which is elucidated in Fig. 4.16, indicating

that the presence of different values of FO degrades the performance of system thereby

hindering the detection capability of multiple users. This can be evidenced in Fig. 4.16,

because with the increase in number of subscribers, the BER performance deteriorates for

higher values of FO. The most detrimental aspect of this scenario is that, as the value of

FO increases from 0.15, it is very difficult to achieve reduced error floor. Moreover, this

existence of FO leads to the most deleterious issue which is none other than MUI. So, it

necessitates to impose certain MUI cancellation strategies like SUD as dealt in Section

4.8.

SUD strategy is imposed for the developed system which is affected with FO as shown in

Fig. 4.13 and 4.14. For the mathematical analysis carried forward in the aforementioned
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Figure 4.16: BER vs FO for multi-users in DCO-OFDMA system
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Figure 4.17: Singe User Detector (SUD) combating the MUI in DCO-OFDMA employing

BPSK modulation

section, simulation result is delineated in Fig. 4.17 and 4.18. From the figures it can be

emphasized that, FO can be effectively combated and the desired subscriber signal can

be extracted. However, the complexity is increased because of the received signal format,

where additional hardware like signal splitter is required at each stage. Upon comparison

with RF domain, there is a necessity of incorporation of signal splitter. Therefore, this

confirms the fact that, the existing RF domain MUI cancellation strategies cannot be

directly applied while working with VLC due to the constraints of real and positive signal

transmission.

For the purpose of estimating the possibilities of different timing discrepancies,

i.e, the received signal with the existence of STO, two synchronization algorithms like

Classen/minimum difference and Maximum Likelihood estimate/maximum correlation
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Figure 4.18: Singe User Detector (SUD) combating the MUI in DCO-OFDMA employing

4-QAM modulation

methods are revisited. These algorithms are imposed to the developed system model

i.e., DCO-OFDMA system and the different scenarios are elucidated in Fig. 4.19a, 4.19b

and 4.19c. Fig. 4.19a, illustrates the positive timing error, i.e, when the actual sample

arrives a little early than required. In general, this scenario highlights the case of the

prevalence of ICI among the subcarrier components of the current symbol, as well as MUI

exists. Hence, synchronization algorithms are vital to be enforced to estimate the STO

for DCO-OFDMA system. So, in this scenario an STO of 3 is considered, the simulations

are carried without the existence of FO. From the figure, it can be inferred that, the

actual and the estimated values of the minimum difference method and the maximum

correlation method are in a good agreement. This is evident from the figure, where the

maximum peak and the minimum value are located at sample = 3.

The timing discrepancies when the actual sample arrives a little late and too early than

that is required are illustrated in Fig. 4.19b and 4.19c respectively. These are the most

detrimental scenarios which depicts the overlap between the current symbol with the pre-

vious and next symbols, thereby leading to the emanation of ICI and MUI. In order to

show the effects of FO, the simulations are carried with and without the existence of

FO. Without the FO, the result analysis depicts the possibility of estimating the timing

error, while in the presence of FO, it becomes difficult to estimate STO, this is clearly

shown in Fig. 4.19c, where the estimated and the actual value of STO are not in an

agreement. Fig. 4.20 and 4.21 illustrates the CRLB for both the estimations namely

FO and STO. The figures represent that the derived minimum variance is plotted against
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Figure 4.19: Exploiting Cyclic Prefix (CP) Based methods for the estimation of Different

Timing Errors
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Figure 4.20: CRLB for the estimation of FO by varying the number of subcarriers
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different ranges of SNR for different subcarriers ranging from N = 128, 256, 512 and 1024.

Upon increasing the SNR, there is a significant improvement in the attained error floor.

For the scenario of FO estimation, mean square error of 9.929× 10−11 is observed at SNR

of 30 dB, while a drastic improvement in error floor is attained for higher ranges of SNR

i.e., at SNR of 50 dB, the achieved error is 9.29 × 10−13. Whereas, pertaining to STO

estimation, at SNR of 30 dB, in the case of 128 subcarriers, the obtained mean square

error is 1.301 × 10−9, while it requires 50 dB of SNR to reach a reduced error floor of

1.321× 10−11.
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Figure 4.21: CRLB for the estimation of STO by varying the number of subcarriers
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Figure 4.22: Performance analysis of MSE vs SNR for different STO estimation algorithms

Fig. 4.22 gives the mean square error vs SNR performance for the two STO es-

timation techniques. Furthermore, the performance of the two estimation techniques is

compared with the derived CRLB for STO estimation. From the simulated result, it can
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be deduced that CRLB attains the minimum variance upon comparison with the other

two estimation algorithms like Maximum Correlation method and Minimum difference

method. At SNR of 25 dB, CRLB gives the minimum mean square error of 3.269× 10−9,

while, Maximum Correlation method and Minimum difference method gives mean square

error of 1.234× 10−6 and 5.301× 10−8. Minimum difference method gives a better mean

square error performance when compared with Maximum Correlation method for the

estimation of STO in DCO-OFDMA system for VLC.

4.10 Conclusion

This chapter firstly focuses on the derivation of mathematical analysis for the pur-

pose of depicting the effects of STO and FO on the received signal in a multicarrier system

like DCO-OFDM system over VLC channel. Synchronization algorithms such as Training

Symbol assisted sequences, Moose and Classen are revisited and the performance of these

algorithms is analyzed for DCO-OFDM over optical channel environment. Further, CRLB

is derived for different estimation errors like FO and STO and is verified through simu-

lation results. The results show that Classen algorithm gave better performance without

optical channel environment as well as in the presence of optical channel. Additionally, the

simulation results emphasize that, CRLB attains the minimum variance when compared

with other FO estimation algorithms. Illustration of the mathematical analysis provides

a scope for further research, which enables to develop more sophisticated algorithms for

the estimation of different offsets in order to improve the performance of the system.

Furthermore, this chapter derives the SINR analysis for DCO-OFDMA system and

analyses the performance of the system in the presence of frequency and timing induced

offsets. Moreover, an elaborate mathematical analysis is accomplished by taking into

consideration the most detrimental aspects such as FO and STO. Handling, these issues

is critical because, this growing technology called VLC can be easily interfaced with the

lighting infrastructure in the smart city, so it necessitates to impart a reliable high data

rate transmission. This work emphasizes on the characterization of the time-domain sig-

nal in accordant with IM/DD systems.

Besides, mathematical analysis is carried out illustrating the deterioration of fre-
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quency domain DCO-OFDMA signal in the presence of different offsets and categorized

the different interferences like ICI and MUI emanating in multi user scenario especially

in the optical domain. The maximum possibilities of timing discrepancies are considered

along with the existence of FO for the aforementioned system in an uplink environment.

The existing MUI cancellation methodologies in RF are revisited and a modified version of

SUD for ensuring perfect detection of the signal corresponding to the desired subscriber is

proposed in this work. In addition, with the intent of assuring adequate synchronization,

different probable sets of timing errors (STO) are estimated using Classen and Maximum

Likelihood techniques for DCO-OFDMA system. Further, CRLB for the FO and STO

estimators is derived and is verified through simulation results.

From the result analysis it can be inferred that with the increase in the sensitivity

of these offsets, there is drastic deterioration in the system performance. The proposed

SUD strategy plays a vital role in reducing the probability of error and ensuring perfect

detection of the signal corresponding to the desired user, but, at the expense of increase

in the requirement of additional digital signal processing circuitry. The mathematical

derivations illustrate the necessity of enforcing several synchronization algorithms in or-

der to overcome the deleterious effects of the offsets. CRLB gives the minimum variance of

the STO estimation when compared with Maximum Correlation and Minimum Difference

methods.



Chapter 5

Effects of timing and frequency offsets in DCT-based

DCO-OFDMA (DCO-FOFDMA) System

5.1 Synchronization aspects in DCT-based DCO-OFDMA (DCO-

FOFDMA) system

5.1.1 Introduction and Motivation

In the previous chapter, Hermitian Symmetry imposed IFFT is used for implement-

ing an uplink scenario in a multiple access system. However, it is possible to exploit

other sinusoidal trigonometric transform like DCT for the realization of a multiple access

system which is reconciling with IM/DD systems. The benefits of utilization of DCT in

IM/DD systems is clearly underlined in chapter 3 and the advantages of it when com-

pared with IFFT are also summarized. Principally, the most remarkable feature of DCT

lies in its excellent spectral energy compaction property, which results most of the trans-

mitted samples close to zero thereby surpassing the effects of ISI. Similar to DFT-based

multiple access system, DCT-based multiple access system which is referred to as DCO-

FOFDMA also suffer from frequency and timing offsets. Consequently, there is a necessity

to characterize the performance of DCO-FOFDMA system in the presence of these offsets.

Therefore, this chapter highlights through mathematical expressions the deterioration of

the received signal in a DCO-FOFDMA system in the presence of FO and STO.
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5.1.2 System Model

The simple schematic of uplink scenario in DCO-FOFDMA system in which the

mobile and the base stations are designed in accordant with IM/DD systems for VLC is

delineated in Fig. 5.1, where P subscribers/users are carrying on their transactions with

the base stations through their relevant independent multipath optical channels. Looking

into the details of transmitter and receiver blocks, at the transmitting terminal, huge sets

of incoming BPSK, M-PAM mapped data streams are transmitted in parallel with the

help of S/P converter.

(a) Uplink Transmission Scenario in DCO-FOFDMA for VLC

(b) DCO-FOFDMA Receiver

Figure 5.1: Illustration of Uplink transmitter and receiver in DCO-FOFDMA in accordant

with IM/DD systems for VLC

In order to emphasize the detrimental aspects of FO and STO on the desired sub-

scriber r, we surmise that the total number of subcarriers present in one OFDM symbol
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are N . Therefore, the mapped data corresponding to the rth subscriber on the kth sub-

carrier be represented as X
(r)
k , k ∈ Zr, where Zr is the set of subcarriers appropriated to

the rth subscriber and ∪Pr=1Zr = {0, 1, 2, · · ·N − 1}. Unlike, FFT-based optical OFDM,

FOFDMA does not require Hermitian Symmetry criteria. Hence, X
(r)
k is loaded into the

N -Point IDCT block to yield the corresponding time-domain signal x
(r)
n as follows [171]

x(r)n =

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cos

(
π (2n+ 1) k

2N

)
, 0 ≤ k ≤ N − 1 (5.1)

From (3.66), Ck denotes

Ck =


1√
2
, k = 0

1, k = 1, 2, 3, · · ·N − 1

(5.2)

The equation (5.1), clearly depicts the ease and simplicity of incorporation of DCT. In

addition, there is an enhancement in the spectral efficiency as all of the subcarriers are

utilized for data transmission. Generally, in an indoor room environment, ISI emanates

due to the multipath dispersion as well as sudden blockage of signal due to presence of

several obstacles like furniture, etc. Consequently, in order to prohibit ISI, a suitable

amount of cyclic prefix or guard interval of length Ncp is added to x
(r)
n . The amount of

cyclic prefix to be added is chosen as 1
4
th of the subcarriers’ size and must be larger than

the channel delay spread L. Therefore, the cyclic prefix added signal can be represented

as

x(r)n =

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cos

(
π (2n+ 1) k

2N

)
, 0 ≤ k ≤ N − 1

−Ncp < n ≤ N − 1

(5.3)

Equation (5.3), clearly emphasizes a real valued signal, further this can be transformed

into a positive signal by adding a suitable amount of DC bias. Generally, the amount of

DC bias to be added is equal to the absolute value of the maximum negative amplitude

of the signal. In addition, the amount of DC bias to be added also has a direct relation

with the constellation size of the modulation schemes. Too much amount of DC bias leads

to power inefficiency, but however this is desired for illumination requirement in VLC.

Minimal addition of DC bias leads to clipping of the peak values, thereby leading to the

occurrence of clipping noise. Hence, an optimal choice of DC bias is desired to transform
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the negative real valued signal to positive signal.

In the literature, it is specified that, the amount of DC bias to be added is given as

βDC = k
√
E{x2 [n]} (5.4)

From (5.4), the factor k specifies the clipping factor. A fixed amount of bias which is to

be added is given by 10log10 (k2 + 1) dB. Therefore, the DC bias added signal is given

by

x(r)n
DC

=

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cos

(
π (2n+ 1) k

2N

)
+ βDC (5.5)

And now, this signal corresponding to the rth subscriber i.e., x
(r)
n
DC

is subsequently passed

through the channel with an impulse response h
(r)
n . Hence, the signal invading the receiver

can be put up as

y(r)n = x(r)n
DC

∗ h(r)n + w(r)
n (5.6)

It is to be noted that, the channel response corresponding to the rth subscriber is non-zero

only for the values l = 0, 1, 2, 3, · · ·L − 1. Hence, the frequency response of the channel

corresponding to the rth subscriber is given as

H
(r)
k =

√
2

N
Ck

L−1∑
l=0

h
(r)
l cos

(
π (2l + 1) k

2N

)
(5.7)

In addition, it is deduced that, the channels belonging to all the subscribers are statisti-

cally independent.

In order to elucidate the deleterious aspects of FO, we assume that, the received signal

is affected with FO of β. As stated earlier in the previous chapter 4, the presence of

FO leads to loss of orthogonality among the subcarriers and results in ICI. Besides, MUI

or MAI emanates due to frequency discrepancies occurring among the uplink subscribers

and even there are chances for dissimilarities to emerge between the uplink users and the

base station. At the receiver terminal, reverse operations are incorporated like removal

of cyclic prefix and DC bias. In order to highlight, the various interferences, we proceed

further by stressing on the frequency domain signal. Accordingly, the frequency domain

representation of y
(r)
n is given as

Y
(r)
k =

√
2

N
Ck

N−1∑
n=0

y(r)n cos

(
π (2n+ 1) k

2N

)
(5.8)
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It is well known that, y
(r)
n = IDCT

[
Y

(r)
k

]
and using the fundamental signal processing

operation that convolution in time domain is multiplication in frequency domain i.e.,

Y
(r)
k = X

(r)
k H

(r)
k .

Hence, it is apt to express y
(r)
n = IDCT

[
Y

(r)
k

]
= IDCT

[
X

(r)
k H

(r)
k

]
. Consequently, upon

incorporating in (5.8), the following frequency domain signal is attained

Y
(r)
k =

√
2

N
Ck

N−1∑
n=0


√

2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cos

(
π (2n+ 1) (k + βr)

2N

)
× cos

(
π (2n+ 1) k

2N

)
H

(r)
k +W

(r)
k (5.9)

(5.9), can be further solved to attain

Y
(r)
k = C2

kX
(r)
k

[√
2

N
Ck

L−1∑
l=0

h
(r)
l cos

(
π (2l + 1) k

2N

)]
Γ
(r)
kk︸ ︷︷ ︸

Desired Signal of Corresponding User r

+

Ck

N−1∑
p=0

p∈Zr

p6=k

CpX
(r)
p

[√
2

N
Cp

L−1∑
l=0

h
(r)
l cos

(
π (2l + 1) p

2N

)]
Γ
(r)
pk

︸ ︷︷ ︸
ICI emanating due to subcarrier components allocated to r

+

Ck

N−1∑
p=0

p∈Zs

p6=k

CpX
(s)
p

[√
2

N
Cp

L−1∑
l=0

h
(s)
l cos

(
π (2l + 1) p

2N

)]
Γ
(s)
pk

︸ ︷︷ ︸
MUI/MAI

+W
(r)
k (5.10)

From (5.10), Γ
(r)
kk , Γ

(r)
pk and Γ

(s)
pk can be expressed as

Γ
(r)
kk =

1

N

N−1∑
n=0

[
cos

(
π (2n+ 1) (2k + βr)

2N

)
+ cos

(
π (2n+ 1) βr

2N

)]
(5.11)

Γ
(r)
pk =

1

N

N−1∑
n=0

[
cos

(
π (2n+ 1) (p+ βr + k)

2N

)
+ cos

(
π (2n+ 1) (p+ βr − k)

2N

)]
(5.12)

Γ
(s)
pk =

1

N

N−1∑
n=0

[
cos

(
π (2n+ 1) (p+ βs + k)

2N

)
+ cos

(
π (2n+ 1) (p+ βs − k)

2N

)]
(5.13)

Accordingly, the interference components in (5.11), (5.12) and (5.13) can be solved to

attain

Γ
(r)
kk =

sinπ (2k + βr)

2Nsinπ
(
2K+βr
2N

) +
sinπ (βr)

2Nsinπ
(
βr
2N

) (5.14)
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Γ
(r)
pk =

sinπ (p+ βr + k)

2Nsinπ
(
p+βr+k

2N

) +
sinπ (p+ βr − k)

2Nsinπ
(
p+βr−k

2N

) (5.15)

Γ
(s)
pk =

sinπ (p+ βs + k)

2Nsinπ
(
p+βs+k

2N

) +
sinπ (p+ βs − k)

2Nsinπ
(
p+βs−k

2N

) (5.16)

The first term in (5.10) specifies the desired signal, while the second term represents the

ICI originating from the subcarrier components which are allocated to the desired user

r, for the ease of depiction we showed as the interference occurring between k and p

subcarriers, and the third term signifies the MUI/MAI arising due to user s. The terms

βr and βs corresponds to the offset associated with user r and s.

5.1.3 Mathematical Illustration of deterioration of received signal due to occur-

rence of STO

(a) Negative Timing Error (b) Overlap with previous Frame

(c) Overlap with next Frame

Figure 5.2: Illustration of different timing discrepancies in DCO-FOFDMA in accordant

with IM/DD systems for VLC

This section evaluates the different possibilities of timing discrepancies in a DCT-

FOFDMA system. It is to be noted that, in the absence of other users, self interference i.e,
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ICI arises among the subcarrier components which are allocated to the desired subscriber

r. Whereas, in the presence of other users, MUI/MAI originates due to misalignments

among the users, which manifests the previous frame or the next frame to overlap with

the current frame. These different scenarios of timing errors are taken from [194] where

analysis has been carried in the RF domain. In this work we have modeled fulfilling the

prerequisite of IM/DD systems for VLC i.e, ensuring a real and positive signal transmis-

sion. The different scenarios of timing errors is summarized in Fig. 5.2.

Additionally, we assume that αu and βu, u = {1, 2, 3, · · ·P} denotes the uth subscriber’s

FO and STO. It is likely that the timing errors to be both negative as well as positive.

• Scenario 1: This scenario is illustrated in Fig. 5.2a, which indicates negative timing

error, i.e., αu < 0 and the interval where the offset lies is 0 ≤ −αu ≤ Ncp−L+1 [194].

Therefore, by using the aforesaid conditions, the frequency domain representation

of the users u = 1, 2, 3, · · ·P on the kth subcarrier can be formulated as

Y
(u)
k =

√
2

N
Ck

N−1∑
n=0

[√ 2

N

N−1∑
k=0
k∈Zu

CkX
(u)
k cos

(
π (2 (n+ αu) + 1) (k + βu)

2N

)]

× cos
(
π (2n+ 1) k

2N

)
H

(u)
k +W

(u)
k (5.17)

(5.17), signifies the DCT output of the uth user on the kth subcarrier. Inevitably, in

order to illustrate the effects of mismatching timing interval, we confine our discus-

sion with desired user as r. Hence, the frequency domain output of the dedicated

user r on the kth subcarrier, in the presence of all the signals invading from all the

paths belonging to different subscribers can be derived as stated in A.1 (please see

Appendix A). Therefore, the scenario highlighted by (A.1) signifies that the received

signal seriously suffers from ICI and MUI/MAI thereby, resulting in the degradation

of the SINR. Furthermore, by making use of (A.1), the frequency domain output of
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the appropriate subscriber r is obtained as follows:

Y
(r)
k = C2

kX
(r)
k

[
cos

(
παr (k + βr)

N

)
Υ

(r)
kk − sin

(
παr (k + βr)

N

)
Υ
′(r)
kk

]
H

(r)
k︸ ︷︷ ︸

Desired Signal of subscriber r

+

Ck

N−1∑
p=0

p∈Zr

p6=k

CpX
(r)
p

[
cos

(
παr (p+ βr)

N

)
Υ

(r)
pk − sin

(
παr (p+ βr)

N

)
Υ
′(r)
pk

]
H(r)
p

︸ ︷︷ ︸
ICI emanating among the subcarriers allocated to subscriber r

+

Ck

N−1∑
p=0

p∈Zs

p6=k

CpX
(s)
p

[
cos

(
παs (p+ βs)

N

)
Υ

(s)
pk − sin

(
παs (p+ βs)

N

)
Υ
′(s)
pk

]
H(s)
p

︸ ︷︷ ︸
MUI/MAI arising from subscriber s to r

+W
(r)
k

(5.18)

From (5.18), the functions as denoted by Υ
(r)
kk , Υ

′(r)
kk , Υ

(r)
pk , Υ

′(r)
pk , Υ

(s)
pk and Υ

′(s)
pk are

derived to attain the list of equations from (A.2) to (A.7). Further, the aforesaid

list of equations from (A.2) to (A.7) are derived to yield the values of coefficients as

follows:

Υ
(r)
kk =

sinπ (2k + βr)

2Nsinπ
(
2k+βr
2N

) +
sinπβr

2Nsinπ
(
βr
2N

) (5.19)

Υ
′(r)
kk =

sin2π
(
2k+βr

2

)
2Nsinπ

(
2k+βr
2N

) +
sin2π

(
βr
2

)
Nsinπ

(
βr
2N

) (5.20)

Υ
(r)
pk =

sinπ (p+ βr + k)

2Nsinπ
(
p+βr+k

2N

) +
sinπ (p+ βr − k)

2Nsinπ
(
p+βr−k

2N

) (5.21)

Υ
′(r)
pk =

sin2π
(
p+βr+k

2

)
2Nsinπ

(
p+βr+k

2N

) +
sin2π

(
p+βr−k

2

)
Nsinπ

(
p+βr−k

2N

) (5.22)

Υ
(s)
pk =

sinπ (p+ βs + k)

2Nsinπ
(
p+βs+k

2N

) +
sinπ (p+ βs − k)

2Nsinπ
(
p+βs−k

2N

) (5.23)

Υ
′(s)
pk =

sin2π
(
p+βs+k

2

)
2Nsinπ

(
p+βs+k

2N

) +
sin2π

(
p+βs−k

2

)
Nsinπ

(
p+βs−k

2N

) (5.24)

The first term under the brace in (5.18), elucidates the signal of the corresponding

subscriber r, while the second term specifies the amount of ICI generated among

the subcarrier components k and p which are allocated to subscriber r. Whereas,

the third term under the brace signifies MUI/MAI emanated from subscriber s to

the dedicated subscriber r.
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• Scenario 2: This is also the scenario which is depicting negative STO. Here, the

STO αu lies in the interval Ncp−L+ 1 < α ≤ Ncp. This phenomena illustrates that

only some of the paths experience interference from previous paths due to overlap

with the previous frame. Thereupon, this clearly emphasizes the deterioration in

the strength of the received signal, because the previous frame overlaps with the

present frame thereby leading to loss of orthogonality which further leads to ICI

and MUI/MAI exists. This scenario is clearly depicted in Fig. 5.2b, where some of

the samples of the current frame are lost in the processing window due to overlap

with the previous frame.

The frequency domain signal at the output of N -Point DCT of the dedicated sub-

scriber r on the kth subcarrier can be derived as follows:

Y
(u)
k =√

2

N
Ck

−αu−Ncp+l−1∑
n=0

[√ 2

N

N−1∑
k=0
k∈Zu

X
(u)
k Ckcos

(
π (k + βu) (2 (n+ αu +Ncp) + 1)

2N

)

× cos
(
π (2n+ 1) k

2N

)]√ 2

N
Ck

L−1∑
l=Ncp+αu−1

h
(u)
l cos

(
π (2l + 1) k

2N

)+

√
2

N
Ck

N−1∑
n=−αu−Ncp+l

[√ 2

N

N−1∑
k=0
k∈Zu

X
(u)
k Ckcos

(
π (k + βu) (2 (n+ αu) + 1)

2N

)

× cos
(
π (2n+ 1) k

2N

)][√ 2

N
Ck

L−1∑
l=0

h
(u)
l cos

(
π (2l + 1) k

2N

)]
+W

(u)
k (5.25)

(5.25), specifies the general scenario, and now the DCT output of the desired user
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r can be deduced as

Y
(r)
k = C2

kX
(r)
k

[
cos

(
π (k + βr)αr

N

)
Ψ

(r)
kk − sin

(
π (k + βr)αr

N

)
Ψ
′(r)
kk

]
H

(r)
k︸ ︷︷ ︸

Desired Signal corresponding to rth user

+

Ck

N−1∑
p=0

p∈Zr

p6=k

CpX
(r)
p

[
cos

(
π (p+ βr)αr

N

)
Ψ

(r)
pk − sin

(
π (p+ βr)αr

N

)
Ψ
′(r)
pk

]
H(r)
p

︸ ︷︷ ︸
ICI

+

Ck

N−1∑
p=0

p∈Zs

p6=k

CpX
(s)
p

[
cos

(
π (p+ βs)αs

N

)
Ψ

(s)
pk − sin

(
π (p+ βs)αs

N

)
Ψ
′(s)
pk

]
H(s)
p

︸ ︷︷ ︸
MUI/MAI arising from subscriber s to r

+

Ck

N−1∑
p=0

p∈Zr

p6=k

CpX
(r)(Previous)
p

[
cos

(
π (p+ βr) (Ncp + αr)

N

)
χ
(r)
pk−

sin

(
π (p+ βr) (Ncp + αr)

N

)
χ
′(r)
pk

]
H
′(r)
p︸ ︷︷ ︸

ICI emanating from previous frame symbol

+

Ck

N−1∑
p=0

p∈Zs

p6=k

CpX
(s)(Previous)
p

[
cos

(
π (p+ βs) (Ncp + αs)

N

)
χ
(s)
pk−

sin

(
π (p+ βs) (Ncp + αs)

N

)
χ
′(s)
pk

]
H
′(s)
p︸ ︷︷ ︸

MUI arising from subscriber s to r from previous symbol

+W
(r)
k (5.26)

The mathematical expression as emphasized by (5.26) is obtained by making use

of (A.10). The term X
(s)(Previous)
p in (5.26), enumerates the sth subscriber’s data

symbol on the pth subcarrier of the previous frame. Further, from (5.26) it is

evident that, the received signal of the desired user r is severely degraded due to

the prevalence of ICI among the subcarrier components which are allocated to it

and this is can be categorized as self-interference between subcarriers k and p. From

(5.26), the frequency response of the channel when the signal is prone to interference

with the previous symbol is given as

H
(r)
k =

[
L−1∑
l=0

h
(r)
l cos

(
π (2l + 1) k

2N

)]
(5.27)
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H(r)
p =

[
L−1∑
l=0

h
(r)
l cos

(
π (2l + 1) p

2N

)]
(5.28)

H(s)
p =

[
L−1∑
l=0

h
(s)
l cos

(
π (2l + 1) p

2N

)]
(5.29)

H
′(r)
p =

 L−1∑
l=Ncp+αr+1

h
(r)
l cos

(
π (2l + 1) p

2N

) (5.30)

H
′(s)
p =

 L−1∑
l=Ncp+αs+1

h
(s)
l cos

(
π (2l + 1) p

2N

) (5.31)

The function χ and Ψ in (5.26) can be derived as

Ψ
(r)
kk =

1

N

N−1∑
n=−αr+Ncp+l

[
cos

(
π (2k + βr) (2n+ 1)

2N

)
+cos

(
πβr (2n+ 1)

2N

)]
(5.32)

Ψ
′(r)
kk =

1

N

N−1∑
n=−αr+Ncp+l

[
sin

(
π (2k + βr) (2n+ 1)

2N

)
+ sin

(
πβr (2n+ 1)

2N

)]
(5.33)

Ψ
(r)
pk =

1

N

N−1∑
n=−αr+Ncp+l

[
cos

(
π (p+ βr + k) (2n+ 1)

2N

)
+

cos

(
π (p+ βr − k) (2n+ 1)

2N

)]
(5.34)

Ψ
′(r)
pk =

1

N

N−1∑
n=−αr+Ncp+l

[
sin

(
π (p+ βr + k) (2n+ 1)

2N

)
+

sin

(
π (p+ βr − k) (2n+ 1)

2N

)]
(5.35)

Ψ
(s)
pk =

1

N

N−1∑
n=−αs+Ncp+l

[
cos

(
π (p+ βs + k) (2n+ 1)

2N

)
+

cos

(
π (p+ βs − k) (2n+ 1)

2N

)]
(5.36)

Ψ
′(s)
pk =

1

N

N−1∑
n=−αs+Ncp+l

[
sin

(
π (p+ βs + k) (2n+ 1)

2N

)
+

sin

(
π (p+ βs − k) (2n+ 1)

2N

)]
(5.37)
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χ
(r)(Previous)
pk =

1

N

−αr+Ncp+l−1∑
n=0

[
cos

(
π (p+ βr + k) (2n+ 1)

2N

)
+

cos

(
π (p+ βr − k) (2n+ 1)

2N

)]
(5.38)

χ
′(r)(Previous)
pk =

1

N

−αr+Ncp+l−1∑
n=0

[
sin

(
π (p+ βr + k) (2n+ 1)

2N

)
+

sin

(
π (p+ βr − k) (2n+ 1)

2N

)]
(5.39)

χ
(s)(Previous)
pk =

1

N

−αs+Ncp+l−1∑
n=0

[
cos

(
π (p+ βs + k) (2n+ 1)

2N

)
+

cos

(
π (p+ βs − k) (2n+ 1)

2N

)]
(5.40)

χ
′(s)(Previous)
pk =

1

N

−αs+Ncp+l−1∑
n=0

[
sin

(
π (p+ βs + k) (2n+ 1)

2N

)
+

sin

(
π (p+ βs − k) (2n+ 1)

2N

)]
(5.41)

• Scenario 3: Similar to Scenario 2, this case also depicts the condition where the

current symbol of the existing frame is overlapped with the next frame’s symbol in-

dicating that the present frame experiences interference from all the paths belonging

to the next frame and this is detailed in Fig. 5.2c. Unlike, Scenario 1 and 2, the

timing error α is positive in this case and lies in the interval 0 < α < L. Therefore,

the DCT output in general (pertaining to any subscriber) can be represented as

Y
(u)
k =

√
2

N
Ck

N−αu+l−1∑
n=0

[√ 2

N

N−1∑
k=0
k∈Zu

X
(u)
k Ckcos

(
π (k + βu) (2 (n+ αu) + 1)

2N

)

× cos
(
π (2n+ 1) k

2N

)][√ 2

N
Ck

L−1∑
l=0

h
(u)
l cos

(
π (2l + 1) k

2N

)]
+√

2

N
Ck

N−1∑
n=N−αu+l

√
2

N

N−1∑
k=0
k∈Zu

X
(u)
k Ck

× cos
(
π (k + βu) (2 (n+Ncp − αu) + 1)

2N

)
cos

(
π (2n+ 1) k

2N

)
[√

2

N
Ck

L−1∑
l=0

h
(u)
l cos

(
π (2l + 1) k

2N

)]
(5.42)
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Thus, the DCT output of the dedicated user r on the kth subcarrier can be evaluated

by making use of (A.11) where, it is further rearranged by segregating the desired

signal as well as the interference components pertaining to the subscriber r. Finally,

the expression for the DCT output for the desired subscriber r can be derived to

yield:
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)
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The interference components in (5.43) can be further solved to attain
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Therefore, the aforementioned mathematical analysis on the frequency-domain received

signal emphasizes the need to compensate these offsets by incorporating suitable synchro-

nization algorithms which are compatible with IM/DD systems for VLC. The simulation

results are detailed in the next section.

5.1.4 Algorithms for the estimation of FO in DCO-FOFDMA system

Classen

This algorithm utilizes the pilot tones for the estimation of FO because, in the

recent times, VLC can be even utilized in the outdoor environment to provide Internet hot

spots using street lighting and mobile access. In such kind of dynamic environment, the
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communication link may experience shadowing or temporary blocking thereby degrading

the quality of service [197]. In general, pilot tones are inserted along with the data based

on a specific pilot arrangement called comb type pilot arrangement as shown in Fig. 5.3.

Therefore, the transmitted signal comprises of both data as well as pilot tones. In general,

Figure 5.3: Comb type pilot arrangement

this algorithm as proposed by Classen comprises of two modes for the estimation of FO:

acquisition and tracking, where the former deals with large range of FO while the latter

involves only small frequency fluctuations. Let the time-domain signal corresponding to

the desired subscriber be denoted as y
(r)
n and the mathematical expression is given in

(5.6) and let f denote the pilot insertion interval, therefore the pilot added time domain

signal be represented as y
(r)
n+f . According to the principality of this algorithm, these two

signals are saved in the memory and then they are transformed into frequency domain

by computing the DCT operation. In general, the pilot tones are extracted and then the

offset is estimated. This estimated offset is used for compensation in the time domain.

Accordingly, the estimated FO of the desired subscriber r can be expressed as

β̂ =
1

2πTsub
max
β

{∣∣∣∣∣
Np−1∑
d=0

Y
(r)
k+f [q [d] , β]Y

∗(r)
k [q [d] , β]X

(r)
k+f [q [d] , β]X

∗(r)
k [q [d] , β]

∣∣∣∣∣
}

(5.54)

From (5.54), Np denotes the total number of pilot tones, q [d] specifies the location of

the dth pilot tone and X
(r)
k [q [d]] signifies the pilot tone in the frequency domain which

corresponds to the kth symbol period of the desired user r.
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5.1.5 CRLB for the estimation of offsets in DCO-FOFDMA system

CRLB for the estimation of FO

The aforementioned mathematical analysis as dealt in previous subsections clearly

depicts the fact that the presence of FO leads to the emergence of ICI and MUI/MAI.

Hence, it is necessary to estimate the FO. This section derives CRLB for the estimation of

FO over AWGN channel. Therefore, the received signal pertaining to the rth subscriber

can be put up as

y(r)n = IDCT
[
Y

(r)
k

]
(5.55)

Where Y
(r)
k = X

(r)
k + W

(r)
k and upon substitution in (5.55), the following expression is

obtained

y(r)n = x(r)n + w(r)
n (5.56)

Furthermore, the received signal which is affected with FO of βr can be expressed as

y(r)n =

√
2
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k=0
k∈Zr

CkX
(r)
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(
π (2n+ 1) (k + βr)

2N

)
+ w(r)

n (5.57)

The parameter βr to be estimated is hidden in the argument of cosine term. This neces-

sitates to assume π(2n+1)(k+βr)
2N

as µ.

y(r)n =

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cosµ+ w(r)

n (5.58)

Therefore, the Fisher Information matrix pertaining to the estimation of any parameter

Θ is given as

[I (Θ)]ij =
1

σ2

N−1∑
n=0

∂

∂Θi

S [n,Θ]
∂

∂Θj

S [n,Θ] (5.59)

Furthermore, (5.59) can be derived as shown in Appendix B to attain the expression as

illustrated in (5.60).

[I (Θ)11] = [I (βr)11] =
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2

(5.60)
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Therefore, the variance of the estimate β which is denoted as V
(
β̂
)

can be expressed as

V
[
β̂
]
≥ [I (β)]−111 (5.61)

Finally,

V
[
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]
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15

+ 1
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k=0
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CkX
(r)
k (k + βr)

]2 (5.62)

CRLB for the estimation of STO

In the similar manner, when the received signal pertaining to the desired subscriber

r is effected with a timing offset i.e., STO of αr, then the expression can be formulated as

y(r)n =

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cos

(
π (2 (n+ αr) + 1) k

2N

)
+ w(r)

n (5.63)

It is to be noted that the parameter αr which is to be estimated is hidden in the argument

of cosine term. Therefore, the argument term i.e., π(2(n+αr)+1)k
2N

can be assumed as µ.

Therefore, (5.63) can be reduced as

y(r)n =

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k cosµ+ w(r)

n (5.64)

It is to be noted that µ is a function of αr and making use of (5.59), the Fisher Information

Matrix can be expressed as

[I (α)]ij =
1

σ2

N−1∑
n=0

∂

∂αi
S [n, αi]

∂

∂αj
S [n, αj] (5.65)

Finally, the Fisher Information Matrix can be derived as shown in Appendix C to yield

the following expression

[I (α)]11 =
π4

6σ2N4

[
4 (N + 1) (N + 3αr + 2) + 3 (2αr + 1)2

] N−1∑
k=0
k∈Zr

k2CkX
(r)
k


2

(5.66)

Therefore, the variance of the estimate α which is denoted as V (α̂) can be expressed as

V [α̂] ≥ [I (α)]−111 (5.67)
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Finally,

V [α̂] ≥ 6σ2N4

π4
{

4 (N + 1) (N + 3αr + 2) + 3 (2αr + 1)2
}[∑N−1

k=0
k∈Zr

k2CkX
(r)
k

]2 (5.68)

5.2 Results and Discussion
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Figure 5.4: Performance Analysis of BER vs SNR in DCO-FOFDMA system employing

BPSK modulation with the existence of FO for single user scenario

This section presents the simulated results for DCO-FOFDMA system employing

256 subcarriers. The length of cyclic prefix is taken as 1
4
th the subcarriers size. Following

the literature, the amount of DC bias which is added to assure the positivity of signal

is 7 dB. Since, DCT is employed, the system model emphasizes the dependency on real

modulation schemes like M-PAM and BPSK, the same has been illustrated in the results.

The simulation parameters employed are shown in Table. 5.1.

The performance analysis of DCO-FOFDMA using BPSK modulation is interpreted in

Fig. 5.4. To emphasize the sensitivity of FO on the system performance, different range

of FO values from 0.05, 0.1, 0.15, 0.2, 0.25, 3 are taken into consideration. The simulated

result as shown in Fig. 5.4, evidences that the increase in the range of FO worsens the

system performance. At SNR of 4 dB, the attained error floor is 4.57 × 10−4 for BPSK

modulation in DCO-FOFDMA system without the presence of FO. While, for FO values

of 0.05, 0.01, 0.15 and 0.2, the obtained probability of error floor is 5.82 × 10−4, 0.0014

and 0.009348 respectively.
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Table 5.1: Parameters employed for Simulation

Parameter Value

Size of IDCT/DCT 256

Total Number of Pilot Carriers 32

Cyclic Prefix Length 64

Orders of Modulation BPSK, 4, 16-PAM

Range of FO [0, 0.05, 0.10, 0.15, 0.20]

Type of optical OFDM methodology employed DCO-OFDM

No of OFDM symbols 100

FO estimation algorithms Classen

Range of STO [-5, -3, -2 2 3]

STO estimation algorithms Maximum Correlation, Minimum Difference
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Figure 5.5: Illustration of BER vs SNR in DCO-FOFDMA system employing 4-PAM

modulation in the presence of FO for single user scenario

For higher order of modulation like M-PAM, the performance of the system is more sen-

sitive to FO and the same can be interpreted from Fig. 5.5. A similar inference can be

drawn pertaining to the performance of the system as that of the aforementioned case.

Here, it is evident that, for higher values of FO like 0.15, it is impossible to achieve a

reduced error floor. Consequently, this hinders the detection capability in case of multi

user scenario, thereby making MUI inevitable. Fig. 5.6, delineates the variation of BER
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Figure 5.6: BER vs FO in DCO-FOFDMA system employing BPSK modulation

FO
0 0.05 0.1 0.15 0.2 0.25 0.3

B
E

R

10-5

10-4

10-3

10-2

10-1

100

4-USERS
2-USERS
3-USERS

Figure 5.7: BER vs FO in DCO-FOFDMA system illustrating multi-user scenario

with respective to FO for different values of SNR. From the figure, it can be inferred

that, the performance of the system deteriorates as the range of FO values increase from

0, 0.05, 0.1, 0.15, 0.2. The same inference can be drawn with multi user scenario which

is elucidated in Fig. 5.7, indicating the presence of different values of FO degrades the

performance of system thereby hindering the detection capability of multiple users. This

can be evidenced in Fig. 5.7, because with the increase in number of subscribers, the

BER performance deteriorates for higher values of FO. It can be interpreted that when

there is no FO i.e., for FO=0, the achievable BER is 7.813 × 10−5, while, upon increas-

ing the range of FO from 0.05, 0.1, 0.15, 0.2, 0.25, 0.3 the obtained probability of error is

3.906×10−4, 5.469×10−4, 7.813×10−4, 3.828×10−3, 6.477×10−2 and 2.291×10−1 respec-

tively. The detrimental aspects of FO and STO on the received signal is clearly illustrated

through mathematical analysis in the aforementioned sections. Moreover, different pos-
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(a) Negative Timing Error (STO) estima-

tion without the existence of FO
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(b) Positive Timing Error (STO) estima-

tion without the existence of FO
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(c) Negative Timing Error (STO) estima-

tion without the existence of FO
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tion with the existence of FO

Figure 5.8: Different Timing Error estimations using Cyclic Prefix (CP) Based methods
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sible scenarios of timing mismatch intervals are also illustrated to clearly highlight the

impact of negative and positive time error. Therefore, in order to estimate these timing

errors, it is vital to employ synchronization algorithms. Consequently, two synchroniza-

tion algorithms such as Classen which is also known as minimum difference method and

Maximum Likelihood estimate or maximum correlation method are exploited and these

are imposed to the developed DCO-FOFDMA system model. The details of mathemati-

cal analysis pertaining to these STO estimation algorithms are given in previous chapter

4. The simulation results as shown in Fig. 5.8a and 5.8b clearly depicts the scenario

of negative and positive timing error. It indicates the scenario where the actual sample

value arrives too late and little early at the receiving end. However, these scenarios are

considered without the existence of FO. It is interesting to note that, the actual and

the estimated samples upon imposing the aforesaid algorithms are in a good agreement.

Furthermore, the exact peak and the minimum value coincides with each other.

In order to further elucidate the detrimental aspects of FO on the received signal, Fig.

5.8c and 5.8d illustrates the scenario of estimation of the negative timing error with and

without the existence of FO. As evident, the presence of FO hinders the estimation capa-

bility of the sample values upon using maximum correlation method while, the estimated

and actual sample values coincides with each other upon enforcing minimum difference

method.
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Figure 5.9: CRLB for FO estimation with varying number of subcarriers in DCO-

FOFDMA system pertaining to desired subscriber

Fig. 5.9 depicts the bound vs SNR for the estimation of FO of the corresponding sub-

scriber in DCO-FOFDMA system. As depicted in the Fig. 5.9, the error reduces upon
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Figure 5.10: Mean Square Error (MSE) for Classen vs CRLB (Red–Classen, Green-CRLB)

increasing the SNR. For N = 128 subscribers, at SNR of 50 dB the error achieved was

10−14. Fig. 5.10 depicts the performance comparison of Classen algorithm against CRLB

where, the simulated result analysis emphasizes that Classen algorithm attains a better

reduction in MSE for higher values of SNR. Even though, there is a significant improve-

ment in the accuracy of the MSE curve of Classen algorithm, it is far from the CRLB

and exhibits high error floor when compared with CRLB. The CRLB for the estimation
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Figure 5.11: CRLB for STO estimation with varying number of subcarriers in DCO-

FOFDMA system pertaining to desired subscriber

of STO pertaining to desired subscriber is delineated in the Fig. 5.11. It can be inferred

that, higher amount of SNR is desired to attain a reduced variance of error. In particular,

at SNR of 15 dB, the achieved error is 6.233× 10−11 while at SNR of 50 db, the obtained

error is 1.971× 10−14.
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5.3 Conclusion

This chapter highlights the most detrimental aspect like interference which is en-

countered in mobile wireless communication environment. Unlike RF, handling these

issues is not straight forward, due to real and positive nature of the signal transmis-

sion. Consequently, this work evaluates the effects of FO and different scenarios of timing

induced disparities (i.e., STO) on the received signal in DCO-FOFDMA system. Further-

more, a thorough mathematical analysis is accomplished emphasizing the different forms

of interference like ICI which emanates especially due to overlap of different subcarrier

components allocated to the corresponding subscriber and MUI/MAI also occur in the

presence of multiple users. The simulation results infer that the system performance is

seriously deteriorated due to the presence of these offsets, thereby hindering the detec-

tion capability of multiple users in uplink scenario. Furthermore, it becomes difficult to

achieve a reduced error floor when the sensitivity of these offsets increases.

In this work we have incorporated the real trigonometric transform like DCT in order

to relieve the burden of Hermitian Symmetry criteria which is mandatory in FFT based

optical OFDM. In doing so, there is an increase in spectral efficiency when compared

with conventional optical OFDM system. Hence, the proposed multiple access system

provides a flexibility to impart high data rate communication to the end-users without

relying on RF counterparts. The analysis provided in this work emphasizes the necessity

to estimate these offsets and then to compensate them by employing suitable synchroniza-

tion algorithms which are compatible with IM/DD systems for VLC. Consequently, this

work revisits the synchronization algorithms like Classen/Minimum difference method and

Maximum Likelihood method/Maximum correlation method for the estimation of differ-

ent scenarios of timing mismatches. Furthermore, the simulation results emphasizes that,

the presence of FO hinders the estimation capability of Maximum correlation method to

accurately estimate the STO. This work derives the CRLB for the estimation of FO and

STO.



Chapter 6

Conclusions and Future Scope

6.1 Conclusions

The tremendous intensification in the demand for data services thrusts the wireless

networks to bestow higher capacities and better spectrum efficiency. This issue is more

pronounced with the rapid proliferation of a wave of novel wireless communication based

applications which includes cloud-based services, online gaming, video streaming, virtual

and augmented realities, etc. This continuous increase in the demand for wireless services

strains the existing RF spectrum. Inevitably, the visible light portion of the electromag-

netic spectrum garnered the attraction of several research communities to evolve it as an

intriguing alternative to the existing RF spectrum because of its distinguished features

like its vast, low cost and unlicensed spectrum which is free from electromagnetic interfer-

ence. Among the candidate technologies, VLC emerges to be the most potential candidate

to mitigate the immediate demand for spectrum. Consequently, the introduction of this

thesis investigates the current state of art research aspects which are pertaining to VLC.

With the motive of improving the signal spectral efficiency for ensuring high speed

VLC transmission, advanced multicarrier modulation formats like optical OFDM have

been exploited. Accordingly, this work analyses the performance of optical OFDM over

dispersive VLC channel environment. Owing to the drawbacks associated with Hermi-

tian Symmetry imposed IFFT in optical OFDM, in a motive to reduce the amount of

computational complexity, power consumption and to obtain an enhancement in spectral

efficiency, different real transformation techniques like DHT, DCT, DST, HCM-FWHT
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and WPDM are exploited to accomplish the OFDM modulation and demodulation in

the optical domain. Taking into consideration the dispersive nature of the wireless chan-

nel environment, it is vital to enforce channel estimation techniques in order to ensure

perfect reception of the transmitted data. In our work, we have developed a comb-type

pilot arrangement based ACO-OFDM system which is exploiting different transformation

techniques like Hermitian Symmetry imposed IFFT and DHT. Furthermore, in order to

estimate the channel, different channel estimation techniques like LS, MMSE and inter-

polation techniques like linear, spline and low-pass are enforced. Additionally, the BER

performance of the developed systems are compared with multicarrier systems like HCM-

FWHT and WPDM-based optical OFDM.

Secondly, the next approach of this thesis addresses the most vital aspect like PAPR

which needs to be investigated in IM/DD systems for VLC. For the purpose of reduc-

ing the amount of PAPR in a multicarrier system to the level of a single carrier sys-

tem, real trigonometric transform based spreading i.e., DCT/DST-Spread is proposed

and superimposed to a DCT/DST based DCO/ACO-OFDM systems. Furthermore, the

PAPR analysis of the aforesaid systems is compared with other PAPR reduction schemes

like PTS and clipping with filtering. The simulated results infers that, upon imposing

DCT/DST-based Spreading in DCT/DST based optical OFDM systems, the amount of

PAPR is reduced significantly upon comparison with the traditional systems and a gain of

around 7 dB is observed. Among the multiple access schemes, DCT/DST-based IFDMA

results in less PAPR than that of the other multiple access techniques. Furthermore,

the simulation results emphasize that upon comparison with traditional optical OFDM

systems, in order to achieve the same amount of performance, Hermitian Symmetry im-

posed IFFT-based DCO and ACO-OFDM systems require 4, 16, 64, 256 and 1024 QAM

in contrast to 2, 4, 8, 16 and 32 PAM as required by DHT/DCT/DST-based DCO and

ACO-OFDM systems. This confirms the fact that the real trigonometric transform based

optical OFDM systems supports double the constellation symbols to achieve the same

amount of performance when compared with traditional optical OFDM systems.

Finally, the most indispensable issues like the deterioration of the performance of

the system due to the presence of different timing and frequency induced offsets are evalu-

ated through mathematical derivations in a multicarrier system like DCO-OFDM system.

Additionally, this work addresses the most detrimental aspect like interference which is
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encountered in mobile wireless communication environment. Unlike RF, handling these

issues is not straight forward, due to real and positive nature of the signal transmission.

Consequently, this work evaluates the effects of different scenarios of timing induced dis-

parities (i.e., STO) on the received signal in DCO-OFDMA system. Further, in order to

take the advantages of real trigonometric transformation techniques, this work proposes

a multiple access system which is based on DCT i.e., (DCO-FOFDMA) and evaluates the

performance of the system in the presence of FO and STO. A thorough mathematical

analysis is accomplished highlighting the different forms of interference like ICI which

emanates especially due to overlap of different subcarrier components allocated to the

corresponding subscriber and MUI/MAI also occur in the presence of multiple users. The

simulation results infer that the system performance is seriously deteriorated due to the

presence of these offsets, thereby hindering the detection capability of multiple users in

uplink scenario. Besides, it becomes difficult to achieve a reduced error floor when the

sensitivity of these offsets increase. The analytical analysis provided in this work empha-

sizes the necessity to estimate these offsets and then to compensate them by employing

suitable synchronization algorithms which are compatible with IM/DD systems for VLC.

Consequently, this work revisits the synchronization algorithms like Classen/Minimum

difference method and Maximum Likelihood method/Maximum correlation method for

the estimation of different scenarios of timing mismatches. CRLB for the estimators is

derived and is verified through simulation results.

6.2 Future Scope

1. Flickering and Dimming issues: Flickering induces serious health hazards to

humans when it is noticed. This is more pronounced in case of slow data rate com-

munications because the changes become perceptible to the human eye. Therefore,

design of sophisticated modulation formats to combat the detrimental aspects of

flickering stems out to be a sensitive issue. On the other hand, it is desired to expe-

ditiously dim a light source based on the needs of the application. Therefore, future

research should be towards designing robust dimming control algorithms so that

desired amount of illumination can be acquired in an appropriate manner. Conse-

quently, it can be claimed that flicker mitigation and dimming support imposes as
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two major challenges which needs to be handled in the indoor scenarios.

2. Deployment of Organic LEDs (OLEDs): Research is rapidly progressing to

enable OLEDs to penetrate the solid state lighting (SSL) market. Several studies in

the literature claim that OLEDs cannot be seen as direct replacement to inorganic

based LEDs however, they can be termed as feasible substitutes where inorganic

based devices fails to find their applicability in offering large area displays, flat pan-

els, etc. Even though OLEDs offer large photoactive areas for illumination, the ma-

jor drawback associated with them is their limited available bandwidth. Therefore,

to render high data rate communication it is vital to stress on several equalization

techniques as well as multicarrier modulation formats.

3. Influence of Ambient Noise on the performance of VLC system: When

VLC is exploited for outdoor applications like vehicular communications, the noise

emanating due to the presence of background solar radiation and the interference

which is arising due to the other sources of artificial lighting units like street lights

which are made of incandescent lamps, fluorescent lamps and fluorescent lamps

which are geared by electronic ballasts perturbs the communication. Due to the

presence of these perturbing elements, the SNR at the receiving end is drastically

reduced in case of automotive applications. Hence, a conclusion can be drawn that

outdoor VLC applications is strongly affected by the noise and hence combating

its effect for the purpose of facilitating high data rate transfer for long distance

communications turns out to be the most potential task. Therefore, it is vital to

employ effective optical filters to eradicate the effects of noise prior to reception of

the transmitted signal. Furthermore, in case of a VLC receiver, the receiver’s FOV

plays a major role to allow for the interception of the incident intensity modulated

transmitted light signal. Thus, in addition to taking the desired signal, there might

be chances for the receiver to accept the noise content also. Hence, if wider receiver

FOV is allowed, then, not only desired signal is captured, but also large amount of

noise content is also accepted. Therefore, one way to counteract the effects of noise

is to narrow the receiver’s FOV. Still, there is a need to emphasize several other

techniques to mitigate the effects of noise in case of outdoor VLC applications.

4. Exploiting novel physical waveforms: Exploring novel 5G physical waveforms
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like Generalized Frequency Division Multiplexing (GFDM) a non-orthogonal multi-

carrier technique can be one alternative to OFDM. GFDM exploits the block based

structure and circular pulse shaped nature at the expense of computational com-

plexity. The pulse shaping property relaxes the synchronization requirements and

out-of band emission. Unlike OFDM, each GFDM block comprises of single cyclic

prefix which yields higher spectral efficiency.

5. Synchronization aspects: Synchronization is one of the indispensable issue which

needs to be addressed when the robust multicarrier modulation scheme like OFDM

is employed for VLC. The slight deviations in the transmitter and receiver disrupts

the orthogonality of the system and leads to the emanation of deleterious inter-

ferences like ICI. Additionally, frame synchronization is one of the crucial aspect

which should be addressed. It is because, the improper timing alignments leads to

the overlap of the present frame with the previous and next frames. This phenom-

ena hinders the detection capability at the receiving end. Therefore, suggestion of

appropriate and sophisticated synchronization algorithms compatible with IM/DD

systems for VLC in order to compensate the signal with the estimated FO and STO

stems out to be the major concern. Additionally, while analyzing the high speed

communication systems, it is vital to take into consideration synchronization jitter.

Because, proper clock function is of major prerequisite for the purpose of providing

accurate synchronization as well as to achieve the desired BER.



Appendix A

Mathematical Illustration

Scenario 1: By making use of the mathematical expression as stated in (5.17), the

frequency domain signal corresponding to the desired user r on the kth subcarrier can be

derived as: In this derivation, it is assumed that the total number of subcarriers which are

allocated to the desired/dedicated user r belongs to the set Zr = {0, 1, 2, 3, · · ·N − 1}.

(5.17), is derived in a such a manner to highlight the ICI which is originating among the

subcarrier components which are allocated to the user r i.e., here it can be depicted as

the ICI which is arising among the subcarrier components p and k which are belonging

to the set Zr. Furthermore, MUI/MAI which is emerging out due to subscriber s is also

delineated. Thus, (5.17) can be solved to attain
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It is to be noted that from (A.1), Zs specifies the set of subcarriers which are appropriated

to the user s.

From (5.18), the functions which are denoted by Υ
(r)
kk , Υ

′(r)
kk , Υ

(r)
pk , Υ

′(r)
pk , Υ

(s)
pk and Υ

′(s)
pk can

be solved to attain
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Further, by making use of Euler’s Inequality cosθ = ejθ+e−jθ

2
and sinθ = ejθ−e−jθ

2j
, the

aforementioned equations as listed above from (A.2) to (A.7) can be derived as follows:

Beginning with (A.2), it can be further expressed as:
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(A.8), can be further rearranged as:
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By making use of
∑N−1

n=0 r
n = 1−rN

1−r , the summation terms in the aforementioned equation

(A.9) can be solved to obtain the mathematical expression as described in (5.19). In the

similar manner, the rest of the aforementioned list of equations from (A.3) to (A.7) can

be solved to yield the equations as represented by (5.20) to (5.24).

Scenario 2: As stated in Chapter 5, this scenario signifies the interference arising

from the previous symbol. Upon employing the mathematical expression as depicted in

(5.25), the frequency domain representation of the desired user r can be derived as:
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Scenario 3: This is the scenario, which indicates the interference arising from the

next symbol. By exploiting the mathematical expression as represented by (5.42), the

frequency domain signal pertaining to the desired subscriber r can be solved as
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Derivation of Fisher Information Matrix of FO

The expression for S [n,Θ] in (5.59) can be represented as
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It is to be noted that the parameter Θ in (B.1) signifies the FO βr, therefore, (B.1) can

be expressed as
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As stated earlier, µ is a function of β. Hence, ∂
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. Therefore,

the fisher information matrix can be solved to attain
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(B.3) can be further solved to attain
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Using paraxial approximations where sinµ = µ, (B.4) can be reduced to obtain
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Furthermore, upon solving the summation in (B.5), the Fisher Information matrix can be

derived as shown by (5.60).
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Derivation of Fisher Information Matrix of STO

In (5.65), S [n, α] can be illustrated as
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Therefore, upon differentiating (C.1) with respect to αr, the following is obtained

∂

∂α
S [n, α] = −

√
2

N

N−1∑
k=0
k∈Zr

CkX
(r)
k sinµ

(
πk

N

)
(C.2)

Upon substitution of (C.2) in (5.65), the following expression can be attained
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Furthermore, by employing paraxial approximations where sinµ ' µ, the Fisher Infor-

mation matrix corresponding to (C.3) can be reduced as
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(C.5) can be further solved to attain
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Upon solving the summation in (C.6),
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(C.7) can be further solved as
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Finally, (C.8) can be rearranged to obtain the Fisher Information Matrix as shown in

(5.66).
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