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ABSTRACT

With the advent of technology scaling, the efficiency of the interconnects effect the overall
performance of the circuit. Although active devices mostly benefited from scaling, the perfor-
mance of intermediate and global interconnects has degraded because long interconnects do not
scale with the technology. Apart from power dissipation and overshoot issues, signal integrity
issues such as propagation delay of long interconnects become a bottleneck in high-speed op-
eration of ICs. Also, functional/dynamic crosstalk result in malfunctions in the circuit leading
to reliability problems. Hence, there is a great demand for estimation of propagation delay and

crosstalk noise of coupled interconnect lines in the early stages of VLSI design.

This thesis focuses on the development of a novel time-domain numerical method with
significant numerical dispersion characteristics based on the wavelet scaling functions to ad-
dress the signal integrity issues of on-chip interconnects. The multiresolution time domain
(MRTD) model with its unique features is tailored for modeling VLSI interconnects. To build
further credence to this and its profound existence in the recent state-of-the-art, simulations for
inclusive crosstalk noise, on driver-interconnect-load (DIL) system, using the MRTD model and

conventional finite-difference-time-domain (FDTD) model are performed.

Initially, in this thesis, an attempt is made to derive an MRTD scheme for two coupled
copper (Cu) interconnect lines driven by the linear resistive driver in 130 nm CMOS standard
process to compute the effect of coupling parasitics (i.e., coupling capacitance and mutual in-
ductance) on peak crosstalk noise and propagation delay. For different values of coupling para-
sitics, the variation in peak crosstalk noise and propagation delay is observed and a comparison
is done between the obtained results with those of the conventional FDTD model with respect
to HSPICE simulation results. Moreover, variation in accuracy of the proposed MRTD model
for a range of frequencies is observed and encouragingly it is found that approximately 100 %
accuracy is maintained for a broad frequency range although a slight perturbation does exist

within a short range of frequencies.

However, in DIL systems, replacement of non-linear CMOS driver with a simple linear
resistor leads to a discrepancy in the results as about half of the operating time of MOSFET is in
the saturation region, whereas the other half is divided between the cutoff and the triode regions.
Therefore, the proposed MRTD model is extended to include the non-linear characteristics of
the CMOS driver in the DIL system for 32-nm technology node. The non-linear CMOS driver is
analyzed by employing the n-th-power law model. For the robustness of the model, a different

number of test cases in terms of input transition time are considered and the peak crosstalk

vi



noise and peak noise timing are also computed for the two coupled Cu interconnects. Further,

the model is extended to three mutually-coupled Cu interconnect lines.

Further scaling of interconnect dimensions have made surface scattering and grain bound-
ary scattering more prominent, resulting in increased resistivity of Cu material. Therefore, the
requirements of novel material as VLSI interconnect has increased. In recent times, carbon
nanomaterials such as carbon nanotubes (CNTs) and graphene nanoribbons (GNRs) act as the
most promising candidates proposed as a substitute for Cu interconnects in advanced VLSI cir-
cuits. Thus, the proposed MRTD method is extended to analyse the inclusive crosstalk effects
in CMOS gate driven two and three mutually-coupled MWCNT interconnects at 32-nm tech-
nology node. It is observed that a peak overshoot/undershoot occurs in the response of line 2
(victim line) as the conventional FDTD method has higher dispersion errors. Nevertheless, the
numerical dispersion properties in MRTD model acts as an added advantage over the conven-
tional FDTD model for achieving better accuracy. Finally, it is concluded that the proposed
MRTD method is in good agreement with HSPICE simulations and dominates the conventional
FDTD method. Furthermore, the validation of the proposed model with future selective vali-
dation (FSV) proves its accuracy and efficiency for analyzing the crosstalk effects in mutually

coupled MWCNT interconnects.

This thesis shows that the proposed MRTD method is more time efficient than HSPICE,
although the elapsed CPU time of the proposed MRTD method is higher than the conventional
FDTD method, due to an increased number of iterations for better accuracy. Hence, there
exists a trade-off between simulation time and accuracy. The analysis has been carried out on
two coupled and three-coupled interconnects, but can also be extended to N-mutually coupled

interconnects.
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Chapter 1

Introduction

1.1 Background

The density and complexity of Very Large Scale Integrated (VLSI) circuits has increased
exponentially over the last two decades resulting in high performance electronic systems for a
wide range of applications such as reconfigurable computing, mobile and satellite communica-
tion, multimedia, micro-electromechanical systems (MEMS) and robotics. The count of active
devices has reached hundreds of millions, while connecting wires among the devices tend to

grow linearly with the transistor counts [1].

An integrated circuit (IC) comprises of several components and functional blocks, such
as transistors, gates, sub-circuits etc., which are interconnected using aluminum (Al)/ copper
(Cu) metals or graphene-based materials. Interconnects are capable of transmitting data from
one block to the other, in the form of current or voltage. Ideally, the signal transmission/recep-
tion between the two interconnected blocks should be instantaneous with no delay. However,
this cannot be achieved in practical situations, due to the fact that there always exists a signal
propagation time during the transmission of data from one block to the other. If the signals
vary rapidly (high frequency applications) compared to the propagation time, several effects
may be observed such as Delay, Overshoot, and Crosstalk [2]. Currently in the deep submicron
(DSM) regime, performance of electronic systems depends on these effects introduced by in-
terconnections. Hence, it is very important to have accurate and efficient estimation models of
the interconnection effects at the design phase itself to avoid pitfalls and to reduce the time to
market of VLSI chips.
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In the state of the art, there are several viable models developed (with variable degrees of
accuracy), starting from a simple capacitor model to a frequency-dependent transmission line
model. These models are more or less a simplified analysis of the fundamental physical event
i.e., the propagation of an electromagnetic (EM) wave in the complex metal-dielectric structure
formed by the interconnection network of an electronic circuit. Here, the complication is that a
comprehensive EM analysis of an IC is beyond the present day computation capabilities. Hence,
the EM phenomena are replaced with electrical models. Even complex electrical models are
replaced with simpler electrical models when accuracy is not critical, because the simulation

time of complete system would otherwise be extremely long [3].
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| 4— Etch stop layer

Via
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Figure 1.1: Cross sectional view on the stack of layers in an IC [1].

Depending on the length, interconnects are classified into local, intermediate and global
interconnects [4]. Local interconnects are very thin wires and are used to connect gates and
transistors within any block on a chip. This type of interconnects generally occupies the lower
few metal layers in a multi-layered interconnect structure as shown in Figure 1.1. Intermediate
interconnects are used to distribute clock/data signals within a functional block or between
the adjacent blocks and where the typical length between the blocks can vary up to 2.5 mm.
Generally, these types of interconnects occupy few layers above the local interconnects. Global
interconnects are used to connect a large number of intellectual property (IP) blocks, such as

filters, memory, processing elements and interfaces. As these IP blocks need to communicate
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with each other over long distances, they need long wires that span most of the length of the
entire chip size. Global interconnects are wide and long metal layers in a multi-layer structure
and fill top few layers. Typical lengths of these global interconnects are greater than 2.5 mm and
sometimes as long as half of the chip’s perimeter. Generally, the top metal layers are reserved
for routing of the power/ground/clock signals. The dimensions of local interconnects perfectly
scale with technology scaling, whereas the dimensions of intermediate and global interconnects

do not scale proportionally with technology scaling.

With the technology scaling the gate/transistor delay and wire delay of the local inter-
connects decreases, whereas the delay of the intermediate/global interconnects increases. Ad-
vanced scaling techniques such as the use of low K dielectric materials improves the delays of
the local interconnect. However, with the scaling of every successive technology node below
0.25 pm, the delays of intermediate/global interconnect become much worse than gate delays
[1]. In addition, as compared to the local interconnect, the length of global interconnect is not
scaled with technology leading to an increase in delays as these wires need to run across the
entire chip. Thus, as compared to the gate delay and local interconnect delay the global inter-
connect delay becomes a limiting factor in determining the overall circuit performance in the
present day VLSI chips. Global wiring among the functional blocks provides the distribution of
clock/signal and delivers ground/power to all functions on an IC. Figure 1.2 illustrates the local
and global interconnect delay in future generations. To reduce the delay in global wiring, the

repeaters can be incorporated by compromising the power consumption and chip area.

In DSM VLSI regime, the speed of any electrical signal depends on two factors, namely
the transistor gate delay and the propagation delay of interconnects. The major challenges in
VLSI circuits are global interconnect delays and crosstalk noise between multiple interconnects.
These signal integrity problems in interconnects decide the overall performance of VLSI cir-
cuits. For the iterative layout design of densely populated IC’s accurate analytical models are
needed to efficiently predict signal degradation due to propagation delay, crosstalk noise, and
signal overshoot in the early design cycles [5]-[7]. The existing computer aided design (CAD)
tools for signal integrity analysis are more time-consuming and inefficient. Hence, interconnect
simulations suffer from a number of signal integrity issues which require sophisticated CAD
tools for analysis. Computationally high-speed and accurate interconnect models are needed at
the initial stages of an IC design for design optimization and post-layout verification, respec-
tively. During the physical design, interconnect area, propagation delay, overshoot, power and
crosstalk noise estimations are the main performance metrics. This thesis addresses the estima-

tion of propagation delay and crosstalk noise in the mutually coupled on-chip interconnects.
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Figure 1.2: On-chip interconnect delay across different technology nodes [1]

In the early phase, the gate capacitance of transistors dominated the interconnect para-
sitic capacitance, which makes use of the assumption of modeling of interconnects as short
circuits. Later on, with technology scaling, the interconnect parasitic capacitance dominates
the gate capacitance and interconnect was modeled as a lumped capacitance [8, 9]. With the
further technology downscaling, inclusion of resistance effect in on-chip interconnect became
mandatory for global interconnects which increases the accuracy. This results in introduction
of lumped resistance-capacitance (RC) models for the performance analysis of on-chip inter-
connects [10, 11]. However, the lumped RC models are treated as the distributed RC model
[5] for better accuracy. Currently, because of the high switching frequencies and the adoption
of low resistive interconnect materials, the parasitic inductance plays an important role in the
performance of on-chip interconnects. To estimate the performance of the interconnects accu-
rately, they must be considered as transmission lines or as distributed resistance-inductance-

capacitance (RLC) interconnect lines [12].

Initially, crosstalk noise estimation models considered only capacitive coupling [13, 14].
However, inductive-crosstalk effects should be included at current high-frequency operations
for the inclusive analysis of coupling noise. At high frequencies, the transient crosstalk, i.e.,
the undesired effect of a signal transmitted on one line over another, is produced due to closely

packed interconnects [15]-[17]. The propagation delay of the signal is strongly influenced by
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Figure 1.3: Crosstalk in closely placed interconnects

the crosstalk noise, which results in functional failure or circuit malfunction. The crosstalk
between the coupled lines is considered to be dynamic and functional crosstalks, depending
on the input switching transitions in the coupled interconnects. Dynamic crosstalk occurs when
the adjacent lines are simultaneously switching either in-phase or out-phase. Whereas, the func-
tional crosstalk appears as a voltage spike when the victim line is at quiescent while switching
an aggressor line as shown on Figure 1.3. A change in propagation delay and logic value can
be observed under dynamic and functional crosstalks, respectively. In addition, the crosstalk
noise effects include ringing and signal overshoot/undershoot. Therefore, there is a need for an
accurate estimation of performance parameters for designing high-performance on-chip inter-

connects incorporating the effect of crosstalk noise.

A noise model [18] was proposed for the analysis of noise effects in two coupled RLC
lines, but it is limited to loosely coupled interconnect lines where coupling capacitance and
mutual inductance are negligible as compared to ground capacitance and self-inductance, re-
spectively. Similarly, another analytical model [19] was proposed for coupled on-chip RLC
line, in which two lines were isolated. Further, each isolated line is approximated as a one-
segment RLC n—circuit. The major limitation of this method is that it can be applied only to
isolated lines with separated drivers. Agarwal et al. [20] proposed an analytical scheme to
model crosstalk noise in the coupled RLC interconnects by considering the linear characteris-
tics of CMOS (complementary metal oxide semiconductor) driver i.e., linear resistive driver.
This model is further extended to a nonlinear CMOS driver considering a—power law model
to analyze dynamic crosstalk effects [21] and functional crosstalk effects [22] by Kaushik et
al. The models that are purely limited to two coupled interconnect lines based on even-odd
modes reported in [20]-[22]. Furthermore, only the ideal or lossless lines are considered for the

transient analysis.
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The modeling of CMOS driver based distributed RLC lines suffer from time/frequency
domain conversion issue. This issue occurs because the CMOS driver is modeled in the time
domain, whereas the partial differential equations (PDEs) are used to solve the transmission line
(TL) model in the frequency domain. Therefore, many researchers [15], [20], [23] substitute
the nonlinear CMOS driver with a linear resistive driver compromising the overall accuracy of
the model. In the recent past, the TL equations in the time domain were solved using finite-

difference time-domain (FDTD) method [24] to avoid the conversion problem.

1.2 On-chip interconnects in CMOS technology

CMOS is the most widely used technology for building of VLSI chips. In CMOS tech-
nology, transistors are fabricated in a doped silicon substrate, usually with a gate of polysilicon
on the top of the oxide layer. Transistors can be connected to power, ground/clock lines, and
a stack of metal layers [25]. Different metal layers are connected using Vias and the space

between metal layers is filled with dielectric material.

1.2.1 Technology Scaling

The technology scaling reduces the dimensions of the MOSFET (Metal Oxide Semi-
conductor Field Effect Transistor) and associated interconnects, which enhances the perfor-
mance and the component density per area. The constant electric field scaling scales down the
dimensions of the MOSFETs by a factor of % and the resultant first order effects are given in
Table 1.1. This kind of scaling increases the device density by a factor of S? and decreases the
1

57 factors, respectively [5]. Hence, the scaling of

MOSFET dimensions increases the overall circuit performance.

gate delay and power dissipation by % and

The technology scaling poses major challenges to interconnects especially in high
speed/performance ICs. As chip size grows larger and interconnect geometries are scaled, resis-
tive, inductive and capacitive effects associated with the interconnects effects the performance

of high-speed ICs in DSM regime.

Table 1.2 shows the ideal scaling of local interconnects, where all horizontal and vertical
dimensions are reduced by the same factor [5]. Local interconnects length usually shrinks at

the same rate of technology scaling. The other dimensions also shrink by the same factor of Sl
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Table 1.1: Scaling effects on MOS device

Parameter Scaling factor

Channel Length (L.,), Gate oxide thickness (¢,,),
width (W) and Voltage (Vpp)

Current per device (Ipg)

Gate capacitance (C,)

Transistor ON resistance (R,)

Gate delay (7,)

Device area (A)

Power dissipation (P)

The parasitics such as capacitance decrease by a factor of % and resistance increases by S. As a

result, local interconnect delay remains unchanged in ideal scaling.

Table 1.2: Scaling of Local Interconnects

Parameter Scaling factor

Local interconnect width (w), Substrate height (h),
Spacing (s) and Thickness (¢)

Local interconnect length (/)

Resistance (R)

Capacitance (C)
RC delay (1)
Voltage drop (I X R)
Current density (J)

Over the many years, scaling has become a problem of growing importance in case of
intermediate/global interconnects. As the technology is scaled, the length of the intermedi-
ate/global interconnects increases instead of shrinking. This is because the chip area of each
new technology generation keeps increasing to accommodate more functionalities and hence
more components are needed to implement those extra functions. This causes an increase in

intermediate/global interconnects lengths to connect all the devices.

Table 1.3 shows the ideal scaling effects of intermediate/global interconnects [5]. Scaling
of the intermediate/global interconnects increases the delay in proportion to the wire length and
wire resistance. Because intermediate/global interconnects length is dependent on the chip area

(A.) and the length of the longest global interconnect is related to the chip area approximately
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Table 1.3: Ideal scaling of Intermediate/Global Interconnects

Parameter Scaling factor
Intermediate/Global interconnect width (w), 1
Substrate height (&), Spacing (s) and Thickness (7) s
Intermediate/Global interconnect length (/) Sc
Resistance (R,) S§%.S¢
Capacitance (Cy,) Sc
RC delay (1) S*-8¢
Voltage drop (I X R) S-Sc

by ‘/TT‘ [4]. Hence, scaling of these interconnects will not shrink in the same proportion as that

of transistor gate length.

In summary, technology scaling decreases the gate delay (transistor delay) and local in-
terconnects delay whereas intermediate/global interconnects delay increases. Advanced tech-
niques of scaling such as usage of low-dielectric-constant-insulator and weak scaling of line
thickness improve the situation, so that interconnect delays nearly track the gate/transistor de-
lays. However, intermediate/global interconnect delays become much worse than gate delays
for technology nodes below 0.25 um as can be seen from Figure 1.2. Thus, the intermediate/-
global interconnect delay becomes a limiting factor in determining the overall circuit perfor-

mance in the present day VLSI chips.

1.2.2 ITRS Predictions

The ITRS 2012 [26] predictions on the future trend of interconnect dimensions, delay,
technology nodes etc. are given in Table 1.4. The total length of on-chip interconnects increases
linearly with technology down scaling and it will approach approximately 16700 - by 2027.
In addition, the delay of intermediate and global interconnects will increase quadratically with

technology and it will reach to 310 ns and 110 ns, respectively.

As per the ITRS 2012 [26] and 2013 [27], feature sizes of the devices are scaling down
roughly at a rate of 0.7 in every two years, which results in the doubling of gate density, re-
duction of gate delay by 30% and reduction of energy per switching by 65%. Thus, scaling the

transistor dimensions lead to improvements in both performance and cost.
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Table 1.4: ITRS prediction on scaling trends[26, 27]

§ 2012 | 2015 | 2018 | 2021 2024 2027
Parameter >
Technology None (nm) 36 25 18 12 9 6
Number of metal levels 12 13 14 15 15 16
Total interconnect length 3,125 | 4,762 | 6,667 | 9,434 13,333 16,779
(m/cm?)
Intermediate wiring pitch 64 42 30 21 15 12
(nm)
Aspect Ratio (AR) of 1.9 1.9 2.0 2.1 2.1 2.2
intermediate interconnects
Intermediate interconnects | 4,814 | 13,716 | 29,761 | 64,552 | 141,966 | 310,000
RC delay (ps)
Global interconnect wire 96 63 45 32 23 17
pitch (nm)
Aspect Ratio (AR) of global | 2.34 2.34 2.34 2.34 2.34 2.40
interconnects
Global interconnects RC 1,528 | 4,005 | 9,127 | 21,542 | 44,064 | 110,000
delay (ps)
Effective dielectric 2.8 2.5 2.4 2.1 1.8 1.6
constant (k) -32 -3.0 -2.8 -2.5 -2.3 -2.0
Copper effective resistivity 4.53 5.58 6.7 8.51 1291 14.06
(uQ-cm)
Wafer diameter (mm) 300 450 450 450 450 450

The lengths of the local interconnect and transistor gate lengths scale down similarly,
whereas intermediate/global interconnects tend to track the dimensions of a chip. Generally,
in consecutive technology generations, the die area should decrease by 50% but advanced de-
signs integrate more transistors and functionalities per chip, results in a requirement for more
die area. Over the years, die area and total interconnect length has increased by approximately
13% and 6% per year, respectively, resulting in an overall increase of interconnect delay by ap-
proximately 120% [28]. More delay implies increased power consumption, signal attenuation,
ringing effects etc. Hence, intermediate/global interconnects play a major role in determining
the performance of the present-day ICs. In DSM VLSI designs the global interconnect lengths

may run to several hundreds of meters.
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1.3 Evolution of Interconnect Materials

The continuous growth in an IC technology leads to reduced device dimensions, increased
complexity and larger chip sizes. Also, a tremendous increase in the demand for the IC’s with
component density and higher speed [29]. Initially, IC designers adopted Al metal as a VLSI
interconnect due to its compatibility with silicon (Si). Later on, with the downscaling of device
dimensions the reliability of Al interconnect decreased. In the recent past, Cu is considered
as a interconnect material alternative to Al due to its high current density. Further, as the high
frequency of operations are becoming more intense, researchers are forced to look for new and
reliable materials such as optical [30], Graphene [31] material based interconnects in the near

future.

1.3.1 Aluminum Interconnects

Recent IC’s require a large number of closely separated wires that integrate the com-
ponents on a single chip. To achieve lesser transit delays and higher packing densities, the

multi-layer interconnections must be considered with the growing IC technology [32].

For several generations of semiconductor technology, Al has been considered to form
metal interconnects due to its compatibility with Si and low resistivity. With the downscaling of
device dimensions the current density increases. This has a negative impact on the reliability of
IC’s that is due to the formation of hillock and electromigration, which causes electrical shorts

between consecutive levels of Al.

1.3.2 Cu as a substitute for Al Interconnect

With the advancement in technology, Al was unable to fulfil the demands due to its de-
merits. Thus, the researcher’s lookout for promising options with lower electrical resistivity
such as gold (Au), silver (Ag) and copper (Cu) as replacement of Al metal. Table 1.5 shows the

resistivity of these potential metals.

Au has low resistivity than Al, but it shows larger resistance to electromigration. Major
demerit is that gold establishes deep-levels in the bandgap due to the diffusion of gold in silicon
and thus badly influence the electronic characteristic of the device. Similarly, Ag establishes

deep-levels in the bandgap of silicon and diffuses in silicon dioxide (SiO,) consecutively due
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Table 1.5: Resistivity of conductor materials [30]

] Thin-film resistivity | Bulk resistivity
Material
(1€ cm) (u€2 cm)
Al 2.7 2.65
Au 4.1 2.4
Cu 2.1 1.7
Ag - 1.6

to its lower resistivity. Moreover, Ag exhibits a low melting point results in low resistance
to electromigration. However, Cu with low resistivity, higher melting point compared to Al
delivers better performance with respect to electromigration effects and stress. Today, Cu is

broadly used on-chip interconnect material in advanced IC’s.

1.3.3 Necessity of Future Interconnects

Further scaling down of interconnect dimensions have made surface scattering and grain
boundary scattering more prominent, resulting in increased resistivity of Cu material [16]. In
addition to this, the skin effect, electromigration effect, low thermal and electrical conductivity,
small mean free path (MFP) and limited current density also degrade the performance of an IC
[33]-[35]. Therefore, the requirements of new and reliable materials for IC interconnects has
increased. In the recent times, graphene-based nanomaterials such as carbon nanotubes (CNTs)
and graphene nanoribbons (GNRs) are considered as the most promising candidates proposed

as a substitute for Cu interconnects in advanced VLSI circuits [36, 37].

1.3.3.1 Carbon Nanotubes (CNTs)

CNTs are cylindrically rolled up single layered graphene sheets having diameters var-
ing from 1 to 5 nm. CNTs with their outstanding thermal and electrical properties, such as high
melting point (3800 K), higher thermal stability, large mean free paths and the maximum current
density (10' A/cm?), outperform the conventional Cu interconnect [38]. Based on the physical
properties, carbon nanotubes are classified into two types: single-walled CNTs (SWCNTs) and
multi-walled CNTs (MWCNTs) [39, 40]. The MWCNTs have few concentric shells of rolled up
graphene sheets with their diameter ranging from few nanometers to tens of nanometers. Based

on the chirality of graphene sheets, the SWCNT exhibits either metallic or semiconductor be-
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haviour whereas the MWCNT exhibits only metallic behaviour [37]. Due to the large diameter
and considering all the shells adequately connected to the metal contacts, MWCNTSs have long
electron MFPs and a great number of conducting channels compared to SWCNTs. Although the
MWCNTs provide similar current carrying capability as SWCNTSs, they are simpler to fabricate

due to their greater control over the growth process [41].

1.3.3.2 Graphene Nanoribbons (GNRs)

GNRs are strips of graphene layer with ultra-thin width. They are attracting many re-
searchers as a powerful alternative material for next generation VLSI interconnects [42, 43].
Most of the electrical and physical properties of GNRs are identical to the CNTs. However, the
advantage of GNRs over CNTs is that the fabrication of both interconnects and transistors can
be done on the same graphene layer [44]. Based on the number of stacked layers of graphene,
GNRs are categorized into two types: single-layer GNRs (SLGNRs) and multi-layered GNRs
(MLGNRs). Compared to SLGNRs, MLGNRs are mostly preferred as interconnect material
because of the easy fabrication process and lower resistivity. However, the major demerit is that
the fabricated MLGNRs show a little edge roughness [45, 46], resulting in decreased electron
MFP that considerably reduces the conductance of MLGNRs.

1.4 Motivation

In the early days of very large scale integration design, the relatively low integration den-
sity and low frequency of operation have suppressed the crosstalk-induced signal integrity ef-
fects. However, owing to the technology scaling in the submicron regime, there were significant
changes in the electrical characteristics and overall structure of interconnects [47, 48]. Thus, the
overall performance and robustness of an IC mainly depend on the interconnect lines and the
electrical behavior of the interconnect model is in turn influenced by the line parasitic elements.
Therefore, there is a need for accurate models to analyze the crosstalk-induced signal integrity

effects in the driver-interconnect-load (DIL) system.

To analyze the signal integrity issues, such as functional crosstalk and dynamic crosstalk
effects, there are several methods, such as analytical and SPICE solutions have been proposed
to model a DIL system as reported in [22]. However, in the present state of the art, most

of the researchers rigorously studied the crosstalk effects based on the conventional FDTD



Introduction 13

algorithm due to its accuracy [24]. The conventional FDTD model is a significant numerical
model for solving electromagnetic (EM) problems and partial differential equations. However,
the conventional FDTD method with better accuracy causes numerical dispersion error during
the propagation along the discretization [49, 50], leading to discrepancy in the results. Hence,
there is an extensive requirement of a novel method with an advantage in numerical dispersion

properties.

1.5 Problem statement

To model and analyze the crosstalk noise effects in DSM VLSI interconnects, in the re-
cent state of the art, most of the researchers used the conventional FDTD algorithm due to its
accuracy. However, the conventional FDTD model with better accuracy causes a numerical
dispersion error during the propagation along the discretization, leading to discrepancy in the

results.

1.6 Objectives

The objectives of the work are:

1. A novel mathematical model with an added advantage in numerical dispersion properties

need to be proposed for achieving better accuracy with respect to present state of the art.

2. To analyze the effect on propagation delay and crosstalk noise by varying coupling para-

sitics in resistive driven coupled Cu interconnects using the proposed method.

3. To analyze the crosstalk noise effects in CMOS driven coupled Cu interconnects based

on the proposed model.

4. To analyze the inclusive crosstalk effects in CMOS driven multiple coupled MWCNT

interconnects using the proposed model.
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1.7 Organization of Work

The thesis is organized into six chapters. The following section gives a summary of chap-

ters.

Chapter I presents a brief introduction to the importance of VLSI interconnects, various
delay and crosstalk models. The motivation behind this research work and the thesis objectives

and contributions are also presented. In the end, the organisation of the thesis is elaborated.

Chapter II reviews the recent related state of the arts available in the literature and a brief

outline of the thesis is also presented.

Chapter III explains the proposed MRTD model for signal integrity analysis of coupled
copper interconnects driven by the linear resistive driver at the 130-nm technology node. The
proposed model captures the behaviour of propagation delay and peak crosstalk noise on vic-
tim line against coupling parasitics (M}, and Ci,), which is in close agreement with those of

HSPICE simulation results and dominates over the FDTD method.

In chapter 1V, the proposed MRTD model is extended to non-linear CMOS driver for
the analysis of crosstalk noise in the coupled copper interconnects at the 32-nm technology
node. The non-linear characteristics of the CMOS gate are analyzed using the nth-power law
model. The robustness of the model is tested for the peak noise voltage and peak noise timing
at different input transition times for two coupled interconnects. Further, the model is extended
to three mutually coupled interconnect lines. Moreover, for the transient analysis, the MRTD

method is more time efficient than HSPICE.

Chapter V deals with an advanced interconnect material, i.e., multi-walled carbon nan-
otube (MWCNT) interconnect. The proposed MRTD model is used for the inclusive crosstalk
noise analysis of the CMOS-gate driven coupled MWCNT interconnects at 32 nm technology
node. The n-th-power law model is used to model the non-linear CMOS driver. The robustness
of the model is validated by testing it for dynamic crosstalk effects over different capacitive
load (Cp) values. Then, the proposed model is extended to three mutually coupled MWCNT
interconnects and the same is validated for different input switching modes. Furthermore, the
validation of the proposed model with future selective validation (FSV) proves its accuracy and

efficiency for analyzing the crosstalk effects in mutually coupled MWCNT interconnects.

The conclusions and future scope of the thesis are presented in Chapter VI.
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Literature Survey

This chapter provides the literature on interconnect parasitic extraction methods and dif-
ferent modeling approaches for analyzing delay and noise in on-chip interconnects. The recent

modeling techniques based on analytical and numerical methods are discussed.

2.1 Introduction

Interconnects are the physical links between electrical devices in ICs, printed circuit
boards (PCB), electrical packages, multiple circuit blocks, backplanes in an electronic system.
In VLSI, interconnect is a connecting path, usually a metal (Al/Cu) line, that joins different
points in the circuit. Whenever any signal propagates through the circuit, interconnect responds
in such a way that signal integrity suffers. The interconnect responds against the propagation of
any signal in terms of delay, noise, reflection and these depend on many factors which can be
classified into two groups. One group includes the factors associated with physical issues such
as interconnect dimensions and its material. Another group consists of factors related to signal
dependent issues such as the signal’s amplitude and transition time. Interconnects behave as
short circuit at low frequencies while at higher frequencies they behave as transmission lines
(TLs). At higher frequencies, the interconnects are more responsible for majority of the signal

degradation effects such as distortion, ringing, attenuation, signal delay, and crosstalk.

15
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2.2 Extraction of interconnect electrical parameters

The primary requirement for interconnect modeling is mapping the physical parameters of
the interconnect such as cross-sectional dimension, dielectric, length, and metal properties into
relevant electrical parameters (R, L, G, C per unit length (p.u.l)). This process is called as para-
sitic extraction of interconnects. Extraction of interconnect electrical parameters using physical
parameters can be done in two ways. One way makes use of analytical expressions developed
by Golzar et al. [51]. Another way for finding per unit length electrical parameters is using 2-D
field solvers, 2.5-D field solvers and 3-D field solvers [52, 53]. These field solvers provide good

accuracy as compared to the analytical expressions at the expense of computational complexity.

2.2.1 Analytical Capacitance Extraction

In the past, there are comparatively few analytical models available for the capacitance
extraction. The most popular model presented in [54] estimates the ground and coupling capac-
itances. The formulae presented in [54] have an accuracy of 10-15% when compared with the
system level performance simulators [55]. In addition, a new model [56] includes inter-layer (or
crossover) capacitance evaluation and achieves 5% error as compared to numerical field solvers
[55].

It is essential to figure out the advantages and disadvantages associated with the use of
analytical capacitance models. The main advantage is that the estimation of fast capacitance
due to their closed-form nature. However, with technology scaling, the accuracy of closed-form
equations becomes poor. Also, these expressions are restricted to a small set of structures. In
these closed-form expressions, the numerical coefficients are retrieved by adopting the least-
mean-squares-errors approach fitting from numerical models or experimental results that also
contain errors. Although the accuracy is good still these models cannot be compared with field

solvers extractions.

To compute the efficient capacitance and inductance of the interconnect segment, a pow-
erful three-dimensional (3-D) field solver tools were developed at Massachusetts Institute of
Technology (MIT) namely, FastCap [57] and FastHenry [58]. FastCap is used for the extrac-
tion of 3-D capacitance that calculates ground capacitance and coupling capacitance for ideal
conductors of arbitrary shape, size, and orientation embedded in arbitrary dielectric regions.
Similarly, FastHenry is used for the extraction of 3-D inductance that calculates self and mutual

inductances and resistances between conductors of arbitrary shape.
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2.2.2 FastCap

The field solver tool, FastCap, is particularly suitable to solve Maxwell’s equations. This
software helps users to reduce complicated structures to electromagnetically equivalent ones in
terms of capacitive elements. In the particular case, this equivalence is valid up to a frequency
bound of the harmonic content of the signals involved. Usually, this limitation is referred to
as the Quasi-Static approximation against the full-wave approach. In the field solvers, the first
distinction is observed at the dimensions of the geometries based on extraction. In the literature,

there exist three levels of parasitic extractors as follows:

2-D Extraction: In this process, the effect of lateral capacitance along the wire is assumed
to be uniform. The capacitance p.u.l. matrices are calculated by modeling the wires with infinite

length along the 3-D.

2.5-D Extraction: In this process, a combination of two orthogonal 2-D structures are
considered to model the 3-D effects. Once each section is transferred to a 2-D solver, the

corresponding results are combined based on matrix operations.

3-D Extraction: This solver can calculate the ground and coupling capacitances of a set of

3-D structures sunk in a dielectric. The open source software, FastCap, belongs to this category.

To summarize, FastCap offers an excellent accuracy and is applicable for a wide range
of structures as compared to analytical models. But the accuracy comes with a price of higher

computation time and more hardware.

2.2.3 FastHenry

The FastHenry tool is developed for the extraction of 3-D inductance that calculates self
and mutual inductances, conductance, and resistances between conductors of arbitrary shape.
Rather than the rectangular panels, geometries of the conductor are represented as linear seg-
ments connecting endpoint nodes. Segments and nodes are assigned to the input file in the

general form.

The fast multipole method (FMM) [59] was initially developed for the problems of particle
simulation. This is used with recursive methods to solve the dense integral equation matrices

resulting from the Laplace expressions. The tools for parameter extraction like FastCap [60]
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and FastHenry [61] adopts the FMM for accelerating the dense matrix-vector products required

by a recursive solver.

The freely available FastCap and FastHenry 3-D field solvers are accurate and powerful
tools for VLSI interconnect modeling, simulation, and parasitic extraction. However, their
application is restricted to simple structures and layouts, because layout extraction interface or
non-commercial graphical modeling to these tools are currently not available, and input model

files must be developed manually.

2.2.4 W-Model and TL Parameters Extractor

Another important ECAD (Electrical Computer Aided Design) tool, Avant Star-HSPICE
[62] is used to extract electrical parameters and to perform electrical simulations. This tool

typically computes the accuracy of the electrical timing simulator in two ways:

2.2.4.1 Field Solver

It is based on the upgraded version of the filament approach (for extraction of inductance)
and boundary-element method (BEM) (for extraction of capacitance). These models are also
included in Avant Raphael [63], a commercial EM field-solver, RLGC matrices are obtained
from a quasi-static analysis, in which TLs support only pure transverse electromagnetic (TEM)
waves. Arbitrary polygonal shaped conductors embedded in a vertically multilayered medium,
with various viable configurations of meshes and ground planes can be simulated with this

software. Complete verification of this field-solver is presented in [64].

2.2.4.2 W-Element

It is one of the HSPICE transmission line models, used to simulate simple lossless lines
as well as lossy coupled lines with better accuracy and efficiency. The model can be applied to
non-uniform and uniform TLs that are represented with ad-hoc approaches in order to obtain
the transfer function. The W-element with (N + 1) ports are specified with N number of inputs
and outputs, and two reference terminals is illustrated in Figure 2.1. There is no limit on the
number of coupled conductors. The main limitation of the W-element model is it can work only

for symmetric RLGC matrices per unit length.
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Figure 2.1: The star-HSPICE W-Element method

The advantages of HSPICE field solver are mainly represented by reduced simulation time
and more accuracy when compared to other 3-D parameter extractors. Additionally, with just
one W-element model tool, a complete characterization of RLGC can be retrieved and that
can be imported easily into more complex HSPICE netlists. This is the motivation for using

HSPICE field solver for extraction of parasitics in this research work.

2.3 Various interconnect models

nterconnect

]
Substrate

Ground Plane

Figure 2.2: 3-D and cross sectional view of an interconnect structure

The per unit length electrical parameters (e.g. p.ul R, L, G, C) are obtained using the
geometry of interconnects (Figure 2.2), there is a need for accurate models to estimate delay,
overshoot and crosstalk. Accurate interconnect models are needed to characterize the inter-

connect behavior accurately to estimate the real behavior. Interconnect models can be broadly
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classified into lumped and distributed models based on the signal wavelength and the physical
length of line. If the interconnect is shorter than the one-tenth of wavelength then it is con-
sidered as short interconnect otherwise it is a long interconnect. In general, electrically short
interconnects can be modeled using lumped models, while distributed models are needed for

electrically long interconnects.

There are various possible models starting from a simple capacitor to a frequency-
dependent parameter TL with varying degrees of accuracy. There is no perfect model for the
detailed EM analysis of a complete digital circuit with millions of interconnections and these
are beyond the computation capabilities possible today. In general, the EM phenomena of inter-
connects are therefore reduced to simple electrical models. Even complex electrical models are
reduced to further simpler electrical models like lumped capacitance model wherever accuracy
is not important. However, the simulation time of a complete system of millions of intercon-
nections would be excessively long. Hence, there is a need to assign a proper model to each
interconnection sub-system, which can predict only those effects significant for that sub-system,
without much computational complexity.

Model
Complexity

Full wave =

Inductive{

Non-
Inductive

distributed RLGC
distributed RLC
distributed RC

lumped RC

lumped C

>
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Figure 2.3: Validity of different interconnect models with respect to frequency [3].

The validity range of various models qualitatively in terms of frequency of the signal
propagating inside the interconnect is shown in Figure 2.3. It also includes the computational
complexity of each model. It is noticed that, the validity of maximum frequency operation of
any model is not exact, because the user can decide the required accuracy. For example, digital
circuit simulations in the early stages of physical design require an approximate estimate of
delay and therefore lumped capacitive model accuracy is enough. For iterative layout design
of densely populated ICs, accurate analytical models (distributed RLC/RLGC models) of delay

and crosstalk noise estimations are required.
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2.3.1 Analytical models for estimation of delay and peak crosstalk noise

in the interconnects

In 1948, Elmore [10] developed an analytical model based on the first moment for esti-
mating the delay of amplifier circuits, later this model was used for fast extraction of delay in
simple RC interconnects. For IC’s composed of millions of gates, it is often impractical to use
highly accurate and computationally efficient models to estimate delay at each and every node
in the circuit. Hence, the Elmore delay model is used as a quick estimator of relative delay
calculation of different paths in the circuit. Figure 2.4 shows an interconnect tree network com-
posed of resistance and capacitance elements. The delay of any path of tree network using this

model is written as equation (2.1).
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Figure 2.4: RC interconnect tree network.
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For noise analysis between two coupled lines, Sicard and Rubio [65] proposed a simpli-
fied model, which evaluates the effects of parasitic capacitive coupling. But this is applicable
only for the interconnects when they are considered as simple capacitor models. Also, Vittal
and Malgorzata [66] have considered the lumped capacitor model for appropriate channels and
derived bounds for noise expressions using the lumped model where the line resistance was

ignored. Later, this work is further extended in [14] to incorporate lumped m-model for RC
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interconnects. Besides, the extension of these generalized expressions to the distributed models

is less complicated.

In order to achieve better accuracy the lumped RC model must be treated as the distributed
RC model. In [11], Sakurai provided analytical delay calculations for distributed RC intercon-
nects. This model uses the Heaviside expression for calculation of time domain response. Using
these expressions, the optimized width is calculated to reduce the bus RC delay. This optimized
width is about half of the pitch provided the pitch is less than 4 times the height. For various
source and load capacitance values, 90% and 50% delay values were presented in equations
(2.2) and (2.3), respectively. The heuristic delay equation in this model is identical to the El-

more delay equation, which has similar constraints of the Emore delay model [10].

To9

R =1.02+2.3 (RTCT + Ry + CT) (22)
1
1% = 0.377 + 0.693 (R;Cy + Ry + Cy) (2.3)

Moreover, Sakurai [11] derived an expression to estimate the coupled noise voltage in
the victim line of the distributed RC network and presented its step response in terms of power
series. As this series is too complicated to solve analytically, this model approximates the circuit

to its first-order and extended the expression for the output voltage of two-coupled lines.

Currently, because of the high operating switching frequencies and the adoption of low
resistive interconnect materials, the parasitic inductance plays an important role in the perfor-
mance of on-chip interconnects. To estimate the performance of the interconnects accurately,

they must be considered as TLs or as distributed RLC lines [12].

Based on the moments of the first and second order, Kahng and Sudhakar [67] proposed
an analytical delay model for distributed RLC lines under step input to include the effects of
inductance. The estimated delay using this model are within 15% of SPICE delays. They
also extended their model to estimate the delay values for various combinations of source and
load parameters. In [68], Yu et al. developed a novel analytical approach, which is a second-
order RLC interconnect model for estimating delay, crosstalk noise and overshoot, accurately.
Depending on current return path identification, this model can be used to decouple a set of
coupled interconnects. Ismail et al. [69] developed an equivalent ElImore model for estimation

of 50% delay in an RLC interconnect tree. This closed form delay model includes all damping
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conditions (both monotonic and non-monotonic nature) of an RLC interconnect, which mainly
differs from the Elmore delay model non-monotonic nature. This model provides closed-form
solutions for the settling time, rise time/fall time, 50% delay and overshoot of signals in the
distributed RLC interconnect tree. Out of these expressions, the delay formula of an RLC inter-
connect tree has similar accuracy characteristics with respect to the Elmore delay model. Davis
and James [70] proposed a new compact model for the accurate analysis of transient response,
overshoot and delay in the single high-speed distributed RLC interconnect, and the same is ex-
tended to coupled interconnect lines [71] for accurate estimation of peak crosstalk noise and
transient response. Another efficient coupled crosstalk noise estimation method based on the
model-order reduction approach is developed by Martin and Sachin [72]. This method com-
putes the noise according to the time constant of the aggressor signal, the conductances and
sink capacitances of the victim and the aggressor nets, respectively, and the coupling capaci-

tance between those two nets.

Moreover, most of the researchers described the distributed RLC interconnect line as a
transmission line based on the ABCD matrix approach [73]—-[77], [2]. Banerjee and Amit [73]
introduced an efficient analysis of inductance effects for global interconnects and the time do-
main response of a DIL system. In this model, interconnect is driven by a series-resistance
and output parasitic capacitance of a repeater and the same is terminated by a load capacitance.
Using the ABCD matrix approach and Laplace domain techniques, they have presented the ac-
curate expressions for the transfer function of these global interconnect lines and their delay

calculations.

In [74], Chun Li et al. derived a new recursive model considering the ABCD matrix of
transmission lines for accurate estimation of propagation delay and time-domain response of
interconnect trees. This method provides the exact transfer function of a distributed RLC in-
terconnect tree using second-order approximation and moment matching for propagation delay
calculations and fast simulation time, respectively. The accuracy of the method is validated by

comparing it with HSPICE simulations.

In [75], Palit et al. presented the ABCD modeling approach, which is used to model the
crosstalk coupling noise on the victim interconnect due to single or multiple aggressors. The
same author in another paper [76] developed a distributed RLGC and decoupled victim line
model by considering all possible sources or coupling noise (mutual capacitance and mutual

inductance between the two adjacent victim and aggressor lines).
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Zhou et al. [77] presented an RLC model to improve the accuracy of interconnect delay
predictions in IC’s. Initially, using the ABCD matrix the first two moments of the circuit is
derived. And then the total delay is estimated using the rise time delay and transport delay.
Another analytical model based on a Fourier series representation of the periodic input signal
is proposed by Chen and Friedman [2], for the estimation of delay in RLC interconnect trees
and the analysis of crosstalk noise in multiple lines. In this model, a transfer function of the

interconnect line is derived based on the ABCD parameters.

However, with the higher clock frequencies, the on-chip interconnect lines behave as lossy
TLs. Therefore, some researchers estimated coupling noise and delay of on-chip interconnects
by adopting the transmission line model. Agarwal et. al. [20] developed an analytical frame-
work based on transmission line theory to model coupling noise in coupled RLC lines. This
model is applied to coupled lines under the terminal conditions introduced by CMOS drivers
and receivers. But, the nonlinear effects of CMOS driver is replaced with its equivalent linear
resistor and a capacitive load is considered at the receiver. This model is further extended by
Brajesh and Sarkar in [22],[78], to include the nonlinear characteristics of the CMOS driver.
These authors have adopted a-power law model [79] to represent the CMOS driver character-
istics. Then, Brajesh et. al [21] proposed the transmission line model with a-power law model

for DIL system to analyze the dynamic in-phase and out-phase delay in coupled lines.

These models that are purely limited to two coupled interconnect lines based on even-
odd modes are reported in [20]-[22]. The modeling of CMOS driver based distributed RLC
lines suffer from time/frequency domain conversion problem. This problem arises because the
CMOS driver is modeled in the time domain, whereas the partial differential equations are used
to solve the transmission lines model in the frequency domain. Therefore, many researchers
substitute the nonlinear CMOS driver with a linear resistive driver compromising the overall
accuracy of the model. In the recent past, the transmission line equations in time domain are

solved using the FDTD method [24] to avoid the conversion problem.

2.3.2 On-chip interconnect modeling based on FDTD method

The FDTD method is a suitable numerical approach for computational EM modeling. Ini-
tially, this method was developed by K. S. Yee [80] to solve Maxwell’s equations in the time
domain by discretizing the time-dependent PDEs in time and space considering central differ-
ence schemes. Later in 1994, C. R. Paul [81] analyzed multiconductor TLs by incorporating

lumped boundary conditions into the FDTD method. Then, this work was extended to ana-
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lyze the lossy TLs by J. A. Roden et al. [82]. Similarly, Li et al. [83] presented accurate
numerical FDTD method for the analysis of the transient response of a single TL driven by
CMOS inverter driver, which exhibits better accuracy with respect to SPICE simulation results.
Therefore, the FDTD method with better accuracy has attracted many researchers to analyze

the signal integrity issues in high-speed interconnects.

Li et al. [24] proposed FDTD-based model for the analysis of the transient response
of CMOS-gate driven coupled RLGC interconnects at 180 nm technology node. This work
presents the FDTD model with a second-order accuracy to solve Telegraphers equations, for
analysis of coupled interconnects and the non-linear behavior of the CMOS-gates is modeled
using a-power law model. Sharma et al. [84] adopted the FDTD method for both dynamic and
functional crosstalk analysis in lossy RLC interconnects. The authors validated the computed
results with respect to HSPICE simulations. But they considered the linear resistive driver to
drive the interconnects. In [85], they have studied the effect of coupling parasitics on propaga-

tion delay and coupling noise in the coupled RLC lines.

Recently, Kumar et al. [86] developed an FDTD model for accurate analysis of dynamic
crosstalk in CMOS-gate driven coupled on-chip Cu interconnects at 130 nm technology node.
And the CMOS gate was represented using a-power law model. However, a-power law model
becomes imprecise as the technology scales down below 180 nm, as the finite drain conductance
parameter (A1) is ignored in the a-power law model. Therefore, in [87] they proposed the FDTD
scheme for the analysis of on-chip Cu interconnects at 32 nm technology node, which uses the
n-th-power law model [88] to represent the CMOS driver. The n-th-power law model is more
accurate as it includes the A4, and velocity saturation effect. Later on, Kumar et al. analyzed
the inclusive crosstalk noise of coupled MWCNT interconnects driven by linear resistive driver
[89] and the same is extended to CMOS driver [90] considering modified @-power law model.
They developed a modified a-power law model such that the effect of A, is included. Further,
they applied the same to MLGNR interconnects [91].

Similarly, Agarwal et al. [92] proposed an accurate model based on the FDTD model to
analyze the crosstalk noise effects in current-mode signaling (CMS) and voltage-mode signal-
ing (VMS) coupled on-chip interconnects at 32 nm technology node. They represented non-
linear characteristics of CMOS-gate with n-th-power law model. Later, the same is extended to
MWCNT [93] and MLGNR [94] interconnects. Recently, Amit et al. [95] adopted the FDTD
method for transient analysis of crosstalk effects and temperature-dependent equivalent single

conductor (ESC) modeling for mixed-carbon nanotube bundle (MCB) interconnects.
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Many researchers considered the FDTD method as a significant numerical scheme for
solving EM problems and PDEs owing to its better accuracy. However, the FDTD method with
better accuracy causes a numerical dispersion error [49, 50] during the propagation along the
discretization. Hence, there is an extensive requirement of a novel method with an advantage in

dealing with numerical dispersion properties.

2.3.3 Review on Multiresolution time domain (MRTD) method

The multiresolution time domain (MRTD) scheme is a wavelet-based numerical method
proposed by Krumpholz and Katehi [96], which provides an efficient model for computation
of EM field. The numerical dispersion of the MRTD algorithm has shown great efficiency to
approximate the most accurate solution with negligible error as compared to the conventional
FDTD model. They have considered cubic spline Battle-Lemarie scaling and wavelet functions
to derive the MRTD algorithm. The dispersion curves of the MRTD scheme based on Battle-
Lemarie scaling function compared with ideal case and FDTD scheme are illustrated in Figure
2.5. Tentzeris et al. [50] performed stability and dispersion analysis of MRTD algorithm based

on Battle-Lemarie scaling function for zero-resolution wavelets and different stencil sizes.
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Normalized Wave number
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Figure 2.5: Dispersion curves of the MRTD scheme based on Battle-Lemarie scaling function
and FDTD scheme with respect to ideal linear case [49]
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In [97] and [98], the MRTD algorithm was derived considering Haar scaling and wavelet
function to expand the EM field components in orthonormal bases. However, this model shows
similar characteristics as the FDTD model. Fujii and Hoefer [99] expanded the MRTD model
based on Daubechies’ wavelet with two vanishing moments [100] to three and four vanishing
moments for time-domain EM field modeling. Later on, other researchers used different scal-
ing and wavelet functions such as Cohen—Daubechies—Feauveau (CDF) biorthogonal [101] and
Coifman [102, 103] scaling functions to present dispersion analysis, as a solution to scattering

problems, etc.

Recently, Tong et al [104] developed the MRTD model for the two-conductor lossless
and lossy TL equations based on Daubechies’ scaling functions. They performed stability and
numerical dispersion analysis of this model which made evident that the developed model show
better dispersion characteristics than the conventional FDTD model. Moreover, considering
the high vanishing moment of the scaling function provides more accurate results. Later they

extended their work to multiconductor TLs terminated with linear loads [105].

2.4 Summary

In this chapter, the interconnect electrical parameters extraction and the previous works
done based on SPICE, analytical, and numerical methods in the area of on-chip interconnect
modeling have been discussed. It provides the issues identified in the existing on-chip intercon-

nect modeling techniques and the framework for the research work in the thesis.



Chapter 3

Signal Integrity Analysis of Resistive
Driven Coupled Cu Interconnects using
MRTD

In this chapter an attempt is made to derive an MRTD model for analyzing the effects of
coupling parasitics on delay and crosstalk noise in the coupled interconnect lines driven by the

linear resistive driver.

3.1 Introduction

In the current era of DSM technology, the high wire density at high clock frequencies
results in significant coupling parasitics. Due to multiple effects of the parasitics, the circuit
performance is severely affected [106]. With growing number of long on-chip interconnects
and high operating frequencies, the role of mutual inductance (M,,) and coupling capacitance
(C12) on the performance are quite significant. One of the major factors on which the coupling
parasitics depends is the switching pattern of inputs [107]. In the multilayer structure, the
effect of coupling capacitance is restricted to adjacent layers and wires, whereas the mutual
inductance is not just restricted to the adjacent layers and wires, and its influence extends to all
parallel wires. These coupling parasitics lead to propagation delay and crosstalk noise, which

forms a bottleneck in the transmission of high-speed signals [108].

28
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The signal integrity affected by the crosstalk noise results in logic malfunctions or crit-
ical delays. The crosstalk induced peak can cause a logic error and false switching [22]. In
high-speed interconnects, an accurate estimation of noise/delay is dependent on interconnect
parasitics per unit length. Therefore, neglecting either M, or Cy, will result in an inaccurate

noise/delay estimation.

3.2 Development of the proposed MRTD model

The MRTD model is the adaptive alternative to the FDTD method based on wavelets. This
section deals with the implementation of the MRTD model, using Daubechies’ scaling function
as the basis function for analysing two coupled Cu interconnects driven by the linear resistor.
Figure 3.1 shows the schematic of DIL system of two coupled Cu interconnects, where R, is
line resistance per unit length (p.u.l.), L, is line inductance p.u.l., C, is line capacitance p.u.l.,
Cy, and Cy;, are load capacitances, Rp; and R, are driver resistances of linel at x=1 and line2

at x=2, respectively. M, is p.u.l. mutual inductance and C); is p.u.l. coupling capacitance.

Aggressor line Az

(line 1) <™

T / : .\ Cry
Victim line M, | | N\ C —_l__
\ .

(line 2) . 12 =
Rp;
Vb NN

) |\.\ ICLZ

a ~.
P RAz L.Az ~ .

Figure 3.1: DIL system for coupled Cu interconnects

The coupled interconnect lines are considered as TLs which are described by telegrapher’s

equation [81] as

Wz 0 +RI(z,0) + L—aI @n _ 0 (3.1a)
0z ot
Mt V(1)

where the voltages (V) and currents (I) are expressed in 2x1 column vectors and line parasitics

are represented in 2x2 matrices per unit length as shown below.
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The accuracy and stability of the MRTD method for solving telegrapher’s equations is
achieved by considering the voltages and currents which are separated by % in space and %
in time as shown in Figure 3.2, where Az is the space discretization interval and At is the time
discretization interval. Figure 3.2 is similar to the relation between the discretizations of space
and time of the FDTD scheme. However, due to the different voltage/current expansions, the

voltage/current components in the two methods are not identical.

Time(t)
n+3
(n + %) At ¢ mI
k+1
(n+1Af VZ“ ® .VI':;
In+%
k-3 +1
(n+3)ar e YaE
k+1
At
Az -_
> 2
#
nAt ¢ Vie
. . . . Space(z)
(k-3)az  kaz (k+1)Az (k +1)Az

Figure 3.2: Relation between discretizations of space and time.

The interconnect line of length / is driven by a linear resistor and terminated by a capacitive
load at z = 0 and z = [, respectively. The line is divided uniformly into Nz segments of length
Az = I%Z, representing the discretized voltage and current nodes which are unknown coefficients

as shown in Figure 3.3, where [, represent source current.

To solve (3.1a) and (3.1b), the voltage and current terms can be expanded using the known
functions (¢ (z) and A, () ) and the unknown coefficients following the method outlined in [96]

as,

+00

V= ), Vige@h @) (3.2a)

k,n=—00
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Figure 3.3: Spatial discretization of interconnect line for MRTD technique

+00

I(z,1) = ijf it (@ Py () (3.2b)

k,n=—o00

1

n+s

Where, V! and I, |
k+3

in terms of scaling functions. The indices n and k are indicated by temporally and spatially

are the coefficients for the expansion of the V and I, respectively,

discretized indices relating to time and space coordinates by means of t = nAt and z = kAz,

respectively. The function £, (¢) is defined as:

hy (1) = h(Ait - n) (3.3)

where /A(¢) is a pulse function given as

1 forlt < %
h() =43 forltl=1 (3.4)
0 forlt> %
The function ¢ (z) is defined as
b (2) = ¢(Aiz - ) (3.5)

where ¢ (z) represents Daubechies’ scaling function.

To derive the MRTD method for (3.1a) and (3.1b), we need the following equations
((3.6a)-(3.7b)) [109]:

(h (), by (1)) = 6n,n’At (3.6a)
O,y s (0
<hn (t) ) T> = 5n,n’ - 6n,n’+1 (36b)
(P (2), pi (2)) = Ok Az (3.7a)
a¢ /4L (Z) el
<¢k (z),ka—;> = Y 4 (3.7b)

i=—S}



32 Chapter 3, Section 2

where 6,,,, 0 represents the Kronecker symbol, S, in (3.7b) denotes the effective sup-
port size of the basis functions. The coefficients a(i) are called connection coeflicients and can
be computed using (3.8). Detailed derivation of the expressions (3.7a) and (3.7b) are presented
in Appendix A. By considering Daubechies’ scaling function having four vanishing moments
(D,) as the basis functions, Table 3.1 demonstrates the values of a(i) for 1 < i < §;,. The

values of a(i) for i < 1 can be obtained by using a symmetry relation a(—1 — i) = —a(i) and for

1 00
a(z):;f
0

where ¢ (1) represents the Fourier transform of a scaling function ¢ (z).

i>S,=a(i)=0.

3 [ Asind (i + %)d/l (3.8)

Table 3.1: Connection coeflicients a(i) of Daubechies’ scaling functions (Dy) [99].

o~

Connection Coeff. of D,

1.3110340773
-0.1560100110
0.0419957460
-0.0086543236
0.0008308695

0.0000108999
0.0000000041

N NN B W -

Implementing the Galerkin method [96] with the test functions ¢, 1 (z) h, (t) and
o1 (2 h,, 1 (1) to (3.1a) and (3.1b), respectively, the current and voltage iterative equations are

obtained as:

Sp
n+3 n+3 At . " "
oy = Bil [ =Bl Zl a (i) (Vi = Vi) (3.92)
Sp
n n At — r n+l n+l
v = vy - 2! Z a (i) (Ikﬂ_z_ -1 %) (3.9b)

Where
By = (1+4RL) " (1 - %RL)

By=(1+4RL)
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In the iterative equations (3.9a) and (3.9b), not only the near-end boundary voltage V*!
and far-end boundary voltage Vl’z,;i , are derived but also the iterative equations of the voltages

and currents near the boundaries also need to be updated. Near the boundaries the voltages

1 +1 . n+i n+l
are represented by V"' and Vi Lfori=2,3,---5, and the currents by Ii+ ; and Isz1—i+ :
i=1,2,3,---,5, — 1. All these voltages and currents have some terms that exceed the index

range in iterative equations (3.9a) and (3.9b).

For updating the iterative equations of voltages and currents, (3.9a) and (3.9b) need to be
decomposed using the relation in [101], which satisfies the coefficients a(i) given by
Sp
> @i - Dali) =1 (3.10)

i=1

substituting (3.10) into (3.9b), we obtain

Sy Sp Sh
. . n+l _ . N —1 . . ny o el
Z] Qi-Da() Vi = Z Qi-1)al)Vy Z; e i-nan(rt, - )|
(3.11)
Considering the corresponding terms with i, (3.9b) can be decomposed as
Qi-Da@®) V"' =Qi-Da@)Vy - Q2i-1)a() Ty —1( Z:f_% _ 1::3) (3.12)

fori=1,2,3,---,5,
3.2.1 Near-end terminal

The voltage and current node points at the near end terminal are represented by V; and Iy,

respectively, where the nodal equation at the terminal is given by
Vi =Rply + V} (3.13)

At k = 1, the iterative equation of near end terminal voltage is given by
Sp
At | L
n+l _ yn _ 7" ~-1 . n+5 _ n+s
Vit = V- C Z a(17-1"7) G.14)

Following the steps of (3.11) and (3.12), we can decompose (3.14) as

At n+5 n+s
(V! =a(®)Vi—a(h) F-C” (1;5 - If) (3.152)

2
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At n+s n+x
3a@) V! =3a@) Vi - 3a(2) 5-C" (1%*5 ) ) (3.15b)

1

At n+s n+s5
(28, — Da(Sy) Vi =28, — Da(S,) V' = (2S, — Da(Sy) =———C"! (1 o 3)

2S5, - 1)Az Sp+y =Spt3
(3.15¢)
Here, the iterative equations (3.15a), (3.15b) .... (3.15¢c) can be considered as the central dif-
n n 1
ference equations. In these equations, the subscripts of the terms I 12,1 +2 | ;;3 exceed
- 2

the index range. To overcome this problem, forward difference approach 1s used to replace the
central difference approach. Thus the iterative equations are obtained by keeping the weight

coefficients unchanged in each equation :

At n n
aM V! =a(Vy —a() T-C” (1 - ) (3.16a)

3aQ) VI =3a(2) V! - 3a(2) —c (1’”2 - 1”*2) (3.16b)

At
25, = DaSH V! = @Sy = DaS) Vi = @S, - Da Sy g (17, - 1)
(28 = DaSVi™ = 2y~ Da(Sy) Vi = (2S5 = Da(Ss) G C I
(3.16¢)

From the above equations (3.16a), (3.16b) .... (3.16¢) the iterative equation of near-end bound-

ary node voltage V7*! is given by

Sp

At 1 !

n+l _ n 2 -1 R n+ _ n+
Vit = v - 2c ;m () (IH; I ) (3.17)

n_ yn+l n
In (3.17), by substituting I B*% and modifying the equation (3.13) as I|} = il DV , We
obtain (3.17) as
Vil = Ay [ AV - Ry Z 2a )1}, Iy Za(z) (vt + V)] (3.18)
i=1 i=1

where,

-1
Ay = (§CRp + 22 a i)
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Ay = (§CRp - B2 a i)

3.2.2 Far-end terminal

Atk = Nz+ 1, following the steps from Section 3.2.1, the iterative equations at the far-end

boundary are obtained. The output current /.., of the capacitive load is given by

AV 1
Ingvi = Cp dtH (3.19)
The final iterative equation at the far-end terminal is given by
Sp
n n I’l+ n+
Vle = Ve —DiD; Za(l) N+21 Z 2a (i) szl il ] (3.20)
i=1

where,
Dy =(1+$C g al)
D2 = i—éC_l

In continuation with the algorithm, to derive and update the iterative equations, which
have some terms whose indices exceed the index range for all nodes between the terminals, a

truncation method is used.

Taking V*! as an example for k = 2,3, -+, S, and following the steps of (3.11) and (3.12),

we can decompose (3.9b) as

a(l)y vl = (l)V”—a(l)— (Ik:f—lk_*f) (3.21a)
3a2) Vi = 3a(2) V! - 3a (2)—0 (Zf—l}’j_*}) (3.21b)

n+l _ _ _ n_ _ _ At -1 I
@k=Halk=D V" = @k=Halk= DV = @k=3alk=1) se2C (1 (31212))
Z1C
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nl — n_ — L - _ n+j
@k=Dal) V™ = k= Da® V] -~ @k~ Da k) G—p73-C (1 - ) (3.21d)
n+l _ n _ At - ”+2 _ s
@+ Dalk+ DV = @k+ Dalks DV =@kt Dalk+ 1) g€ (%7 (31;1))
.Z1€e

(25, — 1 a(Sy) Vi = 28, — 1) a(Sy) Vi—(28, — Da(Sy) mﬁﬁcl (1:;{7_ - IZ+§,,+ )
(3.211)
From the equations (3.21a)—(3.21f), it can be observed that for the first k terms, the indices of
the equations doesn’t exceed the index range, whereas, all the equations for which the index
terms exceed the index range appear in the rest S, — k terms. As S, — k terms go out-of-bounds,
these equations are unavailable for forming iterative equations in MRTD method. To avoid this

problem, a truncation is made in the equations where the index range is exceeding.

By summing up the first k terms in equation (3.21a)—(3.21f), we can obtain the modified

iterative equations for k = 2,3,---,S,

k -1 k
vl = v - (Z Qi-1)a (i)) D, (Z a)(17}, - IZji%)) (3.22)

i=1 i=1

Using the same steps illustrated in (3.21a)—(3.21f), we obtain modified iterative equations

of voltages at interior points as shown in (3.23) and voltages near the load as shown in (3.24).

fOI'k:Sb-l-1,Sb+2,"',NZ—Sb,NZ—Sb+1

Sp
n+1 n n+3
yi =y - (;a(z)( Sy ;)J (3.23)
fork=Nz—-S,+2,Nz—-S,+3,---,Nz

-1

Nz—k+1 Nz—k+1
y :V,:’—( > (2i—1)a(i)] Dz( > a(l)( -1 )] (3.24)
i=1

i=1

The iterative equations of current can be updated by following the same steps of voltage

iterative equations with a slight difference. As shown in Figure 3.3, it is observed that the
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current nodes appear at the half-integer points, which means that all the currents are located at

the interior points of terminals. So, the currents near the terminals need to be modified.

For the iterative equations of current near the terminals, we need to decompose (3.9a) by
using the steps from voltage iterative equations. The final modified current iterative equations

are obtained as

for k = 1, near the source

Sp
n+d el At N ’
11:%2 = Bllljg - B L ! [Z a (i) (Vi - Vl“)] (3.25)
i=1
fork=2,3,---,5,
3 ‘ : A k
n+‘§ n+x . . _ . n n
=Bl —B [Z (2i - 1>a(z>] oL [Zl a (i) (Vir! - kaiil)] (3.26)
i=1 p
fork=8,+1,8,+2,---,Nz—S,,Nz— S, + 1, iterative equations at interior points are
n+% n+% At -1 3p . il ]
oy = By = Bl e 0 (vl - vitk) (3.27)

fork=Nz—-S,+2,Nz—-S, +3,---, Nz, iterative equations near the load are

1

n+3 n+ & . . _ At -1 & . n+1 n+1
L =B =B ) Qi-Dal) e > am (vt -vil) (3.28)
i=1

i=1

A bootstrapping approach is used for evaluating the updated voltage and current iterative
equations. Foremost, the voltage iterative equations are solved at fixed time using (3.18), (3.20),
(3.22), (3.23) and (3.24) in terms of past values of voltages and currents. Thereafter, the iterative
equations of currents are solved from (3.25), (3.26), (3.27) and (3.28) in terms of voltages
evaluated initially and form past values of currents. So, to get the stable output for the MRTD

iterative equations, the Courant stability condition [101], [104] is considered as
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which amounts to the condition that the time step must be no greater than the propagation time

over each cell. Here q is a Courant number given by g = Sbl = %4 and ¢ is the phase

PIATO] Az

velocity of propagation on the line.

3.3 Simulation setup

MRTD computations are carried out for the analysis of functional and dynamic crosstalk
behaviour due to the coupling parasitics (M1, and Cj,). The proposed model is validated using
the W-element model in HSPICE. The simulation results obtained using HSPICE are compared
with those of MRTD results. The functional crosstalk dependency is analyzed by considering
the victim line at static low and switching the aggressor, whereas the dynamic crosstalk depen-
dency behaviour is observed by switching the two lines simultaneously. The delay and crosstalk

are measured at the far end of the line2.

To show the effects of coupling capacitance (C;,) and mutual inductance (M;,) on both
delay and crosstalk noise, the signal integrity analysis is done with the global level interconnect
length of 2 mm in 130 nm technology. Ramp signal is applied as input with a transition time of
50 ps. The thickness and width of the interconnect line are considered to be equal to the height
from the ground plane and the space between the two interconnects, respectively. The relative
permittivity of the interlayer dielectric medium is assumed to be 3.2. Using an aspect ratio of
1.5 and line width of 0.6 um [86], the following line parasitic values are used for coupled-two

interconnect lines. The load capacitance C; is chosen as 10 fF.

1.6775 1.422

pF/m
1.422  1.6775

uH/m, C =

kQ/m, L =
0 —-78.78 121.57

[121.57 ~78.78

For the DIL system, each CMOS driver is replaced by its equivalent linear resistor for the

analysis.

3.4 Validation of the MRTD model and results

The proposed model is validated by considering the coupled two copper interconnect

structure as shown in Figure 3.1. In the DIL system of Figure 3.1, line 1 is considered as
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Figure 3.5: Dependency of in-phase delay on mutual inductance

aggressor and line 2 is considered as victim. The peak crosstalk voltage and propagation

delay are measured at the far end terminal of victim line.

Using the line parasitic values
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from Section 3.3, the mode velocities for a lossless case are calculated as even mode velocity
(31 = 0.868x10%m/s) and odd mode velocity (,,, = 1.397x10%m/s). The space discretization
(Az) is computed by considering break frequency of 6.37 x 10° Hz and the even mode velocity as
less than 13.626 x 10~*m. The time discretization (Af) is calculated by using the value of Az and

odd mode velocity for the Courant number ¢ = 0.7 and is obtained as less than 6.8276 x 10~ !2s.
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Figure 3.6: Dependency of out-phase delay on mutual inductance

The Mutual Inductance is varied from (1 — 1.6)uH/m to capture its effect on the crosstalk
noise and propagation delay. The crosstalk noise and propagation delay obtained from the
proposed model and FDTD method are compared with HSPICE and are shown in Figs.3.4-3.6.
The results show that the proposed model is in fine agreement with the HSPICE simulation and
that it dominates over the FDTD method in terms of accuracy. In Figure 3.4 with the increase
in mutual inductance the induced current increases leading to increase in peak noise voltage.
Figure 3.5 shows that the in-phase delay increases with the mutual inductance, which is due to
the fact that the effective inductance of the line increases with mutual inductance in the case of
in-phase switching of inputs. From Figure 3.6 it is observed that the out-phase delay decreases
with increase in mutual inductance since the mutual inductance introduces subtractive term of

voltage in the case of out-phase switching.

Further, the HSPICE simulations are performed to validate the proposed model by captur-

ing the effect of coupling capacitance on crosstalk noise and propagation delay. The effect of
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Figure 3.8: Variation of in-phase delay as a function of coupling capacitance

the coupling capacitance on peak noise, in-phase delay and out-phase delay are shown in Figure

3.7, Figure 3.8 and Figure 3.9, respectively. In Figure 3.7 with the increase in coupling capaci-
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tance the effective capacitance increases when the victim line is at static low, thereby capacitive
reactance decreases leading to increase the peak noise. From Figure 3.8 it is observed that, in-
phase delay is almost uniform with increasing coupling capacitance since the effect of coupling
capacitance is minimum for in-phase switching of lines. From Figure 3.9 it is observed that the
out-phase delay increases with increasing coupling capacitance, since due to Miller effect, the

coupling capacitance is effectively twice (2C},) its original value.
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Figure 3.9: Variation of out-phase delay as a function of coupling capacitance

Table 3.2: Comparison of computational error involved in crosstalk noise due to the mutual
inductance.

Mutual Inductance Peak Noise (V) 9 error

M, (uH/m) HSPICE | Proposed | FDTD | Proposed | FDTD

1 0.4082 04112 | 0.3998 -0.74 +2.06

1.1 0.4154 0.4161 | 0.4037 -0.17 +2.82

1.2 0.4211 0.4229 | 0.4131 -0.43 +1.89

1.3 0.42751 0.4294 | 0.4209 -0.44 +1.55

1.4 0.4273 0.4349 | 0.4248 -1.78 +0.60

1.5 0.441 0.4432 | 0.4358 | -0.496 +1.18

1.6 0.460 0.452 0.454 +1.74 +1.304
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Table 3.3: Comparison of computational error involved in crosstalk noise due to the coupling
capacitance.

Coupling Capacitance Peak Noise (V) % error

Cyz (pF/m) HSPICE | Proposed | FDTD | Proposed | FDTD
20 0.226 0.2203 0.215 +2.52 +4.86
40 0.325 0.3241 | 0.3187 +0.28 +1.94
60 0.388 0.3908 | 0.3841 -0.72 +1.01
80 0.435 0.4346 | 0.4297 | +0.092 +1.22
100 0.469 0.4664 | 0.4639 +0.55 +1.087
120 0.499 0.4927 | 0.4897 +1.26 +1.86
140 0.519 0.5129 | 0.5103 +1.18 +1.68

Table 3.4: Comparison of Computational Efforts Between the Methods.

Computational time (s)

72
<=
=]
=
%]
No. of = HSPICE MRTD FDTD
Coupled
lines
Two 0.215~0.22 | 0.186 ~ 0.19 | 0.145 = 0.15

The effect of varying mutual inductance and coupling capacitance on % error in peak cross
talk noise is tabulated in Table 3.2 and Table 3.3, respectively. By varying coupling parasitics,
FDTD method gives an average error of 1.79% and the proposed model gives an average error
of 0.203% in peak crosstalk noise. Moreover, from the results, using MRTD method an average
error of —0.64% in delay is observed for in-phase switching of inputs. Furthermore, by consid-
ering both in-phase as well as out-phase switching with varying coupling parasitics, an average
error of 0.84% in delay is observed. Here, the MRTD model is giving more accurate results
due to the better dispersion properties than FDTD method. It is also observed that the proposed
MRTD algorithm estimates peak crosstalk noise and delay in close agreement with HSPICE

results against variation in coupling parasitics.

The computational time for the HSPICE, the proposed MRTD and the FDTD model is
measured using the Intel Core 17 processor - 3770 CPU@3.40 GHz. Table 3.4 shows the corre-
sponding computational effort of each model. It is observed that the CPU run-time of HSPICE
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Figure 3.10: Effect of frequency on accuracy of the model

is higher than both MRTD and FDTD models, but MRTD is slightly slower than FDTD, due
to increased number of iterations for better accuracy. Hence, there exists a trade-off between

simulation time and accuracy.

Further, the impact of propagation delay and crosstalk noise on the accuracy of model for
a range of frequencies is illustrated in the Figure 3.10. It is assured that approximately 100%
accuracy is maintained for a broad frequency range although a slight perturbation does exist

within a short range of frequencies.

3.5 Summary

In this chapter, multiresolution-time-domain method, employing Daubechies’ scaling
function with four vanishing moments is proposed to analyze 50% propagation delay and peak

noise in the coupled driver-interconnect-load system.

Initially, the MRTD method is derived to solve telegraphers equations for copper intercon-
nects by applying boundary conditions at near end terminal driven by a linear resistor and at

far end terminal terminated by a load capacitance. Then, the crosstalk effects such as delay and



Signal Integrity Analysis of Resistive Driven Coupled Cu Interconnects using MRTD 45

peak noise are analyzed with varying coupling parasitics. Further, the impact of delay and peak
noise on the accuracy of the model for a range of frequencies is observed. The proposed MRTD

model provides better accuracy as compared to conventional FDTD model.



Chapter 4

MRTD Model for the Analysis of
Crosstalk in CMOS Driven Coupled Cu

Interconnects

In this chapter, the non-linear characteristics of CMOS-gate driver are included employing

n-th-power law model.

4.1 Introduction

With the evolution of deep sub-micron CMOS technology, the circuits in chips (SoCs)
allow Giga-scale integration. In such circuits, the analysis of interconnects have become ex-
tremely important to determine the performance of a circuit such as power consumption and
time delay. In addition to the delay, with the high operating frequencies, crosstalk is a pitfall
in the design of interconnect structures for circuitry. As on-chip circuitry is gradually miniatur-
ized, the adjacent interconnects are brought into closer proximity. Accordingly, the undesired
signal coupling between the interconnects gets elevated [106]. So, the precise prediction of
peak crosstalk noise and peak noise timing in a DIL system has become a critical design view

for a long period [106].

For the analysis of the crosstalk noise, most of the earlier models have considered non-

linear CMOS driver as a simple linear resistor [20] [23], which leads to a discrepancy in the

46
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| <€«Z> Aggressor line

Figure 4.1: DIL system for CMOS driven coupled Cu interconnects.

results. Because, during the transient, MOSFET operates in saturation region about 50% of its

operating time and rest of time in linear (or) cutoff regions [110].

4.2 Formulation of the MRTD Method

The proposed MRTD method is developed using Daubechies’ scaling function as the basis
function having four vanishing moments for coupled VLSI interconnects. In a more practical
approach, CMOS drivers are considered for analyzing the performance more precisely. Ca-
pacitive loads are considered for the termination of interconnect lines. The schematic of the
CMOS-driven coupled interconnect lines are shown in Figure 4.1. C,; and C,, are the para-
sitic capacitance of CMOS, where C, represents drain diffusion capacitance and C,, represents

gate-to-drain coupling capacitance.

Where R, is the line resistance per unit length (p.u.l.), L, is line inductance p.u.l. C, is
line capacitance p.u.l. The subscript ’x’ represents aggressor line at x=1 and victim line at x=2.
C| is the load capacitance. The interconnect lines are coupled inductively M, and capacitively
C,.
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Figure 4.2: Spatial discretization of MRTD technique for DIL system.

4.2.1 Modeling of Coupled VLSI Interconnects

The coupled on-chip interconnects considered as distributed RLC transmission lines are

described by telegrapher’s equation [81].

OV (z,1) G _, 1)
= .

+RI(z,t) + L
0z

0l (z,1) oV (z,1)
C -
oz " o

0 (4.1b)

T
where the voltages (V) and currents (I) are expressed in 2 X 1 column vector form [Vl Vz] ,

T
[Il Iz] and line parasitics are expressed in 2 X 2 matrices per unit length as shown below.

R, O
0 R,

L, Mp
M, Lo

C+C,p, —-Cpp
-Cn G +Cpy

R: = =

b

9

A CMOS driver drives the interconnect line of length / at z = 0 and capacitive load ter-
minates it at z = [. The line is divided uniformly into Nz segments of length Az = Niz, repre-
senting the discretized voltage and current nodes which are unknown coefficients as shown in

Figure 4.2., where [, represents the source current.

Solving the equations (4.1a) and (4.1b) by using (3.2)-(3.7) produces exactly similar iter-

ative equations of voltages and currents as in chapter 3 i.e., the equations (3.9)-(3.12).

Sp
n+ 3

3 At _ : n n
Ik+%2 =B, - BZA_ZL 1 ;a(z) (Vi = Vi) - (4.2a)

Sp
At o [ nt+d n+i
vl =y - ¢! E a (i) (Ik:l?_ -1 ,). (4.2b)
Az i1 ’ ’
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Where,

By =(1+%RL™) .

In the iterative equations (4.2a) and (4.2b), not only the near-end boundary voltage V|*!

and far-end boundary voltage Vl’z,;i , are derived but also the iterative equations of the voltages

and currents near the boundaries also need to be updated. Near the boundaries the voltages

1 +1 . n+i n+l
are represented by V"' and Vi Lfori=2,3,.---.5, and the currents by Ii+ ; and Isz1—i+ :
i=1,2,3,---,5, — 1. All these voltages and currents have some terms that exceed the index

range in iterative equations (4.2a) and (4.2b).

For updating the iterative equations of voltages and currents, (4.2a) and (4.2b) need to be

decomposed using the relation in [101], which satisfies the coefficients a(i) given by

Sp
Z(Zi ~ Da() = 1. (4.3)
i=1

Substituting (4.3) into (4.2b), we get

Sp Sp Sp . X
Z Qi—1)a() Vi = Z Qi-1)ali) V) - Z: Qifﬁc—l |i-va(r7, -1 )|
(4.4)

Considering the corresponding terms with i, we can decompose (4.2b) as:

Qi-Da@) V™ = Qi-DaG) V' = Qi-1)a) o). @)
k k k—i+5

e |
2i-1)Az ( kvi=3

fori=1,2,3,---,5,

Equation (4.5) is further modified by applying the boundary conditions as illustrated in

section 4.2.2 and section 4.2.3, respectively.

4.2.2 Modeling of CMOS Driver

The CMOS drivers are modeled using n-th-power law model that considers the effect

of finite drain conductance parameter (1;) along with velocity saturation. During transient
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simulation the operation of the p-channel metal oxide semiconductor (pMOS) and n-channel
metal oxide semiconductor (nMOS) transistors are in either linear, saturation (or) cutoff regions
[110].

The pMOS and nMOS current equations using n-th-power law model are

Ipsarp (1 + Aa, Vpp — VDS)) (2 - V‘?SS_A‘?;S ) (Vegs_/xs) Vs > Vpp — Vpsarp
(linear)
I, = Ipsarp (1 + Aa, Vpp — Vps )) Vps < Vpp — Vpsarp (4.62)
(saturation)
0 Ves = Vpp — |VTp|
(cutof f)
Ipsara (1 + A4,Vps) (2 - VDVS%) (VDVS%) Vs < Vpsarn
(linear)
I = Ipsarn (1 + A4, Vps) Vs = Vpsarn (4.6b)
(saturation)
0 Vs < Vi
(cutof f)

where Ipsarp (Ipsarn)s Aa, (4,)s Vosarp (Vpsara), and Vr, (Vr,) are the drain saturation current,
finite drain conductance parameter, drain saturation voltage and the threshold voltage of pMOS
(nMOS), respectively. The drain saturation voltages and currents of pMOS and nMOS are

obtained from

Vpsary = K, (VDD - Vgs — |VTp|)mp . (4.7a)
Vosarn = Ky Vgs = V)™ . (4.7b)
w n
Ipsary = L_po (VDD - Vis — |VTp ) " 4.7¢)
eff
W, "
Ipsarn = L_Bn Vs = Vi)™ 4.7d)
eff

The parameters K, (K,) and m,, (m,,) control the linear region, whereas B, (B,) and n, (n,)
control the saturation region characteristics of pMOS (nMOS) transistor. The effective channel
length is represented by L.ss and the width of pMOS (nMOS) represented by W, (W,). The
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Table 4.1: Model parameters of pMOS and nMOS for 32-nm technology node [87].

Parameter pMOS nMOS
m 0.087 0.211
n 1.07 0.915
B 8.01 x107® | 35.5x 10°¢
K 0.316 0.369
A4 3.11 0.867
Vr 0.366 0.36

model parameters [87] of pMOS and nMOS transistors are listed in Table 4.1 for 32-nm tech-

nology node.

4.2.3 Modeling of DIL System

Modeling of the DIL system is incorporated with the boundary conditions. The current
equations incorporate near-end and far-end interconnect terminal conditions, where the nodal

equation of the source current (/) at the near-end terminal (at kK = 1) is given by:

dV

. dv,
IOZCmW_(Cm"'Cd)W"'(Ip_In)' (48)

where V, = Vgg and V; = Vpg
By applying the Galerkin technique [96] to (4.8), we obtain

(A2) (AN I = €,y (A) (VI = V2)=(Con + Ca) (A2) (ViF! = VI)+(A2) (AD) I+ —(A2) (AD) I
(4.9)

So, the voltage at near-end terminal of interconnect is obtained by substituting k£ = 1 in (4.2b)
Sp
Al n+i n+d
n+l _ ym _ -1 : _
Vit =Vj AZC i; a (i) (IH%2 I_HZ%). (4.10)

Equation (4.10) is decomposed by following the steps from the (4.3)—(4.5). From the decom-

1
position, we know that the subscript of the term In:r+23 in (4.10) exceeds the index range, for
)

i=2,3,---,8p. So, a forward difference scheme is used to overcome this difficulty. Therefore,
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the final iterative equation for near-end terminal voltage (Vf“) is updated as

At & P
Vit = V- 2 ) 2a0) (11,:; - 10+2). @.11)
i=1

+1
I+
2

1
In (4.11), by substituting Ig+2 = and I(’)’Jrl from (4.9) we get

Sp el Sp yn+l _yn
VifH—l — Vi’l —A]AQ 2Za(l) Ii+; - Za(l) (I(l:)l + Cm (%) + IZ‘H _ IZ‘H)) (412)

i=1 i=1 !

where,
- -1
Ay =(1+S(Cu+C) L a() and
Ay = 8C

Similarly, at the far-end terminal (k = Nz+1), the nodal equation of the load current (Iy,,)

is given by
Iy = €, 201, (4.13)
dt
The final iterative equation at the far-end terminal is given by
Sh o Sp i
Vil = Vi — DD, (Z a() = 2a ) D] (4.14)
i=1 i=1

where,
Dy =(1+$C" % a()). and
D2 = ﬁ—éc_l.

In continuation with the algorithm, to derive and update the iterative equations, some term
indices exceed the index range for all nodes between the terminal, therefore a truncation method

is employed.

Taking V,?” as an example for k = 2,3, ---, 5, and following the steps from (4.4) and (4.5),

we can decompose (4.2b) as

At n+s n+5
aM V! =aV - a() z-C” (1*5 —1*2). (4.152)
V4
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At n+s n+s
3a@) V! =3a@) V] - 3a(2) 5C (1 S *5). (4.15b)

3 3
k+3 k=3

n+l _ _ n_ _ At 1 [t _ n+i
Ck-1Dak) V" =Q2k—-1)a(k) V}/ — 2k —1)a (k) —(Zk—l)AZC (IZk—; I% ) (4.15¢)

Qk+Datk+ D)V = Qk+ Datk+ 1)V}

1
n+§ n

-1

_ oAbk
QRk+1Dak+1) 2kt DAz ( et T L

o= +

%) (4.15d)

2S, - Da(Sy) Vit = 28, - Da(S,) V¢

25, — Da(S AL (e (159
— (@28, =Dal b)m (k+sb—%_ k—Sb+%)

From the (4.15a)—(4.15e), it can be observed that for the first £ terms, the indices of the
equations doesn’t exceed the index range, whereas, all the equations for which the index terms
exceed the index range appear in the rest (S, — k) terms. As (S, — k) terms go out-of-bounds,
these equations are unavailable for forming iterative equations in MRTD method. To avoid this

problem, a truncation is made in the equations where the index range is exceeding.

By summing up the first k terms in (4.15a)—(4.15¢e), we can obtain the modified iterative

equations for k =2,3,---, 5,
k -1 k 1 1
n+1 _ n _ . R . n+s _ n+s
yi =y (; Qi-1)a (z)) D, [Z aG(17t, -1 )] . (4.16)

Using the same steps illustrated in (4.15a)—(4.15¢e), a modified iterative equations of voltages

at interior points as shown in (4.17) and voltages near the load as shown in (4.18).

fOI'k:Sh+I,S;,+2,"',NZ—S}7,NZ—S},+1

Sb 1 1
Vil yn_p, (Z a (i) (1:;5_% - 12_*;2)] 4.17)

i=1
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fork=Nz—-S,+2,Nz—S,+3,---,Nz

-1

Nz—k+l N n+l n+l
Vit =v; —( Z (2i - 1)a(i)] Dz( Z a (i) (’k+,-2_; —Ik_;;)] (4.18)
i=1

i=1

The iterative equations of current can be updated by following the same steps of voltage
iterative equations with a slight difference. As shown in Figure 4.2, it is observed that the
current nodes appear at the half-integer points, which means that all the currents are located at

the interior points of terminals. So, the currents near the terminals need to be modified.

For the iterative equations of current near the terminals, we need to decompose equation
(4.2a) by using the steps from voltage iterative equations. The final modified current iterative

equations are obtained as

for k = 1, near the source

Sb
n+% _ n+% At -1 . il ]
11+% - Bl[n% _BZA_ZL (;a(l)(vm -V ) . 4.19)
fork=2,3,---,8,
n+3 n+j S - B Ar S ntl _ ymtl
"L =B B Z;(zz— Da®| FL lea(z)(v,m ~vil) (4.20)

fork=8,+1,8,+2,---,Nz—S,,Nz— S, + 1, iterative equations at interior points are

n+

Ll NI
Il
&
~

Sy
n+3 Ar _ . n n
k+%2 - BZA_ZL I(ZI:"(’) (Vk:il - Vkﬁu)) 4.21)

fork =Nz—-S,+2,Nz— S, +3,- -, Nz, iterative equations near the load are

-1

5 . Nz—k+1 At Nz—k+1
n+s n+5 . . — . n n
I = B11k+%2 - Bz[ Z}: (2i - 1)0(1)] A_ZL ! [ Z a(i) (Vk:il - ijia—l)) 4.22)

k+1
: i=1

A bootstrapping approach is used for evaluating the updated voltage and current iterative
equations. Foremost, the voltage iterative equations are solved at fixed time using (4.12), (4.14),

(4.16) — (4.18) in terms of past values of voltages and currents. Thereafter, the iterative equa-
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tions of currents are solved from equation (4.19) — (4.22) in terms of voltages evaluated initially
and form past values of currents. So, to get the stable output for the MRTD iterative equations,
the courant stability condition [104], [101] is considered as

aA:

At < (4.23)

which states that the propagation time must be greater than the time step, over each cell. Here

L _ o
> la) Az

q is a Courant number given by g = and 9 is the phase velocity of propagation on

the line.

4.3 Simulation Setup and Validation of Results

The proposed MRTD method is validated in HSPICE using W-element method and com-
pared with the conventional FDTD method. The coupled interconnect lines are driven using
symmetric CMOS drivers. To maintain the symmetry in operation of CMOS inverter, the as-
pect ratio of W), to W, is chosen to be 2:1, with the width of pMOS (W),) is chosen to be 3.2 um.
A ramp signal with a transition time of 10 ps, is considered as an input. The technology used is
32-nm with thickness and width of the interconnect line as 0.66 ym and 0.22 um, respectively,
with an aspect ratio of 3:1 [87]. The height from the ground plane is considered to be equal
to the thickness of the interconnect line and the spacing between the two interconnect lines is
assumed to be equal to its width. The global level interconnect length, load capacitance and
inter-layer metal-insulator dielectric constant of the line are 1 mm, 2 fF and 2.2, respectively.

The line parasitics extracted using the setup mentioned above are shown in Table 4.2.

The corresponding mode velocities, for given line parasitics, are calculated as odd mode
velocity ¢, = 1.71 x 10® m/s and even mode velocity J, = 1.45 x 10® m/s. To obtain high
accuracy, the value of space discretization (Az) is computed to be less than 0.46 mm, by con-
sidering break frequency of 32 GHz and even mode velocity. The time discretization (Az) value
is calculated to be 1.869 ps by using the value of (Az) and odd mode velocity for the Courant
number q=0.7.

4.3.1 Transient Analysis of coupled two interconnect lines

The analysis of inclusive crosstalk noise at far-end terminal of the victim line is performed

using, HSPICE, conventional FDTD method and the proposed MRTD method. The transient re-
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sponse of switching of functional crosstalk and dynamic in-phase as well as out-phase crosstalk,
are illustrated in Figure 4.3a—4.3c. For functional crosstalk, the victim line remains at ground
level, whereas, the aggressor line makes a transition from the ground to Vpp. For dynamic
in-phase crosstalk, the switching from ground to Vpp takes place in both aggressor and victim

lines. Finally, the transition takes place from Vpp to ground and ground to Vpp in aggressor and
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Figure 4.3: Transient response at the far-end terminal of the victim line during the switching of
(a) functional crosstalk (b) dynamic in-phase and (c) dynamic out-phase crosstalk.

victim lines, respectively for dynamic out-phase crosstalk. It is observed from Figure 4.3 that
the proposed MRTD method dominates the existing conventional FDTD method and is in good
agreement with HSPICE.

Table 4.3 presents the computational error in predicting the crosstalk induced peak voltage
and timing, on quiescent victim line, using the proposed MRTD model and the conventional
FDTD, with respect to HSPICE simulations. The percentage error can be calculated for the
methods (My,) with respect to HSPICE (Hjs p;cg) by using the equation (4.24).

HSPICE - Mth

error(%) :( Hme
PICE

) x 100 (4.24)
The model is tested for the robustness at different input transition times. It is observed from
Table 4.3 that, for the proposed model, the average error in prediction of crosstalk peak voltage
is 0.14 % when compared to that of 2.7 % for conventional FDTD method. It can also be
inferred from the Table 4.3 that the peak noise timing is well predicted using proposed model
with average error of 1.9 % when compared to that of 2.8 % using the conventional FDTD
method. Here, the MRTD model is giving more accurate results due to the better dispersion

properties than FDTD method.
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Figure 4.4: Schematic of CMOS driven three-coupled interconnect lines.

4.3.2 Transient Analysis of three mutually coupled interconnect lines

Further, the proposed MRTD method is extended to three-coupled interconnect lines as
illustrated in Figure 4.4 and it is validated using HSPICE (W-element). The interconnect line
parasitics for the analysis of the crosstalk of three-coupled lines can be extracted using the
setup described in section 4.3. The coupling capacitance between the two aggressor lines can

be neglected safely as the spacing between them is large [71].

Rl 0 0 L1 M12 M13 Cl + C12 _C12 0
R=({0 R, O L=M;; L, Myu[C=| -C Cy+Cp+Cy Cr+Cy
0 0 Rj Miz My Ls 0 —Cy3 Cs +Cy3

The comparison of the transient response of crosstalk switching on victim line for three-
coupled interconnect lines between the proposed MRTD method, HSPICE and the conventional
FDTD method for two different test cases are illustrated in Figure 4.5. It is observed that the
proposed MRTD method is in good agreement with the HSPICE simulation results. From
Figure 4.5a and 4.5b, it is also observed that a peak is resulted in the response using the conven-
tional FDTD method due to its numerical dispersion properties. However, the proposed MRTD
method with its great advantages in numerical dispersion properties [S0][98, 99] dominates over
the conventional FDTD method with respect to accuracy. Table 4.4 presents the computational
error involved in predicting the crosstalk induced 50 % delay on victim line due to aggressor
lines using the proposed MRTD method and the conventional FDTD method with respect to
HSPICE. The proposed model has an average error less than 1 %, whereas, the conventional

FDTD method has an average error more than 3 %.
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Figure 4.5: Crosstalk induced 50% Delay analysis on victim line due to aggressor lines (a) test
case-1, (b) test case-2 for three-coupled interconnect lines..
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Table 4.4: Computational error involved for 50% Delay on victim line of three-coupled inter-
connects (Agg.*—Aggressor & conv.*—conventional).

Input Switching Mode 50% Delay [ps] on Victim line
error(%)
Test Agg.* Victim | Agg.* conv.* conv.*
Cases | linel line line2 | HSPICE | MRTD | FDTD | MRTD | FDTD
1 VpptoO | VpptoO | VpptoO 35 3443 | 33.89 1.91 3.45
2 VoptoO | VpptoO Vbp 66.088 66.88 642 | -1.198 | 2.86

Table 4.5: Comparison of elapsed CPU time of the methods for two and three mutually coupled
interconnects (conv.*—conventional).

Elapsed CPU time (s)
72
=}
=
=
*]
*
No. of = HSPICE MRTD | conv.* FDTD
Coupled
lines
Two 0.2466 ~ 0.25 | 0.19035 | 0.1699 ~ 0.17
Three 0.382 0.3061 0.2827

The elapsed CPU time for the proposed MRTD method, the conventional FDTD method
and the HSPICE (W-Element method) is determined using the Intel Core 17 processor - 3770
CPU (3.40 GHz). Table 4.5 shows the corresponding elapsed CPU times of each method. It
is observed that the elapsed CPU time of HSPICE is higher than both MRTD and conven-
tional FDTD methods, but MRTD is little bit slower than conventional FDTD, as more number

of iterations are required for MRTD than the conventional FDTD to achieve more accuracy.

Therefore, there is a trade-off between accuracy and simulation time.

4.4 Summary

This chapter deals with the modeling of DIL system, which includes the non-linear charac-

teristics of a CMOS-gate-driver by employing n-th-power law model. The functional/dynamic

crosstalk analysis is performed on two and three mutually coupled copper interconnect lines
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driven by non-linear CMOS-gate. The results show the dominance of the proposed MRTD
method over the conventional FDTD method. Also, the proposed scheme is more time efficient
than HSPICE.



Chapter 5

Crosstalk Noise Modeling of CMOS-Gate
Driven Coupled MWCNT Interconnects
Using MRTD

This chapter focuses on the modeling of advanced interconnect material (i.e., multi-walled

carbon nanotube interconnects) driven by non-linear CMOS-gate driver.

5.1 Introduction

One of the traditional interconnect materials used in deep-submicron VLSI integrated cir-
cuits is copper. The scaling down of interconnect dimensions has made surface scattering and
grain boundary scattering more prominent, resulting in increased resistivity of Cu material [16].
In addition to this, the skin effect, electromigration effect, low thermal and electrical conduc-
tivity, small MFP and limited current density also degrade the performance of an IC [33]-[35].
Therefore, the requirements of new and reliable materials for IC interconnects has increased.
In the recent times, carbon nanomaterials such as carbon nanotubes and graphene nanoribbons
form one of the most promising candidates proposed as a substitute for Cu interconnects in ad-
vanced VLSI circuits [36, 37]. CNTs, with their outstanding thermal and electrical properties,
such as high melting point (3800 K), higher thermal stability, large MFPs and the maximum

current density (10'© A/cm?) outperform the conventional Cu interconnect [38].

63
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| Ground plane E

Figure 5.1: Geometry of the MWCNT over a ground plane.

Based on the physical properties, carbon nanotubes are classified into two types: SWCNTs
and MWCNTs [39, 40]. The MWCNTs have few concentric shells of rolled-up graphene sheets
with their diameter ranging from few nanometers to tens of nanometers. Based on the chirality
of graphene sheets, the SWCNT exhibits either metallic or semiconducting behaviour whereas
the MWCNT exhibits only metallic behaviour [37]. Due to the large diameter and considering
all the shells adequately connected to the metal contacts, MWCNTs have long electron MFPs
and a great number of conducting channels compared to SWCNTs. Although the MWCNTSs
provide similar current carrying capability as SWCNTs, they are simpler to fabricate due to
their greater control over the growth process [41]. Therefore, in the present state of the art
MWCNT has been considered as interconnect to analyze the signal integrity issues of DIL

system.

5.2 ESC model for MWCNT interconnects

This section discusses an equivalent RLC model of an MWCNT interconnect line which
is placed over a dielectric medium with dielectric constant £ and positioned above the ground
plane at a distance H. The geometry of an isolated MWCNT interconnect having length ‘/°
positioned above the ground plane is illustrated in Figure 5.1. The MWCNT consists of M
shells with the inner-most and the outer-most shells of diameters d; and d,, respectively. In
Figure 5.1, ¢ represents the van der Waals gap, which is a gap(~0.34 nm) between the two
neighboring shells.

The schematic of the ESC model of mutually N-coupled MWCNT interconnects driven
by CMOS driver is shown in Figure 5.2. Here C,, (gate-to-drain coupling capacitance), Cy

(drain/source diffusion capacitance) are the parasitic capacitances of CMOS. Ry, represents
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Figure 5.2: Schematic of the ESC model of mutually N-coupled MWCNT interconnects driven
by CMOS driver

the average value of equivalent resistance introduced by the total imperfect contact resistance
(Rc) and the quantum resistance (Rq), Rs 1s the per unit length (p.u.l) carrier scattering re-
sistance. The distributive line inductance (Lg,) is computed using mutual inductance between
the shells and their kinetic inductance, and L, is the magnetic inductance p.u.l. The distribu-
tive line capacitance (Cy,) is computed using coupling capacitance between shells and their
quantum capacitance, Cg_is the p.u.l electrostatic capacitance. The subscript x of the dis-
tributed line parameters represents the parameters corresponding to Line 1, Line 2,...Line N
at x = 1,2,... N, respectively. The values of Lg, and Cy, can be calculated using the iterative
expressions [38],[111], whereas, the values of Cg_, Ly, and the mutual inductance (M;,) as
well as coupling capacitance (Ci,), between two MWCNT interconnect lines can be obtained
using the industry preffered tools such as Raphael (Synopsys tool) and the Ansoft Maxwell

electrostatic and magnetostatic field solvers [112]. C; represents the load capacitance.
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5.3 Development of the MRTD model for MWCNT

interconnects

The MRTD model is developed based on Daubechies’ scaling function with four vanishing

moments (Dy) as a basis function for an on-chip mutually N-coupled MWCNT interconnects.

5.3.1 Modeling of mutually coupled MWCNT interconnects

The telegrapher’s equations in the transverse electromagnetic mode [81] are used to ex-

press the coupled VLSI MWCNT interconnects as

I
NVGED | pren+ L&D g, (5.1a)
0z
A@r) V@D
Dt =0, (5.1b)

Where V and I in (5.1a), (5.1b) represented as voltages and currents, respectively, which
T T
are expressed in N X 1 column vector form [VI vV, - VN] and [Il L --- IN] . The

line parasitics are expressed in N X N matrix per unit length as given in (5.2).

R = diag [R81 RSZ RS39 o 'RSN,I RSN] ’

Lk, + L, M, Mi; -+ Min-p M~
L M;, Lk, +Ly, Moz -+ Mooy My~
Mni Mn, Mns -+ Mnw-1) Ly + L
. .
1.1 _ ..
(CQ| ; CEI) Chy 0 0 0 52
+ Zy:l Cly
-1
1 i
G (&) Cn o0 0
C= + Zy:l,?a C2y
| 1 L\
0 0 0 v _CN(N—l) (% + @)
+ 2y=on-1) Cny




Crosstalk Noise Modeling of CMOS-Gate Driven Coupled MWCNT... 67

VDD— r y=Out of index range
Ir— - V() ]_1 ]IAz/Z [2 ]Nz VNz+1, VNz+2
= -1 : tamp - R Y :
| e—n ump ;oo T INA Nz +1
- -IL_-- +— a > é
I
= | o Hramp_ 1
-! L - -l = / : iy ; TT CL
-l I d LyVv, 7V, Vi :

Figure 5.3: Spatial discretization of MRTD model for driver-interconnect-load system.

The interconnect line of length / is driven by a CMOS driver at z = 0 and is terminated
by the load (Cp) at z = [. The line is discretized into current and voltage nodes which are
unknown coefficients, by dividing it uniformly into Nz segments of length Az = Niz as shown in

Figure 5.3. Here, [, represents the source current.

Solving equations (5.1a) and (5.1b) by using (3.2)-(3.7) produces exactly similar iterative

equations of voltages and currents as in chapter 3 i.e., the equations (3.9)-(3.12).

Sp

n+3 n+t At . " "
Iy =B =B L7 ) a () (Vi = Vi) (5.3)
=1
Sp
At 1 1
n+l _ yn _ 2~ N B e
vt = v - C Z;a(])(lkﬂ._; ). (5.3b)
J:

Where,

By =(1+%RL) .

In (5.3a) and (5.3b), the terminal voltages V{’“ and VI'\’,J“I1 need to be derived besides updat-

Z+

ing the voltages and currents iterative equation near the boundaries also essential. The voltages

1
and currents, near the boundary, are represented by V;?“, V]’\‘,;jl_jfor j=23,---8,and I;’:f,
2
1
1’\1;21 jal for j = 1,2,3,---,5, — 1, respectively. Some of the terms in all these voltages and
=yt

currents may exceed the index range in (5.3a) and (5.3b).
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Therefore, (5.3a) and (5.3b) are decomposed using the relation in [101], for updating the

voltages and currents iterative equation, satisfying the coefficients a(j) given by

Sp
D@j-Da(p=1. (5.4)

j=1
Substituting (5.4) into (5.3b), results in

Sp Sp
2,Qi=Da(hvit = 2j-Da()V;
= = (5.5)

< At 1 1
- _— -1 T o l’l+§ _ ”H'j
]Z:; 2j-1 AZC [(2J Da() (Ik+j—% Ik—j+§)] '

Equation (5.3b) can be decomposed by considering the corresponding terms with j, as:
Qj-Da()V' =Q2j-Da()Vy
At | ) (5.6)

B . . 1 nth gty
@j=Da() g7y 5 (Ik+j_é e

for j=1,2,3,+- Sy,

Further, (5.6) can be modified by taking appropriate boundary conditions as detailed in
Section 5.3.2.

5.3.2 Incorporating the boundary conditions in DIL system

The voltage and current equations at the driver and load are incorporated by interconnect
terminal conditions. By applying the nodal analysis, the source voltage (V) and current (/)

can be determined as

I = M (5.7a)
Rlump
dv, dvy
Iy=Cp— = (Co+ C) — = + (1, - 1) (5.7b)

where V;, = Vg and V) = Vpg and I, represents the pMOS transistor current and I, repre-
sents the nMOS transistor current. The n-th-power law model [88] is considered to defined the

currents /, and I,.
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By applying the discretization to (5.7a) and Galerkin technique [96] to (5.7b), we obtain

In+1

3 (vgrt = vt (5.8a)
ump

(A2) (AN I =C,, (Az) (Vi = V)
= (Co + C) (M) (Vo™ = Vg) + (M) (AN I = (Ag) (AN I

v 2y (Cm - Cd) (c

At At

Here, the near-end terminal voltage is obtained by substituting k = 1 in (5.3b)

(Vi = ) e = gt = zg) (5.8b)

Sy

At 1 1
n+l _ ymn _ -1 . nty gt
Vit = Vi _AZC j; a(j) (Iﬂé I 3). (5.9

The decomposition of (5.9) is done by following the steps from (5.4)—(5.6). From the
decomposition, it can be observed that the index range for subscript of the term I 3 in (5.9)
is exceeding for j = 2,3,---,§,. To overcome this difficulty, a forward difference szcheme is
utilized to update the near-end terminal voltage. Therefore, the updated terminal voltage (Vi“l)

is given by

L
At - nel el
Vit = V- 20 ) 2a () (1]_:%2 - 10+2). (5.10)
=

[n+1n+l
2

In (5.10), by substituting Ig+% and I”Jrl V"+1 from (5.8a), (5.8b) we get

Sp Vn+1 +Vn el
Vit = A1A V] + AlAs Za(])( ) 2Za(1)1 i .11

= Rlump
where,
-1
A= (1+4CR] S5 a())

Ay=(1-2C 'R, 3% a(j))and
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_ At -1
A3_A_ZC .

Similarly, by applying nodal analysis at the far-end terminal (k = Nz + 1), load current

(Inz+1) 1s given by
(Va1 = Viner)

Iy = R (5.12a)
lump
av,
Ine1 = Cy CZZV;“. (5.12b)

By applying discretization to (5.12a) and Galerkin technique [96] to (5.12b), we get

1
fin = 7— (Vain = Vi) (5.13a)
ump
At
Viiiz = Vi + = I (5.13b)

Co

Therefore, at the far-end terminal the updated voltage iterative equation is

L vl oy v S N
n n . + o+ . n+x
Vil = AiAsVi + Aids ) a()) (T) YA ) a(DLT L (514
j=1 ump j=1

5.3.3 Voltage and Current equations at the interior points of the

boundary

To derive and update the iterative equations, there is a need for truncation of terms with

indices exceeding the index range for all nodes between the terminals.

The decomposition of (5.3b) can be done by following the steps from (5.5) and (5.6)

considering V,:‘“ as an example at k = 2,3,-- -, 5.
DV = (Ve —a () Dot (5 5.15
aM V! =a(Vi—aZC (17 - 1), (5.150)
302V = 3a2) V! —3a(2) 2L (1~ (5.15b)
ke k 3Az k3 k3 ) '

n+l _ _ n_ _ At _1 n+% B n+%
@k=Dal) V™ = k= Da® V] - @k~ Da k) 5r—p73-C (12k_% h ) (5.15¢)
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Qk+Dak+ 1)V =Qk+ Datk+ 1)V}

1 1 (5.15d)
_ 2 1 1 - _1( "l+§ _ In+§).
@k+Datk+ D aC oy 1y
@Sy - DaSH VI =28, - Da(Sy) V)
At 1 n+% n+% (5156)
— @8, =DalSy) Ge— ¢ (5 =)

Equations (5.15a)—(5.15e) reveal that the indices of the equations does not exceed the
index range only for the first k terms. For remaining S, — k terms with out of bound indices,
formation of iterative equations becomes impractical in MRTD method. This issue is addressed

by truncating the equations with out of bound indices.

The modified iterative equations can be obtained by summing up the first k terms from
(5.15a2)—(5.15e),

-1
D,

k
ASER T (Z 2j-1a()

=

£ . In+% In+% 516
Za(]) kej-t Tk=jrd (5.16)

=1

atk=2,3,---,5,.

The modified iterative equation for voltages at interior points and voltages near the load

are shown in (5.17) and (5.18), respectively.

Sy ] |
Dla (’::f_% “1 )] . (5.17)

=

Vit = v - D,

atk:Sb+ 1,S,+2,---,Nz—=S,,Nz— S, + 1.
Nz—k+1 -1 Nz—k+1 1 1
n n . . . n+x n+>
Vit = vy - [ >, 2j-Da (1)] Dz( > am(r, - ’k_;;)) SN
J=1 j=1
atk=Nz—-S,+2,Nz—S,+3,---,Nz.
Similarly, the current equations can be updated following the same steps that are used for

voltage equations with a slight variation. It can be observed from Figure 5.3 that the current

nodes appear at half-integer points i.e., all the current nodes are located at the interior points of
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terminals. Therefore, only the currents near the terminals are modified by decomposing (5.3a)
using the same approach as voltage iterative equations. So, the modified iterative equation of

currents near the source are

Sp
n+d nl At N .
I =B - B L [Za(]) (v - v1+1)). (5.19)
j=1
at k = 1 and,
3 1 k ! At k
n+s n+s . . _ . . N
Ii =Bl ;B [Z Qj- l)a(])] L [Za(]) (vist - vkj;H)]_ (5.20)
J=1 j=1

atk=2,3,---,8,.

The modified iterative equation for currents at interior points and currents near the load

are shown in (5.21) and (5.22), respectively.

Sy
n3 — n+3 At -1 . n+1 n+1

atk:Sb+I,Sb+2,---,Nz—Sb,Nz—Sb+1.

n+3 n+t N . . B At -1 & . +1 +1
I} =Bl - B, > @ji-Da( L Sap(vit-vit)|. 622

1
k+3 = j=1
atk:NZ_Sb+2,NZ_Sb+3,'."NZ-

The evaluation of the updated voltage and current iterative equations is done using a boot-
strapping approach. Firstly, the equations of voltage (5.11), (5.14), (5.16)-(5.18) are solved at
a particular time with respect to previous values of currents and voltages. Then, the equations
of current (5.19)-(5.22) are solved with respect to previous values of currents and initially eval-
uated voltages. The output of MRTD iterative equations is stabilized considering the Courant-
Friedrich-Lewy (CFL) stability condition [101], [104] as

A
Ar < % (5.23)

1 _ 9At

——— = 22 and ¢ represents
Sl A P

where q represents a courant number that is computed using g =

the phase velocity of propagation on the line.
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According to CFL stability condition, the propagation time must be higher than the time

step, over each cell.

5.4 Comparison and validation of the proposed MRTD

model

The proposed MRTD model is validated by comparing the results with the industry stan-
dard HSPICE simulator and with the conventional FDTD model. The interconnect-load is
driven by considering the symmetric CMOS driver. For 32 nm technology node, an inter-
connect line of length 1 mm is chosen with a realistic global interconnect topology; the design

parameters and interconnect dimensions of the DIL system are adopted from [90].

For an interconnect line width of 48 nm, the values of d;, and d,, are considered to be 14.4
nm and 48 nm, respectively, from Figure 5.1. For MWCNT, the total number of shells (M = 50)
is calculated using (5.24) [89].

M=1+int (5.24)

(dy —dy)
26

The metal contact resistance per shell is considered as 3.2 kQ [90]. The line aspect ratio (/W)
is considered as 3 by using the design structure of practical global interconnect, i.e., each inter-
connect line comprises of three MWCNTs along its thickness. The value of inter-layer dielec-
tric constant is 2.25 and load capacitance of the line is considered to be 2 fF. Using the setup
mentioned above, for two mutually coupled interconnect lines, the following distributive RLC

parasitics are used in the simulation.

653.67 0
0 653.67

kQ
m’

pF

m

m’ ~7150 9333

0.61 14.83

[14.83 0.61

H 93.33 -71.50

The space (Az) and time (Af) discretizations are computed to be less than 3.428 x 10~ m and
less than 4.9680 x 107'? s for q=0.6, respectively, for MRTD. Similarly, Az and Ar for FDTD
are computed to be less than 3.428 x 10~ m and less than 8.28 x 1072 s, respectively.
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Figure 5.4: Comparison of the transient response of line 2 during the (a) functional switching
(b) dynamic in-phase and (c) out-phase switching.

5.4.1 Inclusive crosstalk analysis of two mutually coupled MWCNT

interconnects

The performance analysis of two mutually coupled MWCNT interconnects is conducted
by considering line 1 as the aggressor line and line 2 as the victim line of Figure 5.2. The inclu-
sive crosstalk effects such as functional and dynamic crosstalk effects are studied with HSPICE,
conventional FDTD and the proposed MRTD model. The functional crosstalk effect is studied
by switching the input of line 1 (aggressor) from 0.9 V (Vpp) to 0 V while maintaining the
line 2 (victim) at quiescent mode. The effect of dynamic crosstalk by simultaneous switching
of both lines , either in-phase or out-phase, is also studied. The transient waveforms resulted
based on the above conditions are compared at the far end terminal on line 2 (victim). The
functional, dynamic in-phase and out-phase transient response on line 2 (victim) are illustrated
in Figure 5.4a-5.4c. From the Figure 5.4b and 5.4c, it can be seen that a peak results in the re-
sponse of line 2 as the conventional FDTD method has higher dispersion errors. Nevertheless,

with its significant advantages in numerical dispersion characteristics [98, 99], the proposed
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MRTD model shows superiority over the conventional FDTD model in terms of accuracy. Fig-
ure 5.4c illustrates the effect of Miller coupling capacitance (Ci;) resulting in more time for
signal transition during the out-phase switching, than for in-phase switching. The simulation
results of the proposed MRTD model matches accurately with those of HSPICE and dominates

the conventional FDTD method for all the cases of input switching.

The computational error associated with the estimation of dynamic crosstalk effects over
line 2 (victim) for the conventional FDTD and the proposed MRTD model with respect to
HSPICE are demonstrated in Table 5.1. The robustness of the proposed model is validated by
testing it for different load capacitance (C}) resulting in the average error of less than 0.2% and

less than 0.1% for the estimation of dynamic in-phase and out-phase delays, respectively.

5.4.2 Extensions and observations

The proposed MRTD model is also extended to three mutually coupled lines as shown in
Figure 5.2 by considering line N as line 3 and the same is validated using HSPICE. Here, line
2 is considered as a victim line, whereas lines 1 and 3 are considered as aggressor lines, for the
analysis. The three mutually coupled interconnect distributed line parameters are expressed as

equation (5.2) in the form of 3 X 3 matrix.

Figure 5.5 illustrates the response of dynamic crosstalk switching on line 2 (victim) using
HSPICE, conventional FDTD model and the proposed MRTD model for three coupled inter-
connect lines considering different test cases (test case-1 — test case-5). Also, the response of
functional crosstalk switching on line 2 (victim) is illustrated as in test case-6 and test case-7
of Figure 5.5. The comparison shows that the simulation results of the proposed MRTD model
are in good agreement with those of HSPICE. From Figure 5.5, it can be seen that a peak over-
shoot/undershoot occurs in the response of line 2 as the conventional FDTD method has higher
dispersion errors. Nevertheless, the numerical dispersion properties [98, 99] in MRTD model
acts as added advantage over the conventional FDTD model for achieving better accuracy. The
computational error obtained using the proposed MRTD and conventional FDTD model with
respect to HSPICE, for estimating the crosstalk induced 50% delay due to lines 1 and 3 (ag-
gressors) on line 2 (victim) is presented in Table 5.2. Table 5.2 also shows that the average
errors using the proposed MRTD and the conventional FDTD model are 0.23% and 0.6%, re-
spectively. Also, it is observed that with an increase in the test case switching, the dynamic
crosstalk delay increases. This happens since the propagation of the signal along the line is ex-

tremely affected by the Miller capacitance when the aggressor and the victim lines are switching
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Figure 5.5: Transient response on line 2 (victim) due to lines 1 and 3 (aggressors) for three-
coupled interconnects.
in the opposite directions. Therefore, for line 2 (victim), among all input switching modes, test

case-5 must be the worst-case delay in high-speed VLSI interconnects. The computational time

Table 5.3: Comparison of Computational Efforts Between the Methods.

Computational time (s)

721
=
)
=
%]
£
No. of = | HSPICE | MRTD | conv.* FDTD
Coupled
lines
Two 0.69 0.385 0.322
Three 0.78 0.565 0.496

conv.*—conventional

for the HSPICE, the proposed MRTD and the conventional FDTD model is measured using the
Intel Core 17 processor - 3770 CPU@3.40 GHz. Table 5.3 shows the corresponding compu-
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tational effort of each model. It is observed that the CPU run-time of HSPICE is higher than
both MRTD and conventional FDTD models, but MRTD is slightly slower than conventional
FDTD, due to increased number of iterations for better accuracy. Hence, there exists a trade-off

between simulation time and accuracy.

107 SN MRTD conv.* FDTD
0.9 4
° 0.8 -
a 0,7_. FSV value Interpretation
3 . Less than 0.1 Excellent
> 0.6 Between 0.1 to 0.2  Very Good
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% 0,3.. Greater than 1.6 Very Poor
E 0.2
&) J
0.1+

Excellent Very Good Good Fair Poor Very Poor

Figure 5.6: Histogram from the data-sets of Figure 5.5a using feature selective validation (FSV)
tool.

Finally, for significant comparison of the quality, the data-sets from Figure 5.5a are rep-
resented in the form of natural language descriptor (excellent, very good, good, fair, poor, and
very poor). The histogram of the global difference measure (GDM) is generated using the fea-
ture selective validation (FSV) tool [113] as shown in Figure 5.6. The simulation results of the
proposed MRTD model demonstrates significant match with those of HSPICE when compared

to conventional FDTD method.

5.5 Summary

This chapter presented an efficient MRTD method to analyze the inclusive crosstalk effects
in a coupled MWCNT interconnect, which is considered for future VLSI interconnect applica-
tions, owing to their extraordinary mechanical, electrical and thermal properties. Therefore, in

this work, the conventional copper interconnect is replaced with the MWCNT interconnect for



Crosstalk Noise Modeling of CMOS-Gate Driven Coupled MWCNT... 83

the analysis of crosstalk noise effects. It has been observed that the MRTD method is in close
agreement with the result obtained using HSPICE and that it dominates over the FDTD in terms
of accuracy. Moreover, the CPU run-time for the proposed model is observed to be significantly
less when compared to HSPICE. Also, the validation of the MRTD model with feature selective

validation tool proves its accuracy and efficiency.
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Conclusions And Future Scope

6.1 Conclusions

The thesis presents an accurate MRTD method for analyzing the effect of the performance
parameters on propagation delay and crosstalk noise in mutually coupled on-chip interconnects.
By using the proposed and FDTD method, the effect of the peak noise and delay as a function
of coupling parasitics has been computed and compared with that of obtained results using
the HSPICE tool for the two coupled copper interconnect lines driven by the linear resistive
driver at 130-nm technology node. It is observed that the proposed MRTD model captures the
behaviour of delay and crosstalk noise on victim line against coupling parasitics, which is in
close agreement with the result obtained using HSPICE and that it dominates over the FDTD
in terms of accuracy. Compared with HSPICE, average errors of <1 % and <2 % are obtained
for the proposed method and FDTD, respectively. Furthermore, almost 100 % accuracy is

maintained for a broad frequency range.

The proposed model is then extended to include the non-linear characteristics of the
CMOS driver in the DIL system for 32-nm technology node. The CMOS driver analyzed us-
ing the n-th-power law model and coupled distributive RLC interconnects are modeled using
the MRTD method. For a different number of test cases, the proposed method shows an av-
erage error of 0.14 % and 1.9 % with respect to the peak crosstalk noise and the peak noise
timing, respectively, compared to HSPICE results. For three mutually-coupled interconnect
lines, the average error for the proposed model is observed to be less than 1 % whereas the

average error for the conventional FDTD method is more than 3 %. Also, a peak is resulted

84
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in the response using the conventional FDTD method due to its numerical dispersion proper-
ties. However, the proposed MRTD method with its great advantages in numerical dispersion
properties produces accurate results. It is observed that the proposed MRTD method is in good
agreement with HSPICE simulations and dominates the conventional FDTD method in terms of
accuracy. Besides, the proposed MRTD method is more time efficient than HSPICE, although
the elapsed CPU time of the proposed MRTD method is higher than the conventional FDTD
method. Further, the proposed method is highly useful for precise estimation of crosstalk in the

next-generation VLSI interconnects.

Further down scaling of interconnect dimensions has made surface scattering and grain
boundary scattering more prominent, resulting in increased resistivity of Cu material. There-
fore, the requirements of novel material employed as VLSI interconnect have increased. In re-
cent times, Carbon nanomaterials such as carbon nanotubes (CNTs) and graphene nanoribbons
(GNRs) form one of the most promising candidates proposed as a substitute for Cu intercon-

nects in advanced VLSI circuits.

So, we modeled the CMOS gate driven mutually coupled MWCNT interconnects at 32-nm
technology node to analyze the crosstalk effects. The n-th-power law model is used to model
the CMOS driver. The simulation results of the proposed MRTD and the conventional FDTD
with respect to HSPICE validated that the MRTD method is in good agreement with HSPICE.
The average error is observed to be less than 0.2% and 0.3% for two-coupled and three-coupled
MWCNT interconnects, respectively. It can be seen that a peak overshoot/undershoot occurs in
the response of line 2 as the conventional FDTD method has higher dispersion errors. Never-
theless, the numerical dispersion properties in MRTD model acts as an added advantage over
the conventional FDTD model for achieving better accuracy. The CPU run-time for the MRTD
model is observed to be significantly less when compared to HSPICE. The analysis has been
carried out on two coupled and three-coupled interconnects, but can also be extended to N-
mutually coupled interconnects. Furthermore, the validation of the proposed model with future
selective validation (FSV) proves its accuracy and efficiency for analyzing the crosstalk effects

in mutually coupled MWCNT interconnects.

6.2 Future Scope

As future work, the performance of Through Silicon Vias (TSVs) in ICs, i.e., typical

time-domain effects include TSV delay, crosstalk, transmission line effects, and noise-on-delay
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effects can be analyzed using the multi-resolution time-domain (MRTD) method. Also, it is
possible to address the issues of electromagnetic compatibility (EMC) and electromagnetic in-

terference (EMI) of on-chip interconnects.

Further, as the MRTD method is conditionally stable based on Courant-Friedrichs-Lewy
(CFL) condition, a new scheme needs to be developed for unconditional stability of MRTD

method to address the issues of on-chip interconnects.
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Daubechies’ scaling function is given as
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The Fourier transform pair of Daubechies’ scaling function is
¢ (w) = f ¢ (2) e dz (A.4a)
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and

1 o __ .
¢ (2) = o f ¢ (w) e dw (A.4b)

It can be verified that the Fourier transform of the scaling function [109]
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Using the properties of Fourier integral, it is possible to write

e 0Py e — RN,
f ¢k (Z) ¢k ZZ (Z)d _ f [( f¢(w) e—jwkﬂwzdw)( 1 fﬁ(p ((,(),) e—Ja) (k +§)ejw zdw/)]
ffdwdw f dZ[ er(w+w) ¢ (w )¢ (w)e —j(wk)—jo' (K +1)

=5 (f & (w) e_j“’kdw) (fé(w + ) jw'd (W) e_j“’/(k,+é)dw')

atw’ = —w

= % f B @) e (= j) § () e E D deo

= 1 fmw|$(w)|2 sin [a)(k’ —k+ l)
T Jo 2

= Z a (i) Ox+ip (A.6)

dw




References

[1] ITRS, “ITRS Report on Interconnect Technology, 2007 Edition,” 2007. [Online].

Available: www.itrs2.net/itrs-reports.html

[2] C. Guoqging and E. G. Friedman, “An RLC interconnect model based on fourier analy-
sis,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems,
vol. 24, no. 2, pp. 170-183, Feb 2005.

[3] F. Moll and M. Roca, Interconnection noise in VLSI circuits. Springer Science & Busi-
ness Media, 2004.

[4] J. Nurmi, J. Isoaho, A. Jantsch, and H. Tenhunen, Interconnect-centric design for ad-
vanced SoC and NoC. Springer, 2005.

[5] H. B. Bakoglu, Circuits, Interconnections, and Packaging for VLSI, 1990.
[6] C.R. Paul, Analysis of multiconductor transmission lines. John Wiley & Sons, 1994.

[7] R. Achar and M. S. Nakhla, “Simulation of high-speed interconnects,” Proceedings of
the IEEE, vol. 89, no. 5, pp. 693-728, 2001.

[8] J. H. Chern, J. Huang, L. Arledge, P. C. Li, and P. Yang, “Multilevel metal capacitance
models for CAD design synthesis systems,” IEEE Electron Device Letters, vol. 13, no. 1,
pp- 32-34, 1992.

[9] T. Sakurai, “Approximation of wiring delay in MOSFET LSI,” IEEE Journal of Solid-
State Circuits, vol. 18, no. 4, pp. 418—426, 1983.

[10] W. C. Elmore, “The transient response of damped linear networks with particular regard

to wideband amplifiers,” Journal of applied physics, vol. 19, no. 1, pp. 55-63, 1948.

[11] T. Sakurai, “Closed-form expressions for interconnection delay, coupling, and crosstalk
in VLSIs,” IEEE Transactions on Electron Devices, vol. 40, no. 1, pp. 118-124, 1993.

89



90

REFERENCES

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

Y. I. Ismail and E. G. Friedman, “Effects of inductance on the propagation delay and

repeater insertion in VLSI circuits,” IEEE Transactions on Very Large Scale Integration
(VLSI) Systems, vol. 8, no. 2, pp. 195-206, 2000.

D. Sylvester and K. Shephard, “Electrical integrity design and verification for digital and
mixed-signal systems on a chip,” in Tutorial-Intl. Conf. Computer Aided Design, 2001.

A. Vittal, L. H. Chen, M. Marek-Sadowska, K. P. Wang, and S. Yang, “Crosstalk in VLSI
interconnections,” IEEE Transactions on Computer-Aided Design of Integrated Circuits
and Systems, vol. 18, no. 12, pp. 1817-1824, 1999.

M. Sahoo, P. Ghosal, and H. Rahaman, “Modeling and Analysis of Crosstalk Induced
Effects in Multiwalled Carbon Nanotube Bundle Interconnects: An ABCD Parameter-
Based Approach,” IEEE Transactions on Nanotechnology, vol. 14, no. 2, pp. 259-274,
March 2015.

V. R. Kumar, B. K. Kaushik, and M. K. Majumder, “Graphene Based On-Chip Intercon-
nects and TSVs : Prospects and Challenges,” IEEE Nanotechnology Magazine, vol. 8,
no. 4, pp. 14-20, Dec 2014.

Z. Junmou and E. G. Friedman, “Crosstalk modeling for coupled RLC interconnects

with application to shield insertion,” IEEE Transactions on Very Large Scale Integration
(VLSI) Systems, vol. 14, no. 6, pp. 641-646, June 2006.

K. T. Tang and E. G. Friedman, “Interconnect coupling noise in CMOS VLSI circuits,”
in Proceedings of the 1999 international symposium on Physical design. ACM, 1999,
pp- 48-53.

L. Yin and L. He, “An efficient analytical model of coupled on-chip RLC intercon-
nects,” in Proceedings of the 2001 Asia and South Pacific Design Automation Confer-
ence. ACM, 2001, pp. 385-390.

K. Agarwal, D. Sylvester, and D. Blaauw, “Modeling and analysis of crosstalk noise
in coupled RLC interconnects,” IEEE Transactions on Computer-Aided Design of Inte-
grated Circuits and Systems, vol. 25, no. 5, pp. 892-901, May 2006.

B. K. Kaushik, S. Sarkar, R. P. Agarwal, and R. Joshi, “An analytical approach to dy-

namic crosstalk in coupled interconnects,” Microelectronics Journal, vol. 41, no. 2, pp.
85-92, 2010.



REFERENCES 91

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

B. K. Kaushik and S. Sarkar, “Crosstalk Analysis for a CMOS-Gate-Driven Coupled
Interconnects,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and
Systems, vol. 27, no. 6, pp. 11501154, June 2008.

J. Cui, W. Zhao, W. Yin, and J. Hu, “Signal Transmission Analysis of Multilayer
Graphene Nano-Ribbon (MLGNR) Interconnects,” IEEE Transactions on Electromag-
netic Compatibility, vol. 54, no. 1, pp. 126-132, Feb 2012.

X.-C. Li, J.-F. Mao, and M. Swaminathan, “Transient Analysis of CMOS-Gate-Driven
RLGC Interconnects Based on FDTD,” IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, vol. 30, no. 4, pp. 574-583, 2011.

ITRS, “ITRS Report on Interconnect Technology, 2009 Edition,” 2009. [Online].

Available: www.itrs2.net/itrs-reports.html

ITRS, “ITRS Report on Interconnect Technology, 2012 Edition,” 2012. [Online].

Available: www.itrs2.net/itrs-reports.html

ITRS, “ITRS Report on Interconnect Technology, 2013 Edition,” 2013. [Online].

Available: www.itrs2.net/itrs-reports.html

E. E. Nigussie, Variation Tolerant On-Chip Interconnects. Springer Science & Business
Media, 2011.

A. K. Goel, “Nanotube and other interconnects for nanotechnology circuits,” in 2008
Canadian Conference on Electrical and Computer Engineering.  1EEE, 2008, pp.
000 189-000 192.

B. K. Kaushik, S. Goel, and G. Rauthan, “Future VLSI interconnects: optical fiber or

carbon nanotube-a review,” Microelectronics International, vol. 24, no. 2, pp. 53-63,
2007.

M. K. Majumder, N. D. Pandya, B. Kaushik, and S. Manhas, “Analysis of MWCNT and
bundled SWCNT interconnects: Impact on crosstalk and area,” IEEE Electron Device
Letters, vol. 33, no. 8, pp. 1180-1182, 2012.

A. K. Goel, High-speed VLSI interconnections. John Wiley & Sons, 2007, vol. 185.

S. Bothra, B. Rogers, M. Kellam, and C. M. Osburn, “Analysis of the effects of scaling
on interconnect delay in ULSI circuits,” IEEE Transactions on Electron Devices, vol. 40,
no. 3, pp. 591-597, March 1993.



92

REFERENCES

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

S. Im, N. Srivastava, K. Banerjee, and K. E. Goodson, “Scaling analysis of multilevel
interconnect temperatures for high-performance ICs,” IEEE Transactions on Electron
Devices, vol. 52, no. 12, pp. 2710-2719, Dec 2005.

A. Naeemi and J. D. Meindl, “Performance Benchmarking for Graphene Nanoribbon,
Carbon Nanotube, and Cu Interconnects,” in 2008 International Interconnect Technology
Conference, June 2008, pp. 183—-185.

H. Li, W. Yin, K. Banerjee, and J. Mao, “Circuit Modeling and Performance Analysis of
Multi-Walled Carbon Nanotube Interconnects,” IEEE Transactions on Electron Devices,
vol. 55, no. 6, pp. 1328-1337, June 2008.

H. Li, C. Xu, N. Srivastava, and K. Banerjee, “Carbon Nanomaterials for Next-
Generation Interconnects and Passives: Physics, Status, and Prospects,” IEEE Trans-

actions on Electron Devices, vol. 56, no. 9, pp. 1799-1821, Sept 2009.

D. Das and H. Rahaman, Carbon nanotube and graphene nanoribbon interconnects.
CRC Press, 2014.

M. G. Kumar, Y. Agrawal, and R. Chandel, “Carbon Nanotube Interconnects - A Promis-
ing Solution for VLSI Circuits,” IETE Journal of Education, vol. 57, no. 2, pp. 46—64,
2016.

N. Patel and Y. Agrawal, “A Literature Review on Next Generation Graphene Intercon-

nects,” Journal of Circuits, Systems and Computers, p. 1930008, 2018.
A. Javey and J. Kong, Carbon Nanotube Electronics. Springer US, 2009.

R. Murali, K. Brenner, Y. Yang, T. Beck, and J. D. Meindl, “Resistivity of graphene
nanoribbon interconnects,” IEEE Electron Device Letters, vol. 30, no. 6, pp. 611-613,
20009.

S. Tanachutiwat, S. Liu, R. Geer, and W. Wang, “Monolithic graphene nanoribbon elec-
tronics for interconnect performance improvement,” in 2009 IEEE International Sympo-
sium on Circuits and Systems. 1EEE, 2009, pp. 589-592.

A. Naeemi and J. D. Meindl, “Electron transport modeling for junctions of zigzag and
armchair graphene nanoribbons (GNRs),” IEEE Electron Device Letters, vol. 29, no. 5,
pp. 497499, 2008.

P. Avouris, “Graphene: electronic and photonic properties and devices,” Nano letters,
vol. 10, no. 11, pp. 4285-4294, 2010.



REFERENCES 93

[46]

[47]

[48]

[49]

[50]

[51]

[52]
[53]

[54]

[55]

[56]

[57]

C. Berger, Z. Song, X. Li, X. Wu, N. Brown, C. Naud, D. Mayou, T. Li, J. Hass,
A. N. Marchenkov et al., “Electronic confinement and coherence in patterned epitaxial
graphene,” Science, vol. 312, no. 5777, pp. 1191-1196, 2006.

P. Livshits and S. Sofer, “Aggravated electromigration of copper interconnection lines in
ulsi devices due to crosstalk noise,” IEEE Transactions on Device and Materials Relia-
bility, vol. 12, no. 2, pp. 341-346, 2012.

F. Moll, M. Roca, and A. Rubio, “Inductance in VLSI interconnection modelling,” IEE
Proceedings-Circuits, Devices and Systems, vol. 145, no. 3, pp. 175-179, 1998.

I. Massy and M. M. Ney, “A Hybrid MRTD-FDTD Technique for Efficient Field Com-
putation,” in Computational Electromagnetics—Retrospective and Outlook.  Springer,
2015, pp. 245-278.

E. M. Tentzeris, R. L. Robertson, J. F. Harvey, and L. P. B. Katehi, “Stability and dis-
persion analysis of Battle-Lemarie-based MRTD schemes,” IEEE Transactions on Mi-
crowave Theory and Techniques, vol. 47, no. 7, pp. 1004-1013, July 1999.

M. G. Golzar, N. Masoumi, and A. Atghiaee, “An efficient simulation CAD tool for
interconnect distribution functions,” in 2008 12th IEEE Workshop on Signal Propagation
on Interconnects. 1EEE, 2008, pp. 1-4.

Synopsys, “Raphael 2-D and 3-D Field Solver,” 2006.
Berkely, “Predictive Technology Model,” 2005. [Online]. Available: http://ptm.asu.edu/

J. H. Chern, J. Huang, L. Arledge, P. C. Li, and P. Yang, “Multilevel metal capacitance
models for CAD design synthesis systems,” IEEE Electron Device Letters, vol. 13, no. 1,
pp- 32-34, 1992.

D. Sylvester, W. Jiang, and K. Keutzer, “Bacpac-berkeley advanced chip performance
calculator,” UC Berkeley, 1998. [Online]. Available: http://web.eecs.umich.edu/~dennis/
bacpac/form1.html

S. C. Wong, T. G. Y. Lee, D. J. Ma, and C. J. Chao, “An empirical three-dimensional
crossover capacitance model for multilevel interconnect VLSI circuits,” IEEE Transac-

tions on Semiconductor Manufacturing, vol. 13, no. 2, pp. 219-227, 2000.

K. Nabors, S. Kim, J. White, and S. Senturia, “Fastcap user’s guide,” Research Lab-
oratory of Electronics, Department of Electrical Engineering and Computer Science,

Massachusetts Institute of Technology, 1992.



94

REFERENCES

[58]

[59]

[60]

[61]

[62]
[63]

[64]

[65]

[66]

[67]

[68]

[69]

M. Kamon, L. Silveira, C. Smithhisler, and J. White, “Fasthenry user’s guide,” Research
Laboratory of Electronics, Department of Electrical Engineering and Computer Science,

Massachusetts Institute of Technology, 1996.

L. Greengard and V. Rokhlin, “A fast algorithm for particle simulations,” Journal of
Computational Physics, vol. 73, no. 2, pp. 325-348, 1987.

K. Nabors, S. Kim, J. White, and S. Senturia, “Fast capacitance extraction of general
three-dimensional structures,” in [1991 Proceedings] IEEE International Conference on

Computer Design: VLSI in Computers and Processors, Oct 1991, pp. 479-484.

M. Kamon, M. J. Tsuk, and J. K. White, “FASTHENRY: A multipole-accelerated 3-D in-
ductance extraction program,” IEEE Transactions on Microwave Theory and Techniques,
vol. 42, no. 9, pp. 1750-1758, 1994.

Avant Star-HSPICE Manual Release, “Avant Corporation,” 2016.
Avant Raphael User’s Manual, “Avant Corporation,” 2016.

M. M. Prono, “On-chip interconnects: electrical and thermal analysis strategies for opti-

mal wire sizing,” Master’s thesis, Politecnico, di Torino, 2000.

E. Sicard and A. Rubio, “Analysis of crosstalk interference in CMOS integrated circuits,”

IEEE Transactions on Electromagnetic Compatibility, vol. 34, no. 2, pp. 124—-129, 1992.

A. Vittal and M. Marek-Sadowska, “Crosstalk reduction for VLSI,” IEEE Transactions

on Computer-Aided Design of Integrated Circuits and Systems, vol. 16, no. 3, pp. 290-
298, 1997.

A. B. Kahng and S. Muddu, “An analytical delay model for RLC interconnects,” IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 16,
no. 12, pp. 1507-1514, 1997.

Y. Cao, X. Huang, D. Sylvester, N. Chang, and C. Hu, “A new analytical delay and noise
model for on-chip RLC interconnect,” in International Electron Devices Meeting 2000.
Technical Digest. IEDM (Cat. No. 00CH37138). 1EEE, 2000, pp. 823-826.

Y. L. Ismail, E. G. Friedman, and J. L. Neves, “Equivalent Elmore delay for RLC
trees,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and Sys-
tems, vol. 19, no. 1, pp. 83-97, 2000.



REFERENCES 95

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

[79]

J. A. Davis and J. D. Meindl, “Compact distributed RLC interconnect models. I. Single

line transient, time delay, and overshoot expressions,” IEEE Transactions on Electron
Devices, vol. 47, no. 11, pp. 2068-2077, 2000.

J. A. Davis and J. D. Meindl, “Compact distributed RLC interconnect models-Part II:
Coupled line transient expressions and peak crosstalk in multilevel networks,” IEEE
Transactions on Electron Devices, vol. 47, no. 11, pp. 2078-2087, 2000.

M. Kuhlmann and S. S. Sapatnekar, “Exact and eflicient crosstalk estimation,” /EEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 20,
no. 7, pp. 858-866, 2001.

K. Banerjee and A. Mehrotra, “Analysis of on-chip inductance effects for distributed RLC
interconnects,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and
Systems, vol. 21, no. 8, pp. 904-915, 2002.

X. C. Li, J. E. Mao, and H. F. Huang, “Accurate analysis of interconnect trees with dis-
tributed RLC model and moment matching,” IEEE Transactions on Microwave Theory
and Techniques, vol. 52, no. 9, pp. 2199-2206, 2004.

A. K. Palit, V. Meyer, W. Anheier, and J. Schloeffel, “ABCD modeling of crosstalk
coupling noise to analyze the signal integrity losses on the victim interconnect in DSM
chips,” in 18th International Conference on VLSI Design held jointly with 4th Interna-
tional Conference on Embedded Systems Design. 1EEE, 2005, pp. 354-359.

A. K. Palit, S. Hasan, and W. Anheier, “Decoupled victim model for the analysis of
crosstalk noise between on-chip coupled interconnects,” in 2009 1 1th Electronics Pack-
aging Technology Conference. 1EEE, 2009, pp. 697-701.

G. Zhou, L. Su, D. Jin, and L. Zeng, “A delay model for interconnect trees based on
ABCD matrix,” in Proceedings of the 2008 Asia and South Pacific Design Automation
Conference. 1EEE Computer Society Press, 2008, pp. 510-513.

B. K. Kaushik and S. Sarkar, “Crosstalk analysis for a CMOS gate driven inductively

and capacitively coupled interconnects,” Microelectronics Journal, vol. 39, no. 12, pp.
18341842, 2008.

T. Sakurai and A. R. Newton, “Alpha-power law MOSFET model and its applications to
CMOS inverter delay and other formulas,” IEEE Journal of Solid-State Circuits, vol. 25,
no. 2, pp. 584-594, 1990.



96

REFERENCES

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]

[89]

K. Yee, “Numerical solution of initial boundary value problems involving Maxwell’s
equations in isotropic media,” IEEE Transactions on Antennas and Propagation, vol. 14,
no. 3, pp. 302-307, 1966.

C. R. Paul, “Incorporation of terminal constraints in the FDTD analysis of transmission
lines,” IEEE Transactions on Electromagnetic Compatibility, vol. 36, no. 2, pp. 85-91,
1994.

J. A. Roden, C. R. Paul, W. T. Smith, and S. D. Gedney, “Finite-difference time-domain
analysis of lossy transmission lines,” IEEE Transactions on Electromagnetic Compati-
bility, vol. 38, no. 1, pp. 15-24, 1996.

X. Li, J. Mao, and M. Swaminathan, “Accurate analysis of CMOS inverter driving trans-
mission line based on FDTD,” in 2009 IEEE MTT-S International Microwave Symposium
Digest. 1EEE, 2009, pp. 1573-1576.

D. K. Sharma, S. Mittal, B. Kaushik, R. Sharma, K. Yadav, and M. Majumder, “Dynamic
crosstalk analysis in RLC modeled interconnects using FDTD method,” in 2012 Third

International Conference on Computer and Communication Technology. 1EEE, 2012,
pp- 326-330.

D. K. Sharma, B. K. Kaushik, and R. Sharma, “Signal integrity and propagation de-
lay analysis using FDTD technique for VLSI interconnects,” Journal of Computational
Electronics, vol. 13, no. 1, pp. 300-306, 2014.

V. R. Kumar, B. K. Kaushik, and A. Patnaik, “An accurate model for dynamic crosstalk
analysis of CMOS gate driven on-chip interconnects using FDTD method,” Microelec-
tronics Journal, vol. 45, no. 4, pp. 441-448, 2014.

V. R. Kumar, B. K. Kaushik, and A. Patnaik, “An accurate FDTD model for crosstalk
analysis of CMOS-gate-driven coupled RLC interconnects,” IEEE Transactions on Elec-
tromagnetic Compatibility, vol. 56, no. 5, pp. 1185-1193, 2014.

T. Sakurai and A. R. Newton, “A simple MOSFET model for circuit analysis,” IEEE
Transactions on Electron Devices, vol. 38, no. 4, pp. 887-894, 1991.

V. R. Kumar, B. K. Kaushik, and A. Patnaik, “Crosstalk noise modeling of multiwall
carbon nanotube (MWCNT) interconnects using finite-difference time-domain (FDTD)

technique,” Microelectronics Reliability, vol. 55, no. 1, pp. 155-163, 2015.



REFERENCES 97

[90]

[91]

[92]

[93]

[94]

[95]

[96]

[97]

[98]

[99]

V. R. Kumar, B. K. Kaushik, and A. Patnaik, “Improved crosstalk noise modeling
of MWCNT interconnects using FDTD technique,” Microelectronics Journal, vol. 46,
no. 12, pp. 1263-1268, 2015.

V. R. Kumar, B. K. Kaushik, and A. Patnaik, “Crosstalk modeling with width dependent
MFP in MLGNR interconnects using FDTD technique,” in 2015 IEEE International
Conference on Electron Devices and Solid-State Circuits (EDSSC). 1EEE, 2015, pp.
138-141.

Y. Agrawal and R. Chandel, “Crosstalk analysis of current-mode signalling-coupled RLC
interconnects using FDTD technique,” IETE Technical Review, vol. 33, no. 2, pp. 148—
159, 2016.

Y. Agrawal, M. G. Kumar, and R. Chandel, “Comprehensive model for high-speed
current-mode signaling in next generation MWCNT bundle interconnect using FDTD

technique,” IEEE Transactions on Nanotechnology, vol. 15, no. 4, pp. 590-598, 2016.

Y. Agrawal, M. G. Kumar, and R. Chandel, “A novel unified model for copper and ML-
GNR Interconnects using voltage-and current-mode signaling schemes,” IEEE Transac-

tions on Electromagnetic Compatibility, vol. 59, no. 1, pp. 217-227, 2016.

A. Kumar, V. R. Kumar, and B. K. Kaushik, “Transient Analysis of Crosstalk Induced Ef-
fects in Mixed CNT Bundle Interconnects Using FDTD Technique,” IEEE Transactions
on Electromagnetic Compatibility, 2018.

M. Krumpholz and L. P. B. Katehi, “MRTD: new time-domain schemes based on mul-
tiresolution analysis,” IEEE Transactions on Microwave Theory and Techniques, vol. 44,
no. 4, pp. 555-571, April 1996.

M. Fujii and W. J. R. Hoefer, “Multiresolution analysis similar to the FDTD method-

derivation and application,” IEEE Transactions on Microwave Theory and Techniques,
vol. 46, no. 12, pp. 2463-2475, Dec 1998.

S. Grivet-Talocia, “On the accuracy of Haar-based multiresolution time-domain
schemes,” IEEE Microwave and Guided Wave Letters, vol. 10, no. 10, pp. 397-399,
Oct 2000.

M. Fujii and W. J. R. Hoefer, “Dispersion of time domain wavelet Galerkin method based
on Daubechies’ compactly supported scaling functions with three and four vanishing
moments,” IEEE Microwave and Guided Wave Letters, vol. 10, no. 4, pp. 125-127, April
2000.



98 REFERENCES

[100] W. C. Young, M. L. Yong, H. R. Keuk, G. K. Joon, and C. S. Chull, “Wavelet-Galerkin
scheme of time-dependent inhomogeneous electromagnetic problems,” IEEE Microwave
and Guided Wave Letters, vol. 9, no. 8, pp. 297-299, Aug 1999.

[101] T. Dogaru and L. Carin, “Multiresolution time-domain algorithm using CDF biorthogo-
nal wavelets,” IEEE Transactions on Microwave Theory and Techniques, vol. 49, no. 5,
pp- 902-912, May 2001.

[102] W. Xingchang, L. Erping, and L. Changhong, “A new MRTD scheme based on Coifman
scaling functions for the solution of scattering problems,” IEEE Microwave and Wireless
Components Letters, vol. 12, no. 10, pp. 392-394, Oct 2002.

[103] A. Alighanbari and C. D. Sarris, “Dispersion properties and applications of the Coif-
man scaling function based S-MRTD,” IEEE Transactions on Antennas and Propagation,
vol. 54, no. 8, pp. 2316-2325, Aug 2006.

[104] Z. Tong, L. Sun, Y. Li, and J. Luo, “Multiresolution time-domain scheme for terminal
response of two-conductor transmission lines,” Mathematical Problems in Engineering,
vol. 2016, p. 15, 2016.

[105] Z. Tong, L. Sun, Y. Li, L. D. Angulo, S. G. Garcia, and J. Luo, “Multiresolution Time-
Domain Analysis of Multiconductor Transmission Lines Terminated in Linear Loads,”

Mathematical Problems in Engineering, vol. 2017, p. 15, 2017.

[106] J. M. Rabaey, A. P. Chandrakasan, and B. Nikolic, “Digital Integrated Circuits, A Design
Perspective,” 2003.

[107] D. Sylvester, C. Hu, O. S. Nakagawa, and S. Y. Oh, “Interconnect scaling: signal integrity
and performance in future high-speed CMOS designs,” pp. 42—43, June 1998.

[108] A.Roy,J. Xu, and M. H. Chowdhury, “Analysis of the Impacts of Signal Slew and Skew
on the Behavior of Coupled RLC Interconnects for Different Switching Patterns,” IEEE

Transactions on Very Large Scale Integration (VLSI) Systems, vol. 18, no. 2, pp. 338—
342, Feb 2010.

[109] G. W. Pan, Wavelets in electromagnetics and device modeling. John Wiley & Sons,
2003, vol. 159.

[110] S.Kang and Y. Leblebici, CMOS Digital Integrated Circuits: Analysis and Design. Tata
McGraw-Hill, 2003.



REFERENCES 99

[111] M. S. Sarto and A. Tamburrano, “Single-Conductor Transmission-Line Model of Multi-
wall Carbon Nanotubes,” IEEE Transactions on Nanotechnology, vol. 9, no. 1, pp. 82-92,
Jan 2010.

[112] Maxwell 2D Student Version, “Ansoft corp.” 2005.

[113] A. P. Duffy, A. J. M. Martin, A. Orlandi, G. Antonini, T. M. Benson, and M. S. Woolf-
son, “Feature selective validation (FSV) for validation of computational electromagnetics
(CEM). part I-the FSV method,” IEEE Transactions on Electromagnetic Compatibility,
vol. 48, no. 3, pp. 449459, Aug 2006.



List of Publications

International Journals

1. R. Shashank and N. Bheema Rao,“A Multiresolution Time Domain (MRTD)
method for crosstalk noise modeling of CMOS-gate-driven coupled MWCNT

interconnects", [EEE Transactions on Electromagnetic Compatibility, 2019,
DOI:10.1109/TEMC.2019.2903728. (SCI-Indexed)

2. R. Shashank and N. Bheema Rao,“An Efficient MRTD Model for the Analysis of
Crosstalk in CMOS-Driven Coupled Cu Interconnects", Radioengineering,Vol 27, No
2, pp-532-540, 2018 DOI:10.13164/re.2018.0532. (SCI-Indexed)

3. R. Shashank and N. Bheema Rao,“A Novel MRTD model for Signal Integrity Analysis of
Resistive Driven Coupled Copper Interconnects", COMPEL - The international journal

for computation and mathematics in electrical and electronic engineering,Vol 37, No 1,
pp-189-207, 2018, DOI:10.1108/COMPEL-12-2016-0521. (SCI-Indexed)

100



	Approval Sheet
	Acknowledgements
	Abstract
	Contents
	List of Figures
	List of Tables
	List of Abbreviations
	List of Symbols
	Introduction
	Literature Survey
	Signal Integrity Analysis of Resistive Driven Coupled Cu Interconnects using MRTD
	MRTD Model for the Analysis of Crosstalk in CMOS Driven Coupled Cu Interconnects
	Crosstalk Noise Modeling of CMOS-Gate Driven Coupled MWCNT Interconnects using MRTD
	Conclusions And Future Scope
	Appendix A
	References
	List of Publications

