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ABSTRACT

Wireless Sensor and Actor Networks (WSANS) recently emeagadajor information-
gathering paradigm due to its wide variety of applicatiswh as issuing tsunami alerts,
chemical attack detection, forests fire detection and sirudetection in military surveil-
lance. The energy-constrained sensor nodes spend mogy eméransmitting data pack-
ets than in sensing operation. The data transmission rateelivery delay increase due
to increase in packet dropping rate. Thus, improvement @anggnefficiency is a challeng-
ing issue while providing reliable data delivery and stengdelivery delay in WSANS.
Reduction of packet dropping rate results in improvemennefgy efficiency, data trans-
mission reliability and delivery delay. Packet droppingws mainly due to unavailability
of free buffer and unreliable wireless links. Further, gydnarvesting technology extends
the lifetime of a sensor network. The volume of harvestedgnearies dynamically with
the change in weather conditions over time. This may leaenapbrary disconnection
of nodes from the network. Therefore, survivability of a addl the next recharge cycle
improves the reliable data transmission rate in energydsiing sensor actor networks.

The thesis focuses on the energy efficient and reliable ithgpos for data gathering
in wireless sensor and actor networks. The issues of endfigieecy and reliable data
transmission have been addressed while maintaining stitrgpata delivery delay. In this
thesis, the proposed approaches have achieved relialalérdasmission by reducing the
packet dropping rate. Firstly, a markov decision processdduffer management mech-
anism has been designed in tree-based WSAN to reduce the elataryl delay and to
improve the energy efficiency. A mathematical model for a ibeohictor is presented to
analyze buffer occupancy and energy consumption with esemniric traffic. Secondly, a
reliable data transmission mechanism using opporturestooding has been proposed for
a WSAN with faulty nodes. The proposed mechanism analyzequhhty of link states
and determines the applicability of network coding to inyaréhe data transmission reli-
ability and to reduce the number of data transmissions.dRihia fuzzy based delay and
energy-aware intelligent routing mechanism has been dpedlto take effective routing

decisions. The proposed mechanism computes a routingorbgtdonsidering the residual



energy, link quality, available buffer and distance. Hwah fuzzy based adaptive duty
cycling algorithm has been designed to achieve networlagaiility in harvesting sen-
sor actor networks. Energy consumptions of bottleneck fasebeen estimated with the
proposed network model. The proposed mechanism takeshsawgtdecision for network
survivability. Coordinated duty cycle schedule is consdeto improve the reliable data

delivery. Performances of proposed approaches have ba&ratad through simulation.

Keywords: Wireless sensor and actor networks, energy efficiencyydelbable data trans-
mission, buffer management, markov decision process,arkteoding, energy and delay

aware routing, energy harvesting nodes, network sustiitgauty cycle, fuzzy logic.
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Chapter 1

Introduction

Recent advances in sensing technologies lead to the emergémeterogeneous sensor
networks including wireless sensor and actor networks (WSAN. A WSAN is a type
of wireless sensor network (WSN) where one or more numberntofsagather (i.e. collect)
data within the sensor deployment region. A group of sengndsactors are geographi-
cally distributed and interconnected by wireless links WWVAN. They may be deployed
randomly or deterministically in a monitoring field wheragistent human surveillance is
infeasible. Sensors usually communicate with each othagumsulti-hop pathsZ, 3]. In
WSANS, sensors gather information about the physical wanldl teansmit the collected
data to actors. Actors forward data towards a sink node. Rhemmeceived information,
the actors perform the actions based on the data colleasdtfre physical world. Usually
sensor nodes are static, whereas actors may move in theamogiarea for data gather-
ing. Wireless sensor and actor networks (WSANSs) and wiredessor networks (WSNSs)
share many common considerations concerning network masigh as reliability, scala-
bility, connectivity and energy efficiency. The existendeaotors along with sensors in
WSANSs causes significant difference between the two typegwiarks. In a sensor net-
work, actions may be performed for local decision makingtfa purpose of enhancing
the monitoring and decision making capability in the netsgor

Achieving energy efficient and reliable data collectionhastringent delay in wireless
sensor and actor networks is a challenging task in appicatike monitoring the health

of chemical plants, nuclear plants and bridges, forest f#teation, intrusion detection in



CHAPTER 1. INTRODUCTION Section 1.0

military surveillance and issuing tsunami alerts. A paakety be dropped due to unre-
liable link quality, overflow of buffer and low energy levetd a node. Retransmission
of dropped packets resolves the issue of reliable datactimiein WSANs. However, it
increases energy consumption and delivery delay in thearktwThe above mentioned
observations motivate the present work for designing gneificient and reliable data col-
lection algorithms in WSANSs while maintaining stringentaldelivery delay. Further, en-
ergy harvesting technology extends the lifetime of a WSANe €hergy harvesting sensor
nodes harvest energy from various sources, such as synligia, vibration and thermal.
Survivability of a node till next recharging cycle achiewsstainability and reliable data
collection in energy harvesting sensor actor networks.

The contributions in this thesis are as follows:

e An adaptive buffer management mechanism using markov dedisn process for
efficient data gathering in a WSAN : This work presents a buffer management
mechanism to reduce the data delivery delay and to impravestiergy efficiency
in tree-based wireless sensor and actor networks. In thik,vamalysis on energy
consumptions has been performed with a typical data a¢guisnodel. A mathe-
matical model for an actor is presented to estimate boundufiertoccupancy and

energy consumption.

e Areliable data gathering mechanism using opportunistic enoding in a wireless
sensor and actor network This work presents an opportunistic encoding mecha-
nism to achieve reliable data gathering (i.e. data cobba¢tin the presence of faulty
nodes. In the proposed mechanism, network coding appraaaddes packets to
reduce the number of transmissions. A markov decision goatgorithm is de-
signed for opportunistic network coding decisions. Theppsed mechanism im-

proves packet level reliability with stringent deliverylag and energy efficiency.

e Afuzzy based energy and delay aware routing protocol for a hierogeneous sen-
sor actor network: This work presents an energy and delay aware routing pobtoc
using fuzzy logic in heterogeneous sensor actor networks Whrk considered the

heterogeneous characteristics, such as battery capladkyguality and buffer ca-

2



CHAPTER 1. INTRODUCTION Section 1.1

pacity. The proposed protocol computes a routing metricdmsidering the residual
energy, available buffer, quality of link and distance ¢pnaity). The proposed pro-
tocol reduces the packet dropping rate and this leads toetihgction in delay and

energy consumption.

e An adaptive duty cycling algorithm for sustainability in energy harvesting sen-
sor actor networks. This work presents a fuzzy based duty cycling algorithm to
achieve sustainability in a tree-based harvesting sertdor aetwork. Fuzzy logic
controller adaptively controls the duty cycle of a sensatenby considering resid-
ual energy, predicted harvesting energy and expectedusdsdergy. The proposed

mechanism includes a switching decision for survivability

The rest of this chapter is organized as follows. Motivatehind the work has been pre-
sented in Sectiod.l In Sectionl.2.], the requirement of designing an adaptive buffer
management mechanism in tree-based wireless sensor att@rk has been highlighted.
Upper bound on buffer occupancy and energy consumptiorsesedtimated in this sec-
tion. In Sectionl.2.2 the requirement of opportunistic encoding for wirelesssse and
actor networks in the presence of faulty regions has beessstd. A learning automata
based routing mechanism is also explained in this sectiorSekctionl.2.3 a discussion
on energy and delay aware routing protocol using fuzzy legmentioned. Sectioh.2.4
describes the usage of adaptive duty cycling algorithm distasnability in tree-based en-
ergy harvesting sensor actor network. SectioBgives experimental setup details. The

organization of the thesis has been presented in Settibn

1.1 Motivation and objectives

Sensor nodes are usually small and low cost battery poweseidat and having lim-
ited sensing, data processing and wireless communicasipabilities while actor nodes
as compared with sensors have higher computation and coiation capabilities and
longer battery life 2]. WSAN can be considered as a heterogeneous network by esnsid

ing capabilities of nodes, link characteristics and nodéitig.
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WSANSs may consist of hundreds or thousands of low-cost senglaich are capable
of sensing and collecting data from the environment and plushelevant data to actors.
The actors react to the information by performing apprdpréctions. Data packets need
to traverse many hops to reach the actor. However, it is oefit for every sensor node
to relay sensed data because sensor nodes are often awetstnaih limited resources in
memory, computation, communication, and battery. One@ftbst important constraints
for sensor nodes is the low power consumption because tlsersendes are typically bat-
tery operated devices. Commonly, it is not feasible to repatausted batteries once the
network is deployed. Therefore, a primary concern in a WSAMésissue of energy ef-
ficiency and network lifetime maximization while providimgliability and stringent delay
in data delivery. Recently, energy harvesting sensor nodes been designed to harvest
energy from various natural resources, such as solar ligatmal, wind, vibration and
water flow {]. However, optimal use of this energy till next rechargediis an important
issue in a rechargeable wireless sensor actor network.

In a typical sensor network (multi-hop), nodes in immediatznity of actor or sink
will be overburdened and the energy of the nodes will be deglguickly when compared
with other nodes in the network. This leads to network gartihg and actor cannot re-
ceive data from the sensor nodé&s [Therefore, improvement in energy efficiency can be
achieved using mobile actor where actor moves across therieto collect data from
sensors. Resource constrained nodes store the packetsitibbige actor collects the data.
Therefore, packet dropping occurs when buffers of the nadefull. The dropped packets
are retransmitted by the source node. This leads to morgynensumption and delay in
data delivery. Secondly, network coding and duty cycle neqles increase the network
lifetime and reliable data delivery in homogeneous netwokkowever, heterogeneous net-
works (such as WSAN) need further study. Although these isolsitare effective in some
scenarios, network lifetime is still determined by the tigai battery energy. Further, en-
ergy harvesting based WSAN need to be investigated by usieiggefficient techniques
such as duty cycle and network coding. Thus, the present feotkses on the above men-
tioned observations to increase the energy efficiency wirbeiding the data reliability

and stringent data delivery delay in the heterogeneousanksaAby considering Random
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and Tree-based topologies. The above mentioned challemg@ste the present work to-
wards energy efficient and reliable data gathering algmstin wireless sensor and actor

networks. The major objectives of this dissertation arelie\fis.

1. Analysis of energy efficiency and delay using Markov Diecis’rocess with mobile

actor and with event-centric load in a Tree-based sensoaectod network.

2. Design of a network coding based energy efficient comnatioic approach for a

wireless sensor and actor network in the presence of faatigs

3. Design of a fuzzy logic based energy and delay aware mgtiatocol for a hetero-

geneous sensor actor network.

4. Analyze the energy efficiency and sustainability of a {ese sensor and actor net-

work with energy harvesting nodes.

1.2 Overview of the Contributions of this Thesis

In this section, an overview of chapter-wise contributiohthis thesis has been presented.

Each subsection presents summary of contributions of tiregmonding chapter.

1.2.1 Markov Decision Process Based Adaptive Buffer Management

Mechanism

In this work, a tree-based wireless sensor network is censttwith a mobile actor. Sensor
trees are disconnected and mobile actor collects data. Caroation range of root node

in a sensor tree is defined Bata Collection Region Data acquisition is done through
the mobile actor. Mobile actor collects the data from alladebllection regions (from
root node of every sensor tree) by traveling around the nétwionprovement in energy
efficiency is achieved using mobile actor where actor moeesss the network to collect
data from sensor nodeS§][ Resource constrained nodes need to store the packets till a
mobile actor collects the data. Therefore, packet droppaogirs when buffers of nodes are

full. The dropped packets are retransmitted by the sourde mdich lead to more energy

5
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consumption and delay in data delivery. Delivery delay osduby reducing the number
of retransmissions. Nodes in the network may get high traffia given time period. It
would be beneficial to drop the packets (which are generaited hearest source node)
to improve available buffer space. In this work, an adapbiwier management technique
usingMarkov Decision ProcesdMDP) is proposed to determine the buffer states at which
the packets will be dropped to reduce average delivery daldyenergy consumption in the
network. Different MDP policies are formulated to achieswér delivery delay. The focus
of this work is to estimate the energy utilization in treeséd WSAN. Further, the work
focuses on formulating a mathematical model for mobile raatal analyzing the upper
bound on buffer occupancy and energy consumption. The roajaributions of this work

are as follows:

e Analysis of energy consumptions in tree-based wireless@ametwork while con-

sidering an event-centric network traffic.

e Analysis of bounds on buffer occupancy and energy consmijrti tree-based sen-

sor actor networks.

¢ Design of aviarkov Decision Process based buffer management mechémrsaiuce

the end-to-end delay and to improve the energy efficiencytieeabased WSAN.

Analysis of Energy Consumption and Network Delay in a Tree-baed Sensor Network

with a Mobile Actor

In this section, an energy consumption has been estimatéldgf@roposed network model
by adopting the model described i] [and [8]. Buffer of each node is modeled using
M/M/1/b queuing model to analyze the end-to-end delay of a packetsenaor tree.
Further, energy consumption and delay for retransmissialrapped packets have been
estimated.

Upper Bound on Buffer Occupancy and Energy Consumption

In a Wireless sensor and actor network, evaluation of thvelireg schedule of mobile actor
is an important issue to reduce the dropping rate of packeaisgther, buffer state (buffer

occupancy) of a node changes dynamically in event-cen¢iwark. The buffer states of

6
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tiny sensors are limited due to which some of the packetsragged. The retransmission
of the dropped packets leads to more delay and more energycqion in the network.
Therefore, there is a need to estimate the bounds on the lgffepancy and energy con-
sumption in a tree-based WSAN. In this section, a mathematicdel is formulated for an
actor to estimate upper bound on buffer occupancy and eeerggumption in the proposed
network model.

MDP based Buffer Management Algorithm

In the proposed network model, when the actor enters intal@te collection region of a
sensor tree, every node transmits the buffered data to iepaode. Further, the actor
collects data from the root node during its travel througkad=ollection region of the
sensor tree. Nodes in the network may get high traffic at aqodat time. The packets
are dropped if sufficient buffer space is not available toestbe data. Then, the source
node has to retransmit (the dropped packets) which leadsctedase in average end-to-
end delay and energy consumption (for retransmissionsaypehd packets). Therefore,
it will be beneficial to drop the packets (which are generatedearest sensor nodes) to
increase the available buffer space. However, the numbestiEnsmissions depends on
the buffer occupancy (i.e. at which state packets are to dygpdd and number of packets
to be dropped). Hence, we need to determine the buffer statdiah packets need to
be dropped so that average delivery delay and energy conisumfpr retransmissions
of dropped packets are minimized. To address the abovegmahlaMarkov Decision
Processhased buffer management is proposed in this section.

The proposed adaptive buffer management mechanism is atigdulisingNetwork
Simulator-3[9]. The performance metrics such as average end-to-end, adzlaygy con-
sumptions and lifetime are taken to compare proposed MD&dmdaptive buffer manage-
ment mechanism and geographic routing proto&@].[ Simulation results show that the
average end-to-end delay reduces significantly using thygoseed approach in comparison
to a geographic routing protocol. Further, it is observed there is a reduction of energy
consumption upto 19.83% using the proposed MDP based buiaagement mechanism

in comparison to a geographic routing protocol.
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1.2.2 Reliable Data Transmission Mechanism using Markov Decision

Process and Network Coding

In this work, a wireless sensor and actor network (WSAN) withumber of sensor nodes
is considered and that are deployed randomly in an area. Wyfeegion is defined as
a region which is affected by adverse environmental effésush as fog, rainfall, high
temperature, etc.) for temporary period of tinid][ Nodes in a faulty region are called
as faulty nodes. In a WSAN with faulty regions, achieving hitfgree of data reliability
with appropriate end-to-end delay is an inescapable aiggleData reliability depends on
the quality of wireless channel. It will change dynamicallgh environmental conditions
such as fog, rainfall, high temperaturEl] and movable obstacles. Therefore, the quality
of link varies dynamically in the presence of environmenitdrferences.

A packet may be lost due to fluctuation of a wireless link (gupin the presence
of adverse environmental conditions. However, high datasmission reliability can be
achieved using acknowledgment based retransmissionagpse 12, 13]. In a retransmis-
sion based approach, a source packet will be retransmiittezteption of an acknowledg-
ment [L2, 13]. Therefore, more number of data transmissions (includétgansmissions)
are required to achieve data transmission reliability.sTéads to increase in the number
of data transmissions, delivery delay and energy consempliherefore, a retransmission
based approach is inefficient for delay-constrained andygrmonstrained applications in
WSAN. Achieving reliable data collection (packet level adlility) with stringent end-to-
end delay requirement is a challenging issue in some of tpkcagions (in WSAN with
faulty regions) such as, issuing tsunami alerts, chemitatladetection, forests fire detec-
tion and intrusion detection in military surveillancg B]. Hence, there is a requirement
of an efficient approach for the delay constrained appbcatin WSAN. Network coding
mechanism (is a mechanism by which raw packets are encodkttaarsmitted by sen-
sor nodes) can be applied to achieve improved data colfecgitability and reduction in
packet delay when a link is unreliabl&d, 13]. Further, the level of packet redundancy
influence the number of data transmissions, there by, erenggumption. In order to im-
prove data collection reliability along with energy efficay, appropriate level of packet

redundancy must be chosen adaptively based on the quatitg efireless links.

8
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To address the above mentioned problems, a network codseglbraliable data trans-
mission mechanism has been proposed in our work for delagitse applications. Fur-
ther, amarkov decision process (MDBgased algorithm has been designed by considering
variable link quality in a wireless channel. Thearkov decision process designed for
opportunistic network coding decisions. The MDP algoritthecides: ¢) whether to apply
coding for relaying packets, antl) (decides the level of packet redundancy. Our algorithm
determines the level of packet redundancy (adaptivelyhénntetwork coding process for
reduction of data transmissions. FurtheLearning Automatdased mechanism has been
designed to route the traffic through alternate links, irectfse present link quality is bad.

Major contributions of this work are as follows:

e Design of a network coding based reliable data transmiss@chanism to improve
the reliable data collection for a wireless sensor and atwork in the presence of

faulty regions.

e Design of a learning automata based mechanism to routeetffie through alternate

links, when the present link quality is bad.

A Network Coding based Data Transmission Mechanism

In this section, an overview of the proposed mechanism isgmted. The proposed
mechanism has three major functions, suchlLaK QUALITY() DIVERT.TRAFFIC()
and MDP_REDUNDANCY() The LINK_QUALITY() function finds the quality of links
(the probability of successful transmission) of a node foital neighbors. TheDI-
VERTTRAFFIC() function will be called by a node if the node has poor qualityirk
(less than the threshold valug,f) which will be chosen based on application require-
ments) to the next node. Then, the node selects a new nextwbdd has maxi-
mum selection probability as compared with its neighbomsgisearning Automata (LA).
MDP_REDUNDANCY (function decides whether to encode the packets or not andli fi
the level of packet redundancy which will be applicable icading process (if the deci-
sion isDo Network Codinyy Moreover, MDP_REDUNDANCY (yeturns the optimal pol-

icy in terms of number of data transmissions per data catleecbund (including retrans-



CHAPTER 1. INTRODUCTION Section 1.2

missions), data collection reliability, packet latencydanergy efficiency. Deterministic
coding vectors are applied in the coding process.

The proposed mechanism is compared with a redundancy-basgthnism (proposed
by Wu et al. [12]), the end-to-end erasure coding (EEEC)][and automatic retransmis-
sion (AR) [12] in terms of average packet delivery delay, number of datasimissions,
energy consumptions and lifetime. From the simulationltesii has been observed that
the average delivery delay of a packet is reduced using thigoged encoding approach.
It has been observed that the number of data transmissiotheg inetwork are reduced
significantly using the proposed mechanism. Further, ndétwietime is improved upto
21.5% and 56.22% with the proposed MDP based encoding misoham comparison to

the end-to-end erasure coding and automatic retransmisggahanisms, respectively.
1.2.3 Energy and Delay Aware Routing Protocol using Fuzzy Logic
System

In this work, a heterogeneous sensor actor network witleghfit heterogeneity character-
istics, such as battery capacity, quality of link, buffepaeity is considered. A node;]
has different levels of residual energy;], buffer capacity B;), associated with link qual-
ity (from node; to node:i is L ;) and distance (from nodgto node: is D;;). Sensor nodes
generate data (by sensing operation) and transfer theaatbotal actor node through an
efficient routing path.

Energy efficiency and reliability in data collection are thajor issues in WSANS. In
WSANS, a data collection protocol may satisfy the major aggpion requirements such
as, high data reliability and less delay along with enerdigiehcy. These requirements
can be achieved by designing an energy efficient routingppadt The sensor nodes may
be deployed randomly in a dynamic environmekit][ This results in dropping of packets
due to dynamic changes in quality of wireless links. The megasons for dropping of
packets may be bad wireless link quality, unavailabilityre buffer at intermediate nodes
and residual energy at nodes. To ensure the data reliatfiléydropped packets need to be
retransmitted and this leads to more delay and energy cquigarm Therefore, an energy

efficient routing protocol solves the above issues by takifigient routing decisions while

10
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considering energy of a node, link quality and availablddauf

The key observation that motivates this work is the impragection of a next hop
node (in a routing path) that leads to dropping of packetst Tireans, selection of a node
which has high available buffer, good wireless link qualire residual energy and close
distance (proximity) as next hop node reduces the packppdrg rate. However, reduction
of the packet dropping rate increases the data reliabgitgrgy efficiency and reduces the
delivery delay 15, 13]. In this work, a fuzzy based delay and energy aware routieghm
anism has been proposed to improve the lifetime of the n&twarFuzzy Logic System
(FLS) can be used for blending different parameters andyfuzie set that may produce
an optimal result16, 17]. Residual energy, available buffer, quality of link andtdisce
(proximity) are the primary considerable parameters tacedhe packet dropping rate at
a node. FLS takes these parameters as input and producegstithalcoutput value (or a
routing metric value calledhance of becoming next ngdd-urther, Dijkstra’s algorithm
has been adopted to find the routes where the determinedgonétric value is considered
as cost.

The major contributions of this work are as follows:

e Design of a delay and energy aware routing protocol usingyflagic for a hetero-

geneous sensor actor network.

e A routing metric (i.e. a routing parameter) has been congpbieconsidering the

residual energy, link quality, available buffer and distigproximity).

A Fuzzy based Energy-Aware Routing Protocol

In the proposed fuzzy based delay and energy aware routicganesm, a nodey) finds
the efficient routing path by determining the fuzzy outputiegp,) (where,v, is one of the
possible next hop nodes) for next hop node. The fuzzy outplueVindicates the value of
routing parameter ccthance of becoming next ngds a function of residual energy:x),
available buffer 3;), quality of link (Z;;) and distancel),;). Using the determined fuzzy
output value, Dijkstra’s algorithm finds the routing paths.

The proposed Fuzzy based Energy Aware Routing Mechanism RiMBAhas been

11
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compared with a PRDpfedicted remaining deliveri¢ggouting mechanisml5] and a re-
transmission based approachd]) in terms of average end-to-end delay, total number of
retransmissions, lifetime, total energy consumptionadatlection rounds at which half
of the nodes die, data collection rounds at which all nodesadd network stability. Sim-
ulation results are presented by considering the diffezentbinations of the fuzzy input
variables, (i.e. FEARM with four parameters (residual epeagailable buffer, link quality
and distance), FEARM with three parameters (residual enesgilable buffer and link
quality), FEARM with residual energy and link quality and FEK with residual energy
and available buffer). Simulation results show that thera reduction in (average) de-
lay upto 58.78% with the proposed fuzzy based mechanismwa\kt(average) energy
consumption is reduced upto 61.82% with the proposed mesrharfurther, it has been
shown that lifetime of the network in casefakzzy with four parameteis better thariuzzy
with threeandtwo parameterslit has been observed that the network stability is improved

upto 17.72% in comparison to the retransmission based dataifding approach

1.2.4 Fuzzy Logic Based Adaptive Duty Cycling Mechanism

In this work, a tree-based wireless sensor and actor netisamdnsidered, where the root
is a local actor which collects sensing data from a senser tret,7; = (V, E) be a sensor
tree, wherd” = {vg, vy, ..., v, } IS a set of sensor nodes, is a local actor and represents
a set of communication links between the sensors. Here,ayutg enabled sensor nodes
are considered and a node harvests the energy from thelsinlig

A long operational lifetime of WSAN is required for appliaatis, such as monitoring
forest fires, nuclear plants, object tracking and militargveillance R, 4]. Energy harvest-
ing technology provides a long lasting lifetime to the WSANnd&de recharges its battery
from the charging vehicles or from the natural resourcesh & solar light, thermal, wind
and vibration £, 18]. A sensor node harvests energy periodically from ambientces
(such as sunlight). The harvested energy varies dynamiaatlh the weather conditions
over time [L8]. The residual energy may reduce with usages and time. EsSiglts in

temporary disconnection of the nodes from the network. €hgbral-disconnected nodes

12
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(dead nodes) may join into the network in the next energylabvia time slot. Hence,
the node should sustain (survive) till next available perod the energy source for im-
proving the lifetime of the network. Achieving sustainailWwith solar based harvesting
technology is one of the challenging issues which has not bddressed adequately in the
literature.

To address the temporal death of the nodes, we have proposedyabased adap-
tive duty cycling algorithm to achieve the network susthifity in a tree-based energy
harvesting sensor network. Moreover, a prediction modsldeen proposed to estimate
energy consumption (i.e. residual energy) for a futureruatieof time. The fuzzy logic
system estimates duty cycle value for a future time perioddnsidering residual energy,
predicted harvesting energy and predicted residual endfgsther, a switching decision
has been taken based on the predicted duty cycle value ofeafopdurvival. Active and
sleep schedulesre forwarded to the children nodes to reduce the packesdidge major

contributions of the work are as follows:

e Design of a fuzzy based adaptive duty cycling algorithm toi@e sustainability in

an energy harvesting sensor actor network.

e Prediction of duty cycle using fuzzy logic by consideringremt residual energy,

futuristic harvesting energy and residual energy.

The performance of the proposed mechanism is compared wéhdomized switch-
ing algorithm [L9] by considering network sustainability metrics, such anbar of rounds
network is connected, first node disconnected round, nuibgackets received at actor
node and maximum number of dead nodes. From the simulatsuitseit has been ob-
served that there is an improvement in network connectend®an an average 60.44%
with the proposed mechanism. Survivability of a node iseased on an average4.13%
with the proposed mechanism. Further, there is a reductitheimaximum number of dead
nodes and a significant improvement in the total number afived packets at actor node

with the proposed mechanism in comparison to a randomizédrsng algorithm.
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1.3 Experimental Setup

In this thesisNetwork Simulator-3INS3) [9] has been used for simulating the proposed
energy efficient and reliable data gathering mechanismse rigiwork topologies: flat
and tree have been studied with the proposed mechanisms. AACSVbased medium
access control protocol (IEEE 802.11 standard) is consgtar the simulation.F,.,,.,

E,, and F,, are the parameters used to quantify energy consumptionsseypsor node

in sensing, receiving and transmitting data over a distahaespectively. The energy
consumptions ar€,.,,sc = as, E,, = a2, Fip, = 11 +a2cZﬁ, where o, represents energy
consumption per bit by the transmitter electroniesdenotes the energy dissipated in the
transmit op-ampg; 5 represents the energy consumption per bit by the receigetrehics,

a3 denotes the energy cost for sensing a bit andpresents the path loss exponent. The
following simulation parameters are considered in thisithiehe number of nodes is 1000,
transmission range is 3@, the minimum distance between any two sensor nodes in a
tree is Smeters, ay; = 0.937 x 1075 Joules/bit, a;y = 0.787 x 107° Joules/bit [20)],

as = 10 x 10712 Joules/bit, as = 50 x 1072 Joules/bit, d = 85 meters and path loss
exponent(n) is 2 [7], a data packet size is 960ts. The above parameters are used to
evaluate the performance of the proposed algorithms (assied in sectionk.2.1, 1.2.2
1.2.3and1.2.4).

1.4 Organization of the Thesis

The main focus of this dissertation is to design and analymegy efficient and reliable
data gathering algorithms in wireless sensor and actorarksaby considering dynamic
environment conditions. The proposed approaches achmergyefficiency and data col-
lection reliability with stringent delivery delay requiment. The thesis has been organized
into seven chapters.

Chapter 1: In this chapter, a brief introduction to the wireless serssat actor networks
and objectives of the thesis have been presented. It alsalkesan overview of the major

contributions and outline of the thesis.
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Chapter 2: In this chapter, energy efficient communication protoc@sda on duty cy-
cle, network coding and load balancing have been surveyegurgey on reliable data
collection protocols is discussed. The challenges in gnbeagvesting WSNs have been
presented.

Chapter 3: In this chapter, a Markov Decision Process (MDP) based bufnagement
mechanism has been proposed in tree-based WSAN to reducatthdedivery delay and
to improve the energy efficiency. A mathematical model for @bite actor is presented
to analyze buffer occupancy and energy consumption witintesentric network traffic.
An energy consumption model is presented to estimate engilggation of the proposed
network model.

Chapter 4: Areliable data transmission mechanism using opportuwestcoding has been
proposed for a WSAN with faulty nodes. A Learning Automatadolimechanism has been
designed to route the traffic.

Chapter 5: In this chapter, a fuzzy logic based delay and energy-awedigent routing
mechanism has been proposed to select efficient routes.efivenk performance has been
analyzed with different combinations of fuzzy input vatet

Chapter 6: A fuzzy based adaptive duty cycling algorithm has been pgegdo achieve
the network sustainability in harvesting sensor actor neta. Duty cycle has been pre-
dicted using fuzzy logic system by considering currenthasi energy, futuristic harvesting
energy and residual energy. Energy consumption of bottlerene in a duty cycled sensor
network is estimated in this chapter.

Chapter 7: This chapter summarizes the work, outcomes of the conioibsitand future

scopes for expansion of the work.

15



Chapter 2

Literature Survey

A Wireless Sensor Network (WSN) is a group of sensor nodes teatanected among
themselves through a wireless medium to perform distribsémsing tasks3]. There exist
different kinds of sensors to collect sensory data, suchesdhver information, intensity of
rainfall and light, the speed at which the wind flows etc. Ehare many application areas
in which WSNs are adopted, they include, tracking of objemisnitoring and prediction
of natural phenomenor3[21]. Latest advances in technology have led to the development
of wireless sensor and actor networks (WSAN%)J2]. A Wireless Sensor and Actor
Network (WSAN) is a type of sensor networks where one or motera@re distributed

in the network for data collection and local decision makKihg?, 3]. In WSANS, sensor
nodes collect the data about the physical world and act&esdation decisions and per-
form appropriate actions upon the environmet][ Sensor nodes are less in cost, have
limited sensing power, computation and wireless commuioicgpotentiality. Whereas,
actor nodes are more powerful with high processing potentiare transmission power
and long life battery %, 24]. Also, the sensors count in a particular target place i# hig
in number compared to the actors count. This is obvious [secatihigh potentiality of
actor nodes. Since WSAN is a type of WSN, we have discussed arebensive survey
on protocols application for WSN. Further, sensor-actohigectures are also discussed in

this chapter. Features of WSANS are discussed below.

1. Real time communicationThere exists some applications where WSANs should

16



CHAPTER 2. LITERATURE SURVEY Section 2.1

respond very quickly for the sensor input. For example, ic@nsa fire application
where the initiation of the action should be done very quicklherefore, reliable
data transfer protocols are required to transfer the data Bource sensor to actor

with less delay.

2. Coordination: In WSANS, there are two types of coordination. One is senstora
coordination and the other is actor-actor coordinat@®].[ In case of sensor-actor
coordination, the event information is being transmitt@ahf sensors to actors. Now,
based on this event information, the actors should cootelinéth each other and
make the most suitable action. This form of coordination agthe actors is referred

as actor-actor coordination.

2.1 Physical architectures of Wireless Sensor and Actor
Networks

The responsibility of sensor and actor nodes in a WSAN is tiecobtlata from the physi-
cal world and perform the necessary actions based on thectedl data. Considering the
physical architecture of WSAN, there exists three compa@)ergmely, sensor/actor field,
sink and task manager node. The field in which sensors ansas®distributed is known
to be sensor/actor field. The node that monitors the netvgoskid to be a sink node and
it communicates with both the task manager node and sensmrfeeld. Based on the ex-
istence of central controller, the physical architectur@4$SAN can be divided into two
types B]. One is automated architecture (refer Figl) and the other is semi-automated
architecture (refer Fig2.2). In case of former architecture, the sensors detect the phe
nomenon and transmits the data to the actors where the giogas done and suitable
actions are initiated. There exists no central controlfef laence it is called as automated
architecture. In case of latter architecture, the sink asta central controller and collects
the data and coordinates the suitable actions to the acti@snoThe selection of archi-
tecture depends on type of applications. The semi-autah@thitecture is similar to the

existing architecture of wireless sensor networks. Padtocan be adopted. In case of au-
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Figure 2.1: Automated Architecture in WSAN
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Figure 2.2: Semi-Automated Architecture in WSAN

tomated architecture, the data transfer is from the sems@stors. This approach reduces
latency as compared to the semi-automated architectureswwhe sink communicates to
actors which are separated by a large distance from the sué n

In semi-automated architecture, the sensed informatipassed from the sensor nodes
to the sink. Hence, the sensor nodes have to participateimogkaying the data and when
one of these nodes fails, it may result in the loss of a commethereby losing the net-

work connection. There is more of a chance that sensor naaesime sink have a higher
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probability of failure than the remaining nodes. In automglaarchitecture, the sensed in-
formation is passed from sensor nodes to the actor nodes.sdisor nodes which are
at one hop distance from the actor nodes have a higher loadtafrdlaying. Different

actors will be triggered for each event. This implies thdaymg sensor nodes will also
be different for each event. This has the advantage of anyedesiributed relay load on

the nodes. From this, it is obvious that the automated actite has a longer life time
compared to the semi-automated architecture. Howevesdieetion of architecture is ap-
plication dependent. In this thesis, energy efficient dathegying algorithms are designed

for automated architecture.

2.2 Applications of Wireless Sensor and Actor Networks

The advances in technology allows the applications of WSANgrious systems for mon-
itoring and decision making, such as agriculture micraalie control, military, home au-
tomation, early detection of disaster, monitoring heatthemical and biological attack

[2, 22]. An overview of main application areas of WSANSs are statddwee

1. Environmental Monitoring:Environmental monitoring applications are one of the
most important applications of WSANSs. It includes, the eanigdiction of natural
disasters, such as flood and earthquake. In the smart ¢ii8ANs help to monitor
the quality of air and water2l]. In case of fire accidents, sensors relay the location
and fire intensity to water sprinkler actors so that the fire loa extinguished before

spreading.

2. Smart Home Application®Nowadays, home automation demand has increased rapidly
[26]. In the smart home, motion and light sensors detect peoyldteen actors exe-
cute appropriate actions based on the user preferencesoiMy Controlling lights,
automation in electronic appliances, power controllirgnle security are highly rec-

ommended applications of WSANs for smart home.

3. Health Monitoring: The wireless sensor networks found the way to monitor the

health using various types of sensors which are embeddédnibddy of a patient.
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WSANSs assist the patients through warnings. Sensors widgrated GPS offer
emergency help at a particular place. Advances in this egpdns would achieve
enhancement quality of life for patients and the medicaltireent will be more flex-

ible and controllableZ7].

4. Smart Transportation Application§:he WSANSs provide traffic monitoring, jam re-
porting, vehicle accident alerts and intelligent trafficmagement systen2p]. Syn-
chronization among components and delay are critical sssugmart transportation

systems.

5. Agriculture and Forest ApplicationsWireless sensors provide many solutions to
improve the quality of agricultural products. The major lggtions include crop
management, smart irrigation, soil monitoring, weathedpotion and plantations.
The WSANSs also provide significant solutions for various éssin forest like fire
detection, flood detection, animal monitoring, animalkiag and forest health mon-
itoring [28]. Energy efficiency and reliable data transfer are impdrissues in agri-

culture and other monitoring applications.

2.3 Communication Architectures in Wireless Sensor Net-

works

The current network topologies that are best suitable for W& star, mesh, tree and
clustered hierarchical architectures (refer Fy3 and Fig. 2.4). Each topology has its
advantages with its own performance metrics. Also, therorgdion of the network and its
connectivity are affected by the network topology. It isoalgrth noting that the topology
plays a major role in the design and construction of a wisetesor network. The major
topologies such as star, mesh, tree and clustered hierat@rchitectures are discussed
below.
A star topology is the simplest one that can organize thesemsles 29]. Each node

is connected individually to a central node which is alsdéechihe hub or a sink node. The
central node can act as a base station or a gateway thatylzectmunicates with the base

station. The nodes which are connected to the central nedsat to be the remote nodes.
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Figure 2.3: (a) Star topology (b) Mesh topology
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Figure 2.4: (a) Clustered topology (b) Tree topology

In case of star topology, the only communication is betweeerdral node and the remote
sensor nodes, but not among the remote sensor nodes. Invailds, the remote nodes
are capable of sending and receiving the messages to andHeooentral node and they
cannot exchange messages among themselves. This form ofwdoation results in less
consumption of energy for any remote node. This minimizegrgy consumption is the
main advantage of the star topology. Also, the failure of emote sensor node does not

affect the overall functioning of the network. Howeverlda¢ of the central node is the
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bottleneck which makes the network less reliable. This abse, the central node is the
controller of all the remote nodes attached to it. Hencejlsipoint of failure at the central
node is treated as the major disadvantage for this type aidgyp. Further, the central
node should be within a particular radio transmission rargemay not be a choice for the
applications where a robust network is required.

A mesh topology organizes the sensor nodes in such a wayabhatrmde is intercon-
nected to as many sensor nodes as possible in a non-hieanetzinner29]. Basically, it
is a local network topology in which each sensor node is degalsend and receive mes-
sages. This is opposed to the star topology where the datasflomly between the central
node and remote nodes. Unlike star topology, there is ndesmgde that is responsible
for data transfer and dependency on one node do not existsh metworks. Also, every
node in the network acts as a router and relays the inform&tiedhe neighboring nodes.
In order to relay the messages, mesh topology makes usehef eit the two techniques,
namely, flooding or routing. Moreover, if any node in the natkvfails, mesh topology has
the capability of dynamically distributing the work to otlremote node. This is the reason
that makes the mesh topology more fault-tolerant. Alsoaasmpn and modification of the
network can be done flexibly without disrupting the otheremuoh the network. Therefore,
the mesh topology has high scalability. However, as the rurabnodes increase, the cost
of the network also increases. Since it is a multi-hop nétwtire nodes which are close
to the base station may drain fast and this effects the lif@g®f the network. Also, due
to the increase in the number of hops, there is a possildiéymessage delivery time also
increased. Hence, the efficient way of organizing the ndéwsto minimize the amount
of messages that are being transferred between the nodisscarhbe achieved by parti-
tioning the nodes into groups also called as clusters antbgwogy is named as clustered
hierarchical topology.

Clustered hierarchical topology is a multilayer model in ethihe lowest layer sensor
nodes in the WSN are grouped to form a clusg&8.[ The local neighborhood information
in the sensor nodes is used to create the clusters and ardieste is being elected as a
representative of a particular cluster. Electing a cluséad mainly depends on the factors,

such as the total number of sensor nodes that are neighbtie twodes that participate
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in the election, the proximity of the nodes to the base statibe total energy resources
available etc. Further, the cluster heads of the lower layegrouped to form the clusters
at the higher layer. The election process for a cluster heagpieated among the nodes in
this layer too. This process of repetition at each layerltesu a hierarchy of clusters. In
summary, this hierarchical structure represents a treehiobhwthe root node is called the
sink, cluster heads are the internal nodes and the senses aotk as leafs. Even though,
it looks like a tree topology, it follows the multi-hop roog which is common in mesh
topology. That is, the paths between the lower and high@&rtagan be multi-hop routes.

The main advantage of clustered hierarchical topology esetfficient distribution of
workload among the nodes. Also, the cluster head may varytamdot fixed. A cluster
head is responsible for communication within the clustetasy also known as intra cluster
communication and communication among the cluster heaatdwmareferred as inter clus-
ter communication. As it is already said that the commurocais done using multi-hop
routing, the nodes that are closer to the base station redacesnergy faster as compared
to the other nodes. This is due to the fact that there will gé kiaffic at these nodes which
are closer to the base station. Also, this effects the né&twoverage area and may result
in hot spot problem30]. Moreover, there exists few challenging issues, such lastsen
of appropriate cluster head, rotation process involvethénsielection of new cluster head,
and the number of nodes to be formed as a cluster.

In this thesis, Chaptet and Chaptef are based on tree-based WSANSs. In Chapter
and Chapte6, flat WSANSs are considered.

2.4 Energy Efficiency in Wireless Sensor Networks

Energy efficiency is a major issue in the design of commuitngtrotocols in a wireless
sensor network. The lifetime of the network depends on tleeggrefficiency. The lifetime
of wireless sensor network is represented in several wattseititerature 1]. Network
lifetime is estimated using different energy consumptiardeis based on network topolo-
gies. There have been studies on lifetime and energy cortganrgstimation models in

WSN [5, 7, 21, 32, 33]. In [7], Bhardwajet al. have derived upper bounds on lifetime for
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data gathering in sensor networks. Waatcal. [5] have estimated the energy consump-
tions of bottleneck zone in energy constrained wirelessaemetwork. In 2], Leeet al.
have estimated the upper bound on the network lifetime isteftbased sensor networks.
Routet al[33] have estimated the lifetime of WSN by considering duty cyoid network
coding. Pantazist al. [21] have provided an exhaustive survey on energy consumption
models in wireless sensor networks.

Bhardwajet al. [7] have demonstrated that lifetime of the network dependsaotofs
like region of observation, the source behavior, basesstétication, radio energy and path
loss parameters characteristics, number of nodes andl iertergy. The study considered
the following parameters to quantify energy consumptiofs.,.., F,, and F,, are the
energy consumptions by a sensor node in sensing, receimohggansmitting data over a
distanced, respectively. The energy consumptions are giverkhy,. = as, E,, = a2,
E;, = a1 + aed™, where,aq; represents energy consumption per bit by the transmitter
electronics,a, denotes the energy dissipated in the transmit op-amprepresents the
energy consumption per bit by the receiver electronigsdenotes the energy cost for
sensing a bit. The authors assumed that the energy modmh/kjgg path loss behavior
(n is path loss exponent). The authors have derived an uppedbau the lifetime for a
linear multi-hop wireless sensor network. The energy comngion for relaying a bit over

distanceD is bounded as

n D

Erelay > aln_ 1d .
char

— (12

where,d.., is an optimal hop length andl;,., = {1/% ap = aqp + aga.

Wanget al. [5] have considered a bottleneck zone in a wireless sensoorietwhe
authors have analyzed that the energy resources of the nulds the bottleneck zone
imposes upper bounds on the network performance. Furtiestudy derived the perfor-
mance bounds by considering the network deployment vasalsuch as the number of

nodes and size of deployment area.
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2.5 Sink and Actor Mobility in Sensor Networks

In a typical sensor network, a node relays the sensed datakasde using multi-hop
path communication. The nodes (bottleneck zone nodes)wére near to the sink node
consume more energy than other nodes in the network due wy llata traffic towards
the sink nodej]. Therefore, the energy of bottleneck zone nodes will bdated quickly
and the network will be partitioned which leads to disruptad the data gathering process
to the sink. This problem is called the hotspot probl&].[ Mobility of the sink node
relieves data traffic burden of the bottleneck zone nodegahdnces energy efficiency. A
mobile sink moves across the network to collect sensed datathe nodes (it spreads the
energy drainage of bottleneck zone nodes to the entire mewdhis results in uniform
energy consumption. Thus, mobile sink provides load batanienplicitly. Mobility of
sink (or any actor) reduces the data dissemination pathsnitr@ases the throughput and
reliability with reduction in energy consumption. In spam@nd disconnected networks,
mobile sink gathers the sensing data from isolated portbtise network whereas a static
sink cannot gather data from disconnected regions.

A mobile sink can collect the sensed data either by peridigitaoding the fresh posi-
tion of mobile sink to the network or by traveling through aoomication range of a sensor
node. The first approach suffers from the overhead of floodirfge second approach is
energy efficient due to less overhead of control packets. édew the nodes need to wait
for the sink to transmit data. A large delay of mobile sinkitvisay lead to dropping of
packets (due to buffer overflow of a node). In recent studhes mobility has been used
not only for gathering the data but also for recharging theéesd35, 36]. A charging ve-
hicle is equipped with resonant coils that moves across ¢h&ark to recharge the nodes
via wireless energy transfer. In some of the studies, a raabarger is combined with a
mobile base station for data gatherirdy,[4].

In the literature, three sink mobility classes are discdisbobile Base Stations (MBS),
Mobile Data Collectors (MDC), and Rendezvous-Based solutidéls [The sink mobility
is classified into two categories: random mobility and colled mobility. In random

mobility category, a mobile sink moves randomly over thenoek and collects the data.
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The random mobility schemes are easy to implement but thiéégrduom uncontrolled
behaviors and poor performances. In controlled mobilitggary, the trajectory of mobile
sink will be scheduled in such a way that the delay of datavdsftican be reduced. Data
gathering protocols based on the random mobility categorypeesented in39, 40, 41].
Shahet al. [39] have designed an architecture where mobile entitiesgdMIULES) collect
data from sensors when they come closer to the sensor nau¢40],l Tong et al. have
proposed a network architecture cal®@insor Networks with Mobile Agef@ENMA) for
low power and large scale sensor networks. In this modeljlmagents communicate with
a large field of sensors opportunistically. The problem adrgn efficient data collection
has been addressed by Jaial. [41]. The authors have presented and analyzed the
MULE architecture to extend the lifetime of the network by miraimg the communication
responsibility of sensor nodes.

The works presented iR, 43, 44, 45] are based on the controlled mobility models.
Gandhanet al. [42] have proposed a heuristic approach that determines tlatidos of
mobile base stations to increase the lifetime of wireless@enetworks. Further, Wang
et al. [43] have designed a linear optimization model which detersiwisiting locations
of mobile sink and also waiting time at visiting locationg foaximizing the lifetime of a
grid network topology. In44], optimal movement of a mobile base station problem has
been provided using a provably optimal algorithm in wireleensor network. Lualp] et
al. have developed an analytical model which jointly consideability and routing for
characterizing the network lifetime.

Hossainet al. [46] have proposed equal energy dissipation condition by eplacie-
ment of nodes to ensure equal energy dissipation in wirglegge sensor network. Ren
al. [47] have considered data collection maximization problemrmiergy renewable sensor
networks in which a mobile sink travels along a predefinetd atollect data from sensors
and also discussed issues of energy renewable sensor3],IiGL et al. have discussed
delay-bounded sink mobility problem by a mathematical nhaa&vhich issues, such as
sink scheduling, data routing, bounded delay are congidéJeneret al. [49] have intro-
duced a hybrid rapid response routing protocol for a wikelesly area sensor network to

transmit delay sensitive data for patients. A mobile datiector has been introduced by
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Raoet al. [6] to prolong the lifetime of sensor network. 16][ heuristic traveling paths
for a mobile actor have been designed under two constraiatagly,data overflow on a
sensor nodandtimeliness of each data

Ma et al. [50] have proposed a greedy algorithm where single and mulaleile data
collectors are considered for data gathering. It focusethermproblem of minimizing the
length of data gathering tour. The authors also considetipieicollectors to gather data
for applications with strict distance and time constraimts[51], Zhaoet al. have studied
the tradeoff between energy saving and data gatheringchatenmobile data gathering.
Zhaoet al. [52] have proposed an efficient data gathering scheme whichameadesign
of mobility and space-division multiple access (SDMA) teicfue in WSNs. The authors
focus on minimizing the data gathering time by exploringtthee-off between the shortest
moving tour and the full utilization of SDMA.

In this thesis, a model for mobile actor has been formulatetpsesented in Chaptar
The bounds on visiting times and contact times are estinfateailmobile actor to mitigate

buffer overflow problem.

2.6 Duty Cycling in Sensor Networks

Duty cycling is a widely used mechanism to reduce energywops$ion in wireless sensor
networks p3]. It aims to reduce the sleep state of sensor nodes and s&tka network
life time consequently. The two possible states of a sense areactiveandsleepstates.
A duty cycle can be defined as the ratio of the time spent ivastiate to the total time.
In other words, the fraction of time a sensor node is activenduits entire life time in
a wireless sensor network is said to be its duty cyblg B3]. Basically, there will be a
longer life time by choosing appropriate duty cycle. Geligra node turns off most of the
components when no communication takes place and goe<s stiate $3.

In the process of reducing the time of sleep state, dutygcetiechanism must reduce
collision rates and control packet overhead. Moreovemarease in collision rate and con-
trol traffic can cause serious energy consumptts). [Duty cycling mechanism may also

affect the network coverage and connectivity. Hence, rddoay can be introduced during
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the deployment of sensors so that lower duty cycles do netttifie network performance
[54]. Even though redundancy helps in avoiding the degradatioretwork performance,
fixing the redundancy level is not a simple task. Also, themwiallenging issue in de-
signing a duty cycle mechanism is to determine the activesée®p state schedule. Based
on the above issues, duty cycling can be classified into twesynamely, random duty
cycling and coordinated duty cycling4, 53, 33].

In case of random duty cycling, the manner in which a sensde i®made active and
sleep is independent of the other sensor nodes. This faehebs nodes being independent
of each other leads to zero control packet overhead and akesthe random duty cycling
a simpler mechanism. Whereas, in coordinated duty cyclmgsensor nodes communi-
cate with each other and exchange the messages to make ttregraad sleep. This way
of coordinated sleep schedule results in more robust n&tinderms of network connec-
tivity and coverage. But, the problem is that more energy laliconsumed in achieving
the coordination among the sensor nodes.

The random and coordinated sleep mechanisms based on Werkebverage using
low duty cycling have been studied by H®n al. [55]. In their work, the authors have
presented two scheduling algorithms for random sleep aodlomated sleep respectively.
They have studied the performance metrics, such as covexsgasity and coverage inten-
sity [55]. Further, a detailed investigation on random duty cycléeless sensor networks
based on the coverage intensity has been discusséd]inilhe problem of enhancing the
lifetime of a network using duty cycle in a wireless sensdmoek has been addressed in
[33).

In [5€], a distributed delay efficient data aggregation schedutiechanism has been
proposed for duty cycled WSN. Yaai al. [57] have proposed dynamic duty cycle schedul-
ing schemes to reduce sleep latency and achieve the balaneegy consumptions for
an energy harvesting WSN. Wat al. [58] have proposed a delay aware energy efficient
flooding mechanism for synchronous duty cycled WSNs.

In Chapters6, a coordinated duty cycle WSAN has been considered. In thik,wdoity
cycle of a sensor node is determined to achieve the susiltynaiban energy harvesting

sensor actor network.
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2.7 Network Coding in Wireless Sensor Networks

The term network coding is firstly introduced by Ahlswestal. [59]. Network coding is

a novel technique that has been introduced in multi-hop owdsvfor improving network
throughput and reducing packet delay. In coding technioptermediate nodes encode the
data packets before transmission. Network coding redingesumber of transmissions in
the network and therefore, improves the network energyiefity. In WSNs, packets will
be dropped due to unreliable wireless links and node faluhe WSNs, network coding
has been incorporated to improve the performance of a WBSN [

In [59], the messages received at the intermediate nodes aredrgnged before for-
warding and this results in reduction in the network trafiad. The network information
flow problem is also introduced ib]. Ahlswedeet al. have considered a point-to-point
communication network. The scalability, throughput anficieincy of the network have
been improved in49]. Further, in B9, the authors have proposed a mechanism to maxi-
mize the network information flow. This mechanism involvesuping of multiple packets
and transmits them instead of simply forwarding the reckpackets. In§0], the num-
ber of grid transmissions and circular configurations aeBsed in-order to increase the
life time of the network nodes. This is achieved because eftwork coding mecha-
nism. They also present the interaction amtmaffic rate, energy of the nodesdensityand
the number of nodedHonget al. [61] have proposed a network coding based distributed
algorithm for data gathering to maximize the network lifeti. Wanget al. [62] have pro-
posed an algorithm for the 2-hop information exchange in WBi¢y have also tested the
algorithm ongrid andrandom topologies

The encoding technique improves the network bandwidthieffay in comparison
to the traditional store and forward mechanish3][ In wireless networks, packets are
dropped due to the link failures. Al-Kofahi and Kanedlal. [64] have designed a network
coding based approach to mitigate the effect of packet I&sasure coding is a popular
technique to increase the data transmission reliabilitgdryerating redundant data. Srouiji
et al. [14] have designed a reliable data transfer scheme (RDTS) usasgre coding to re-

duce data redundancy and to improve the network lifetim¢l4h encoding is performed
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hop-by-hop manner i.e. an intermediate node determinesuimder of redundant packets
adaptively for next hop. A network coding based communicaparadigm has been pro-
posed by Rouet al. [33] in a wireless sensor network to reduce traffic load in bo#tk

zone. In B], an adaptive data aggregation strategy using networkgdtas been proposed

to improve the energy efficiency in a clustered sensor nétwor

2.7.1 Linear Network Coding Technique

In this section, a linear network coding process is explthihet us assume thatpackets
(Cy, Oy, ..., C,) are sensed by source nodes in a network. These packetam@smttted to
the destination via intermediate encoder nodes. Assiéngetotal number of packets that
can be encoded into a single packet at a time and thereferauthber of encoded packets
generated by a encoder node:jg:. The encoding and decoding process of linear network
coding is explained below.

Encoding processThe coded packets are viewed as elements in finite figig2°),
where2? is the size of the finite field. In the encoding process, a netkets a sequence of
coefficientsg = (q1, ¢o, .-, ¢), called encoding vector, from finite filed£'(2%). A single
output packet is generated by linear combination of a set pdcketsG,(i = 1,2,...,n)
arriving at a node. The encoded output is generated by caongptite following linear

combination:

Y = zn: ¢:Gi,q; € GF(2°) (2.1)
=1
Every node in the network computes similar linear comborafas given in equatioh.1)
for transmitted data. The encoding vectgri§ also transmitted with the coded packet and
it is used in the decoding process by the receiver.
Decoding processA receiver node retrieves the original packets from the §éhe
ear combination of packets. Let, a node receigsY), ..., (¢™, Y™) (m is number of
received coded packets). The symbBlsand¢’ denote the information symbol and the

encoding vector for the¢'" received packet, respectively. To decode the coded patkets
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following linear equation need to be solved.
Y'=> ¢,Gij=1,..m (2.2)
=1

The above linear system (Equatiar) hasm equations and unknowns. A receiver must
receive at least linearly independent packets for proper decoding of theedqehcket. In
Equation2.2, the only unknown ig7; which contains the original data packets transmitted
in the network. The: number of original packets can be retrieved by solving thedr
system (Equatior2.2) after gettingn linearly independent packets. In the next section,
XOR coding mechanism is explained. XOR coding is a specis¢ e linear network
coding. In XOR coding, the network coded packets (that eemehts inGF(2) = 0, 1)

are forwarded in the network.

Intermediate node

A

[(a] -~ [B]
Q==
a@®)b a(¥)b

(a) (b)

Figure 2.5: (a) Packets exchange between two nodes usingré&@rk coding (b) The
Butterfly Network (Sources; andS; multicast their information to receivers, and R,)

2.7.2 XOR Network Coding

An example of XOR network coding scheme is presented inEiga) Node A andB are
not in the transmission range of each other and intermedaateC falls in the transmission
range of both noded andB. Thus, nodes! and B will exchange the data packets through
the intermediate nod€. In XOR coding, nod& relays coded packet: (b b) to nodesA
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and B with a single transmission, after receiving the packeasdb from the nodesA and
B, respectively. Then nodé decodes the coded packet (iiles (a$b))) to get the packet
b. Similarly, nodeB gets the data packet In the absence of XOR coding, relay node
needs to perform two separate transmissions for relayitigdata packets. Thus, network
coding reduces the number of data transmissions and imptbeebandwidth efficiency
[65, 66].

Fig. 2.5(b)shows the butterfly network where linear network codingeases the net-
work throughput $7]. Two source nodesy; andS;) have packets; andx, that must be
transmitted to the two destination nodég @ndR,), which each want to know both, and
x9. Each edge can carry only a single value at a tifRg receives both packets if all the
network resources are utilized by it. We could route the packfrom sourceS; along the
path AD and the packet, from sourceS, along the pat{BC, CE, ED};. Similarly, if re-
ceiver R, uses all the network resources, then it could also receitregarkets (the packet
x9 from sourceS, along the pathBF' and the packet; from sourceS; along the path
{AC, CE, ER). In multicasting, both receivers should receive the ptckinultaneously
from both sources. But, we can send only packet throughdiikper time slot. Routing
is insufficient to transmit both packets simultaneously dthidestinations. Using a XOR
coding technique, two source nodes can be transmitted hodastinations simultaneously.
NodeC' can take packets; andz, and XOR them to create a third packgt= =, & x»
and transmitted through edgér. R, receivesr; andx; @ x5 and it can decode to retrieve
x1 andz,. Similarly, R, receivesr; andx; @ xz, and it can decode to retrieug andxs.

XOR network coding increases the network throughput whelicasting.

2.8 Markov Decision Process Approaches in Sensor Net-

works

Wireless sensor network operates in dynamic (random) @mvients and most of the sys-
tem parameters are dependent on the environment fa&8rsTo achieve long lifetime

and low maintenance cost, a WSN requires adaptive and robehanisms to address
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data dissemination, topology formulation, sensing cayerand other resource optimiza-
tions. In these problems, a set of optimized decisions go@Eimust be taken to achieve
design goals in WSNSs. In such stochastic environment, a mmttieal framework called
Markov Decision Process€MDPs) helps to model the system dynamics to optimize the
desired objectives of the networ&g]. According to markov theory, the future state of a
sensor node depends upon the current state rather thanghetae. MDP is a power-
ful decision making approach, which deals with the systeratian and adaptive policy
management (by selecting best actions in each state). Tpmtamt components of MDP
model arestates of the systerset of actions or policiestate transition probabilityreward
functionanddecision epoch68].

Alsheikhet al. [68] have discussed applicationsmobrkov decision proceder a wire-
less sensor network to solve the resource management.isShese are various models
(designed based on markov decision process) that deal gtlissues of delay-energy
tradeoff in WSNs. Liret al. [69] have designed a MDP based algorithm for delay-sensitive
WSNs under dynamic environments. The algorithm enablesdbdesto determine their
appropriate transmission power to maximize the netwotkyutA node’s propagation gain
of wireless channel and queue size are considered to deBnd@P’s states. Similarly,
Haoet al. [70] have analyzed the energy consumption and delay tradesémsor net-
works using markov decision process framework. @ual. [71] have developed a MDP
based opportunistic routing protocol with controlled sanit power level in WSN. This
scheme reduces the end-to-end delay and consumes lesg én¢rg], a markov decision
process model has been designed by Mohagitia. to solve the energy-delay trade-off
issue for network coding decisions in a two-way relay nekwan [73], the MDP approach
achieves an optimal tradeoff between energy efficiency anthtunication performance.

MDP has been used to solve neighbor discovery problems in WBNS5]. In [74],
Madan and Lall have considered the problem of neighbor desgofor a randomly de-
ployed sensor network. A MDP model is designed to solve thghber discovery prob-
lem to minimize energy consumption. liAg], Stabellini extended74] and developed an
MDP-based neighbor discovery algorithm using dynamic @ogning for WSNs. InT4],

the authors have not considered the contention windows @aligiens in dense networks.
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This limitation has been addressed T

In energy harvesting sensor networks, various MDP baseceimnade proposed to bal-
ance the tradeoff between the energy consumption and hiayelslurtaza [ 3] et al. have
proposed an optimal data transmission and battery chapgilicy for solar powered sen-
sor networks. Markov decision process has been incormgbtatenodel the behavior of
a node. A markov decision process approach has been préterdealyze the optimal
recharge policies in a rechargeable sensor network by Mised [76]. Kar et al. [77]
have addressed an optimal sensor activation problem inheargeable sensor network to
maximize the network performance. Fernandez-&ed. [ 78] have proposed MDP based
censoring policy to optimize the expected sum of transohitieessages in harvesting sen-
sor network. Rougt al. [79] have proposed anarkov decision procedsased switching
algorithm for a rechargeable sensor network to increagaisasility in a data collection
tree.

In Chapter3, an adaptive buffer management using markov decision psdtas been
designed to reduce end-to-end delay and to improve enefigieaty in tree-based wire-
less sensor and actor networks. In Chagtest markov decision process is designed for
opportunistic network coding decisions and determinirggléivel of packet redundancy in

the network coding process for reduction of data transonssi

2.9 Fuzzy Logic in Wireless Sensor Networks

In the literature, several studies are performed on fuzagthapproaches to analyze the
network lifetime BO, 81, 82]. Fuzzy logic is a suitable technique for making real time
decisions and modeling uncertainties of a system. Morefwezy logic controller can be
used by combining different parameters and rules and tloaluge a result. Fuzzy logic
is less complex and flexible and it requires less computati@sources. In classical set,
an element is associated with zero or one. However, in fuegzyesery element is associ-
ated with some degree of membership. The fuzzy logic syséanstfown in Fig2.6) has
four modules, namely, fuzzifier, fuzzy rules set, fuzzy refece system and defuzzifier. In

the fuzzifier module, membership functions are used to deter the membership values
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Figure 2.6: Block Diagram of Fuzzy Logic System

and membership levels (linguistic levels) for given crigsput parameters. Fuzzy rules can
be generated using experimental data or heuristic datazyRnference system infers the
fuzzy output by applying the fuzzy rule set to the memberéiigtions. Finally, defuzzi-
fier transforms the fuzzy output value to a crisp value. Cesheirod maximum methods are
well used techniques for defuzzificatiodd] 84, 17].

In the existing works§5, 86, 87, 88, 17], fuzzy logic systems have been used in wire-
less sensor networks for cluster head selection, efficiecisgbn making, network lifetime
maximization, energy consumption minimization and efficie®uting protocols. In wire-
less sensor networks, fuzzy logic approaches are desigrieahtle uncertainties in clus-
tering algorithms§5, 86, 89]. Generally, fuzzy logic helps in blending different cleshg
parameters for selecting a cluster head. Gupta et&t] Have proposed a novel mech-
anism based on fuzzy logic for cluster head selection in W3Ned& fuzzy descriptors
(residual energy, concentration, and centrality) are ickemed for cluster head selection.
In this centralized approaci8%], each sensor node forwards its clustering information to
the base station and cluster heads are selected centraftyetal. [86] have developed
a distributed cluster head election approach based on.fuz46], cluster head (CH) is
selected by using two fuzzy descriptors (residual energylacal distance). Moreover,
Anno et al. B7] have desgined a cluster formation and cluster head setentechanism
in WSN. The fuzzy parameters, remaining battery power, nurabeeighbor nodes, dis-
tance from cluster centroid and network traffic, are empddpethe process of cluster head

selection. They have shown that remaining energy and nuailighbor nodes are more
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important parameters than the distance. Bagci et&4] Have proposed a fuzzy unequal
clustering algorithm which adjusts the cluster head ratiysonsidering the distance to
the base station and residual energy as fuzzy parametassafjproach solves the hotspot
problem by decreasing the intra-cluster work of the sensdesa which are closer to the
base station (or have less residual energy). Ran e8&lhpve improved LEACH protocol
using Fuzzy Logic by considering battery, distance and rimhsity as fuzzy parameters.
The above fuzzy based clustering algorithms are designeedban the LEACH protocol
and considered residual energy as fuzzy parameter for tbetiom of cluster head. How-
ever, Leeet al. [17] have considered predicted remaining energy in a fuzzyclbgised
clustering approach. Also, the authors introduce a modestionate the predicted energy
consumption.

In [90], Ni et al. have proposed a cluster head selection approach basedaycfuz-
tering and particle swarm optimization (PSO). The fuzzystdung has been proposed for
initial clustering of sensor nodes. In the improved PSOfitmess function is designed
by considering the energy consumption and distance fa@brsensor network). Neam-
atollahi et al. [80] have addressed the energy wastage overhead which is ithpaose
consecutive reclustering of nodes. BO], a fuzzy-based hyper round policy sets the clus-
tering task dynamically. A fuzzy inference system is useddtermine reclustering time
by considering two fuzzy descriptorgnergy budget of a nodend distance to the sink
Arjunanet al. [81] have proposed a fuzzy logic based Unequal Clustering andCaldny
Optimization (ACO) based routing to eliminate hotspot pesbland to extend lifetime of
network. This hybrid protocol proposed for cluster heaegdatsbn, inter-cluster routing
and cluster maintenance. In the fuzzy inference systengualsenergy, distance to BS,
distance to its neighbors, node degree and node centraitgansidered as input vari-
ables and probability of becoming cluster head and clusterae considered as output
variables. Collattaet al. [16] have proposed a fuzzy logic based mechanism to compute
the sleeping time of sensor nodes in an industrial wireleas@ network to improve the
energy efficiency. In16], a particle swarm optimization (PSO) algorithm is presertb
obtain the optimal values and parameters of the fuzzy logndroller. The mechanism de-

fines the sleeping time of sensor nodes based on batteryaesab the ratio of throughput
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to workload. Nayalet al. [82] have proposed an energy efficient clustering algorithm us-
ing fuzzy logic for WSNs. In91], Yousafet al. have proposed a fuzzy logic based power
allocation scheme for a cooperative and delay constragrggrharvesting wireless sensor
network.

In this thesis, fuzzy logic system based mechanisms argmssiin Chapteb and
Chapter6. In Chapters, routing decisions are taken using a fuzzy logic system loy co
sidering network resources, such as residual energy,tguillink, available buffer size
and distance. In Chaptér the proposed fuzzy logic system determines the expectigd du
cycle value by considering the residual energy, predictddsting energy and expected

residual energy.

2.10 Reliability in Wireless Sensor Networks

Reliable data collection is a primary goal for various apgtiiens of wireless sensor net-
work [13]. In WSNSs, the sensor nodes collect information from the mment and relay
to the sink or actor node using mutli-hop communication. Wheeless channel can be
affected by the adverse environmental conditions, such@g#infall, wind, high temper-
ature and movable obstacles. Thus, the quality of wireleks/aries dynamically with the
environmental conditions. Due to lossy nature of wirelesamunication, packets may be
lost during the data transmission. Retransmission and dethay are the two techniques
that are used in WSNs to enhance the reliable data transmisBmth techniques can be
performed based on either hop-by-hop or end-to-end. Maldrabal. [13] have discussed
several reliability protocols which are based on retrassion and redundancy.

The existing schemes (i2, 93, 94, 95, 96]) provide the reliable data transmission
based on the retransmission technique. Reliable Multi-@egifransport (RMST)J2] is
a transport layer protocol. It provides reliable data traission using selective negative
acknowledgments (NACKs). RMST performs loss detection arthe been developed
for multimedia applications in WSNs. lyat al. have proposed a Sensor Transmission
Control Protocol (STCP) in93]. STCP uses ACK and NACK for retransmission of a

lost packet. It is based on end-to-end retransmission meésrhan which a source node
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caches the packet until it gets an ACK from the sink. The keyufea offered by STCP
are controlled variable reliability and congestion datetand avoidance. Waet al. [94]
have proposed Pump Slowly Fetch Quickly (PSFQ) protocokiviis based on a hop-
by-hop downstream reliability mechanism. It is mainly lkhsa three operations (pump,
fetch and report). It performs the loss detection and datavery using retransmission.
Reliable Bursty Convergeca@BC) has been proposed by Zhagigal. [95] to improve
channel utilization and to reduce ACK losses. RBS is a windahésck acknowledgment
scheme and it considers adaptive timer mechanism in timed@$sransmissions to reduce
end-to-end delay. Tunable Reliability with Congestion Cdriwo Information Transport
(TRCCIT) has been proposed by Shaéttal. [96] to proved reliable data transmission for
WSNs. It uses hybrid acknowledgment and retransmissiorrsitnoeachieve reliable data
transmission in dynamic network conditions. Further, ST@E @RCCIT protocols are
suitable for continuous flow applications. RBC is developedifgh-volume bursty traffic
applications and RMST is for multimedia applications. Hoerthese protocol9p, 93,
94, 95, 96] are based on retransmission based mechanisms which prinadeliability at
high cost of communication overhead, energy consumptidmagmory utilization.

In the redundancy based retransmission approach, a lok¢fpacrecovered through
coding techniques. Redundancy approach improves botlbitglizand energy efficiency.
In [97], an energy-efficient and reliable transport protocol hesrbproposed by Let al.
to balance energy consumption and reliability in WSNs. Rdrél. [98] have proposed
a downstream reliability mechanism which ensures thebidilia from sink-to-sensors in
wireless sensor networks. A network coding based adaptshendant protocol has been
proposed by Weet al. [12] to determine the level of redundancy in a link to achievehhig
data reliability with low delay. Kelleet al. [99] have proposed a data collection protocol
called Sensecode to balance the energy efficiency and esdtpacket error rate using
network coding. Zhangt al. [100] have proposed a unequal redundancy level data collec-
tion scheme for a wireless sensor network to achieve highbigty. Basagniet al. [10]]
have considered mobile sink and delay issues. The autheesdefinedMixed Integer
Linear Programminganalytical model to find routes to the sink node for maxingzihe

network lifetime.
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In this thesis, energy efficient and reliable data gathesilggrithms are designed for
wireless sensor and actor networks. Primarily, reliabka dallection depends on packet
dropping rate. A packet may be dropped due to buffer overfloweliable link quality
and low energy levels of a sensor node. In Chapteghe problem of packet loss due to
buffer overflow has been considered. The problem of packgisddue to unreliable link
quality is addressed in Chaptér In Chapters, packet loss has been reduced due to an
efficient routing metric which is computed based on the liokldy, available buffer and
energy level. Further, Chaptéaddresses network sustainability issue in energy hanggsti
sensor and actor networks. In this work, reliable data dgfivs improved by achieving

survivability of nodes till next recharge period.

2.11 Energy Harvesting Wireless Sensor Networks

Wireless Sensor Actor Networks (WSANS) remain operatiooalifited amount of time
due to limited battery capacity of a sensor node A long operational lifetime of WSAN
is required for applications, such as monitoring foressfireiclear plants, object tracking
and military surveillance. Energy harvesting technologyvmes a long lasting lifetime in
WSAN [102. A node recharges battery in two ways: (i) through mobilargmg vehicles
and (ii) from the natural resources. In the first case, chagrgehicles move close to the
nodes and recharge the batteries via wireless energy éraeshnology 37, 4, 35, 36]. In
the second case, a node recharges its battery from the Inagswarces, such as solar light,
thermal, wind and vibration02, 18, 79].

The process of energy harvesting allows the sensors toctdhe energy from the
surroundings that include solar and kinetic energy. Ldkes,energy can be converted to
electrical energy and saved for future purpose or consurmgthbmoment. In an energy
harvesting technique, nodes’ energy consumptions anestamg energy predictions need
to be analyzed to know the power consumption behavior of aiotlleis allows to determine
the next recharge cycle. Energy saving mechanisms areeglduecause energy of a node
is limited in between the recharge cycles. Also, the vamatn the amount of harvested

energy among different sensor nodes could lead to unevéibditon of residual energy.
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Hence, energy balance is an important issue for designugnigpprotocols in harvesting
sensor networks.

Some of the studies3[, 4, 36, 35] are based on mobile charger models. Zlehal.
[37] have studied joint design of energy replenishment and giattaering in WSNs using
mobile collectors. However, they have considered energgwmption of data transmis-
sion only (but not consumption of data receiving and sensifigpe recharging rates are
also considered as constant instead of time-varying. Eyr@uoet al. [4] have proposed
a joint wireless energy replenishment and mobile data gath&amework by considering
all types of sensor energy consumptions and time-varyingreaf recharging time. In
[4], a multifunctional SenCar is presented for charging sensales via wireless energy
transfer. Data packets are collected via multi-hop trassions. Gucet al. [4] have pro-
posed an anchor point selection algorithm to determineg¢he@ nodes for recharging and
sequence of anchor points. Here, the anchor point repsepesition of a sensor node.
Shuet al. [36] have proposed a joint energy replenishment and schedoigahanism to
maximize the lifetime for rechargeable sensor networksst\dd the previous works have
not considered the moving energy consumption of the chgrgamicle and charging ca-
pacity in their models. Wanet al[35] have proposed a recharge scheduling problem under
such important constraints. Further, a mathematical medg#$o proposed to calculate the
minimum number of charging vehicles needed.

Tan et al. [18] have proposed a markov model to trace the energy harvepting
cess and discussed the rechargeable node’s performaredsaspuch as temporal death
occurrence probability, probability density of the resilenergy, stationary energy con-
sumption, packet blocking probability and queue lengtlridhigtion in data buffer. Zhang
et al. [103 have addressed the problem of system design of energy disryalevices
in terms of energy and data buffer. Further, Mistaal. [104] have studied constrained
relay node placement problem in an energy harvesting WSNHm®\&e connectivity and
sustainability. Dynamic activation of sensor nodes to rméze& system performance has
been presented by Kat al[77]. A markovian model has been designed for calculating
sensor discharge and recharge periods. Active time sdhgdukechanisms are proposed

for rechargeable sensor networks by Pryyenal[105. Dynamic activation policies for
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event capture in rechargeable sensor network have beeasadpy Reret al[106. Rout
et al. [79] have proposed a markov decision process based switchgogthim to achieve
sustainable data collection in a rechargeable sensor netio[79], a node recharges the
battery from the sunlight.

In this thesis, energy harvesting nodes are considered ipt&ta The nodes harvest
energy from the sunlight. Chaptéraddresses the sustainability issue in energy harvesting
sensor and actor networks. In Chapdeswitching decisions are taken based on the duty
cycle value to achieve the network sustainability. Furtbeordinated duty cycle schedule

has been considered to improve the reliable data delivery.

2.12 Summary

In this chapter, different types of network topologies imeléss sensor networks are dis-
cussed. A survey on energy efficiency and energy consumptariel has been presented.
Energy efficient techniques, such as mobile sink, duty ¢ywéwork coding based com-
munication have been discussed. An exhaustive suvey onomaidcision process and
fuzzy logic based approaches is performed. Further, fel@ddta transmission approaches
for WSNs have been presented. Energy harvesting techniquésaless sensor networks
are discussed. In this thesis, both energy efficient anahieldata transmission approaches
have been designed for wireless sensor and actor netwaskiieF, the work presented in
this thesis has been compared with existing approaches Iighature. In the next chapter,
an adaptive buffer management mechanism using MDP has lbesenped to address the

problem of packet loss due to buffer overflow.
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Chapter 3

Adaptive Buffering Algorithm using
Markov Decision Process in Tree-based
WSANS

WSANSs are a group of sensors and actors that are geographdestibuted and intercon-
nected by wireless links. Usually, sensor nodes are stdit@evas actors may move in the
monitoring area with self-awareness to fulfill the tasks Nodes in immediate vicinity of
actor (or sink) will be overburdened and the energy of theesaoalill be depleted quickly
while compared with other nodes in the network. This leadsetavork partitioning and an
actor cannot receive data from the sensor nofles [

In a WSAN, evaluation of the traveling schedule of mobile ait@n important issue
to reduce the dropping rate of packets. Further, buffeegtaiffer occupancy) of a node
changes dynamically in event-centric network. The buffetes of tiny sensors are limited
due to which some of the packets are dropped. The retrarismisthe dropped packets
leads to more delay and more energy consumption in the nketwberefore, there is a need
to estimate the bounds on the buffer occupancy and energguogstion in a tree-based
WSAN. Nodes in the network may get high traffic at a particulaet It will be beneficial
to drop the packets (which are generated at nearest serdes)rto increase the available
buffer space. However, the number of retransmissions dispen the buffer occupancy

(i.e. at which packets are to be dropped and number of patkétes dropped). Therefore,
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an efficient mechanism is required to find an accurate buff¢e $o drop minimum number
of packets so that average end-to-end delay and energyroptisas will be minimized.

In this chapter, a Markov Decision Process (MDP) based buffanagement mecha-
nism has been designed with varying available buffer leeEEensor nodes. The novelty
of the approach lies on applying MDP in a tree-based sensobi(e) actor network for
efficient buffer management. Further, energy efficiencyhefdystem is enhanced due to
efficient buffer management in dynamic traffic conditionsn@de determines the optimal
policy using the proposed algorithm to reduce the numbertnsmissions, there by,
minimizing delay and energy consumption. In this work, ggezonsumptions have been
estimated using an event-centric network traffic. A matheabmodel for actor has been
formulated to estimate bound on buffer occupancy and ermyggumption.

The major contributions of this chapter are as follows:

e Analysis of energy consumptions in tree-based wireless@ametwork while con-

sidering an event-centric traffic.

e Design of aMarkov Decision Process based buffer management mechdoisef
ficient data gathering by reducing the end-to-end delay emgtaving the energy
efficiency in a tree-based WSAN.

e Analysis of bounds on buffer occupancy and energy consamji tree-based sen-

sor actor networks.

The rest of the chapter is organized as follows. Initiallptivation and problem for-
mulation is discussed in secti@nl The proposed network model is introduced in section
3.2.1 In section3.2.2 energy utilization model has been presented. A matheaiaticdel
has been formulated in secti@r?.3for actor to formulate bounds on buffer occupancy and
energy consumption. In sectidh3, a Markov Decision Procesbased buffer manage-
ment mechanism has been presented to reduce the deliveny @l to improve energy
efficiency in tree-based sensor network. Performance attafuhas been done through

simulation studies in sectidh4. The concluding remarks are given in sectih

43



CHAPTER 3. ADAPTIVE BUFFERING ALGORITHM USING MARKOV DECISION PACESS IN TREE-BASED WSANS Section 3.2

3.1 Motivation and Problem Formulation

Improvement in energy efficiency can be achieved using raastor where actor moves
across the network to gather data from sensor nagle®psource constrained nodes store
the packets till a mobile actor collects the data. Therefpaeket dropping occurs when
nodes buffers are full (Packet dropping due to channel nigiset considered in this work).
The dropped packets are retransmitted by the source nodh Vaaid to more energy con-
sumption and delay in data delivery. Delivery delay redungseducing the number of
retransmissions. Nodes in the network may get high traffengttime, it would be ben-
eficial to drop the packets generated from nearest source todchprove available buffer
space. In our work, an adaptive buffer management technisjmgMarkov Decision Pro-
cessis proposed to determine the buffer states at which the paekid be dropped to
reduce average delivery delay and energy consumption imeh&ork. Different MDP
policies are formulated to achieve lower delivery delaye Ttcus of this work is to esti-
mate the energy utilization in tree-based WSAN. Furtherntbek focuses on formulating
a mathematical model for mobile actor and analyzing the uppend on buffer occupancy

and energy consumption.

3.2 Estimation of Energy Consumptions and Network De-
lay in a Tree-based Sensor Network with a Mobile Ac-
tor

In this section, a network model is introduced. An energyscomption model has been
presented to estimate the energy utilization for the nétwaodel. Further, a mathematical
model is formulated to estimate upper bound on the buffeupaccy and energy con-
sumption in the sensor tree. Buffer of each node is modeletyusi/)/1/b queuing
model [L07] to analyze the end-to-end delay in a sensor tree. Energyucoption and

delay for retransmission of dropped packets have beenastin
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Figure 3.1: Tree-based Sensor Network with Mobile Actor

3.2.1 Network Model and Preliminaries

A tree-based wireless sensor network is considered with kilenactor (shown in Fig.
3.1). Tree based topology avoids flooding and data can be semj usiicast instead of
broadcast. The topology saves energy than flat topology adifig is not necessary for
data communication (for establishing the data forwardiathg). Sensor nodes get more
opportunity to aggregate or pre-process the data in treeebtopologies. In a tree-based
topology, scalability is limited up to a certain number opttes of the tree. The topology
works well for medium sized networks, but has scalabilityitations that degrade perfor-
mance for larger sensor network. However, negative efigfotiense deployment may be
reduced using the transmission and duty cycle schedulitigeadensor nodes.

Sensor trees are disconnected and mobile aet) €ollects data (shown in Fig.1).
Data acquisition is done through the mobile actor. A sensa ;) is modeled ag; =
(V,E), whereV = {ug,v1,...,v,} denotes set of sensor nodes,is a root node and
E represents the set of the communication links. Each sermt® has maximum of
children in a sensor tree. In the proposed network moded] tatmber of disconnected

sensor trees is assumedragnd the communication ranges of a sensor node and an actor
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node areR and R,, respectively. Communication range of root node in a senseris
defined adData Collection RegiofDCR). In a sensor tree, sensors (are stationary) store
their generated data (by monitoring the events) and forw@tteir parent node. Mobile
actor collects the data from all data collection regionsr{frroot node of every sensor
tree) by traveling around the network (refer Fi§.1). Contact time(t;) is defined as
the amount of time the actor moves in the data collectionoregif the sensor tre€rl;).
Depending on the contact time (not constant), the mobileraadjust its speed to collect
maximum number of packets which are available at a senser tire our work, due to
limited transmission range of sensor nodes and limitedoiglof mobile actor, the system
is considered as collection of sensor trees. In the proposedork model, when mobile
actor enter into the data collection region of a tree, evenser node in same tree relays
its data to the respective parent nodes. Further, mobite adorms the contact time to
nodes in the sensor tree to adjust their data transfer ratesd® nodes manage their buffers
to reduce the dropping rate of packets based on the nexnhygisitne of the actor.

In this chapter, a packet at nodkeis called as lower priority if it is generated by nearest
source nodey. Sensor nodes store the data till a mobile actor collectsléite. Nodes in
the network may get high traffic at any time. Packet droppieguos when node’s buffer is
full. The dropped packets are retransmitted by the sourde.niéthe dropped packets are
not lower priority packets, then consumes more energy ansecdelay in a data delivery.
It would be beneficial to drop the lower priority packets tgiove available buffer space
so that higher priority packets should not be dropped. Thatioms are mentioned in Table
3.1

3.2.2 Estimation of Energy Consumptions

In this section, an energy consumption model is presentedtimate energy utilization of
a sensor tree in the proposed network architecture (se&Hig.

Energy consumption in the proposed architecture has be@nagsd by using the
model described in7, 8]. E.se, Err and £, are the parameters used to quantify en-

ergy consumptions by a sensor node in sensing, receivingrandmitting data over a
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Table 3.1: Summary of the Used Notations
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Symbol Description

T; Sensor tree-

T, = (V. E) | V is set of sensor nodes amidlis set of edges

A, Mobile actor

m Number of sensor trees

n Number of sensor nodes in a sensor tree

n Maximum number of children of a sensor node

R Communication range of a sensor node

R, Communication range of an actor node

b Sensor node’s buffer capacity

DCR Data Collection Region

t Contact time of a sensor tre€;}

Q11 Energy consumption per bit by the transmitter electronics

Qg Energy consumption per bit in the transmit op-amp

Q12 Energy consumption per bit by the receiver electronics

a3 Energy consumption for sensing a bit

Qaq Q11 + Qg2

n Path loss component

[ Size of generated data by a sensor node per event

g Average rate of occurrence of events

Ry Radius of a bottleneck zone

H Radius of a sensor tree

k Maximum number of hops in a bottleneck zone

h Height of a sensor tree (in terms of hops)

Pt Node density in a sensor tree

AC,, Energy consumption by sensor nodes for the
overhearing of data

A; Area of a sensor treg

At; Time between the last visiting time and current visiting
time of the mobile actor at sensor trée)(

T} Upper bound on\t;

ec(v;) Energy consumption node for sending and receiving
data in one unit of time

eg(v;) Energy consumption nodg for sensing operation in
one unit of time

E(v;) Residual energy of nodeg

fej Size of incoming data from node to the nodey;
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H - Radius of sensor tree
O O R, - bottleneck zone radius

Figure 3.2: Bottleneck zone in a sensor tree

. Root node of a sensor tree
R,-Bottleneck zone radius

Figure 3.3: A bottleneck zone of radidg at root of sensor tree

O sensor node

Figure 3.4: Buffering model with children

distanced, respectively. The energy consumptions are givethy,,. = as, E., = aia,
E,. = ay; + a»d®, where,a; represents energy consumption per bit by the transmitter

electronics¢; denotes the energy dissipated in the transmit op-amyrepresents the en-
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ergy consumption per bit by the receiver electronigsgdenotes the energy cost for sensing
a bit andn represents the path loss component. The energy consumptionr model are
estimated by considering an event-centric applicat8nHurther, is the size of generated
data by each sensor node per event amglthe average rate at which events occur per unit
time [32]. Therefore, energy consumption for sensing is represeages/tS in timet.

Nodes around the root in a sensor tree form a bottleneck Zjrfe=fer Fig. 3.2). R,
is the radius of bottleneck zone arifl is the radius (longest distance from root node to
any leaf node in a sensor tree) of a sensor tree . Maximum nuofl®ps presented in a
bottleneck zone i& and height §) of a sensor tree is defined as the longest path (number
of hops) from root node to any leaf node in a sensor tree. Frengsumption of the sensor

tree ([;) till time ¢ is given by EC;;

(ﬁh+1 —_pk+1 )ltﬁ

Ry 2
EC; = (ﬁthl — DasltB + Z C; _|_/ / p(x1)ltBpyrdfdr
0 0

=1

H 27
+ / / p(x2)ltBpyrdddr + AC,, (3.1)
R, Jo

Where,C; is the energy consumption of a node inside the bottleneck mrelay;*-bit

from outside of the bottleneck zone to the root ndsl€’] and is estimated as follows

G Zalﬁ—l@ (3.2)
According to ref.[], d,, is the length of one hop and is as follows
a1
dp = | ——— 3.3
CYQ(’fL — 1) ( )
where,a; = a1 + aqa.
ah+1

Node density in the sensor treejs= , Where, 4, is the area of sensor tré&;).

A;
The termp,rdfdr is the number of nodes in differential area (shown in Bi) [8]. p(z1)

is the energy consumption of a node (in bottleneck zone wisieh distance away from
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the root node) to transmit a bit], i.e.

n
p(r1) > an= d—l — Q2 (3.4)

- m

where,p(x7) is the energy consumption (of a node(id — R;,) region which isz, distance
away from bottleneck zone) to transmit a i} [s as follows
n )

1ﬁ_1%—@12 (3-5)

p(r2) > @

The first term inEquation(3.1) is the energy consumption of the sensor tree due to
sensing operation till time. The second term ifEquation(3.1) represents the energy
consumption of nodes in bottleneck zone to forward the daiatwis generated i/ — R,)
zone. InEquation(3.1), third term is the energy spent by bottleneck zone nodesrteeird
its own generated data to root node. The fourth terfagoation(3.1) is energy spent by
(H — Ry) zone nodes to forward its own generated data upto bottlermok. InEquation
(3.1, the last term AC,;,) is the energy spent by the sensor nodes in the sensor trée due

overhearing in wireless transmission.

3.2.3 Upper Bound on Buffer Occupancy and Energy Consumption

In this section, a mathematical model is presented for ar &mtestimate upper bound on
buffer occupancy and energy consumption in the proposdutacture (as shown in Fig.
3.0.

The mobile actor collects data from root node of every setreer (when actor enters
into data collection region) while moving. The velocity b&tactor in data collection region
(DCR) depends on contact time of respective sensor tree. Azetis the time between
last visiting time and current visiting time of the mobilet@cat sensor tre€l{). Packet
dropping rate increased more at bottleneck zone nodesré theno upper bound oAt;.
Therefore, maximum time bound) is defined as an upper bound Am; and is minimize

the dropping rate of the packets when mobile actor is natingsthe sensor tre@;) within
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the stipulated time. Hencéy¢; < T7.. Itis estimated as follows

ITB(AM — 1) < (AFT — 1)b

b(,ﬁk+1 _ 1)

Th< ——
d = 18(ah+! — 1)

(3.6)
where,b is buffer capacity (in terms of bits) of a sensor no&guation(3.6) denotes the
maximum time to full the buffers of bottleneck zone nodesiahds been used iBguation
(3.9 to reduce the dropping rate of packets at bottleneck zodesio

The objective of the model is to estimate the bound on buféeupancy and energy
consumption subject to the following constraints (i) Taaérgy consumption of a node in
sensor tree should not exceed its residual (current) erfgry§inimizing the dropping rate
of packets due to buffer overflow (iii) Every node in the tréewd satisfy the data flow
constraint i.e the amount of data a node is sending is equiaétsum of the receiving data
(from its children) and generating data (by sensing opamatiMobile actor contact time
at sensor tre&; is denoted as;. The termec(v;) is the energy consumption of nodgefor
sending and receiving data in one unit of time. The teyfw;) is the energy consumption
for sensing operation in one unit of time. Mobile actor coiéthe maximum data available
at sensor nodes in a sensor tree by estimating the optimeatdimes and the time spent
by the actor traveling from one sensor tree to the next onabgleen considered in this

work.

Maximize(T = ;) (3.7)
=1
subject to:
ec(v;)t; + (eg(vy)(At; +t;)) < E(vy),

forj e nandi e m (3.8)

T —t; <T:foriecm (3.9)
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Z fej + (At + )16 = fjp,for j € nandi € m (3.10)
c=1

where,m is the number of sensor trees in the proposed network maefel Gectior8.2.1)
andn is the number of sensor nodes in each sensor tree. The adiectedhe values
of the required parameters (as mentioned in the aBapetion(3.8), Equation(3.9) and
Equation(3.10) when it visits the sensor trees.

The first term inEquation(3.8) is the energy consumption of the nodefor transmis-
sion and reception operations during the contact titpeof an actor at sensor tréd;).
The second term ikquation(3.8) denotes the energy consumption of nagléor sensing
operation in timg At; +t;). The sum of these two consumptions is less than or equal to the
residual (current) energy{(v;)) of nodev;. Equation(3.9) depicts that the difference of
any two consecutive visiting times of mobile actor at datkection region (DCR) of the
sensor tre€T;) will have maximum time bound” (estimated usingquation(3.6)) which
minimizes the packets dropping rate.Bquation(3.10), f.; represents the total incoming
data to the node; from its children { is the maximum number of children)\t; + ¢;)I3
is data generated in timé\{, + ¢;) and f;, is total size of data flow from; to its parent or
root node (,). Moreover,Equation(3.10 depicts the data flow constraint.

The above optimization problem is modeled using linear @ogning Equation(3.8),
Equation(3.9) andEquation(3.10) and can be solved in polynomial time. Based on the
optimal contact timg¢;) which is computed from optimization problem (reféquation
(3.7), actor calculates its accurate velocity in the data ctitbe region of sensor tree
(T;). The constraints (ifequation(3.9) andEquation(3.10) ensures the actor to collect
maximum number of packets which are available at nodeshé&urhe actor needs to visit
within the stipulated (bound) time (as given Eguation(3.9)). The optimal states are

identified where end-to-end delay and energy consumptidhbevminimized.

3.2.4 Analysis of End-to-End Delay using Queuing Theory

In this section, buffer of a node is modeled usihg/M/1/b queuing system107] to

estimate the average end-to-end path delay of a packet imsarseee.
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In a sensor tree, nodes generate data (by sensing operatidriprward to its parent
node. Assume that the arrival rate of data flow to a node falpaisson distribution. In
Fig. 3.4, \1, g, ...&\; (where,n is maximum number of children of nodg) are poisson
flows generated by the children of node Using superposition property of poisson pro-
cesses]09, the combined stream arrives at a parent n@ds a poisson process with rate
Ai where,\; = A\ + Xa.... + Az + As and )\, is sensing data rate of node M/M/1/b
gueue is the link queue for node, with arrival parametei; and service rate;, where
1= Bandwidth otk “ According tod/ /M /1/b queuing model{07], the expected waiting time
in a nodey; is given byFEd(v;)

pill = (b+ 15" + bp™*"]
Xi(1=PB)(1—p)(1 = p"*h)

Ed(v;) = (3.12)
and p; is the expected number of packets at neddp;, = 2—) P, is the steady state

probability that a node; hasn packets and is as follows

_pt (=)
- ~ b+1

B,
L —p;

Consider a path where a node at lekglgenerates a packet and sends to its parent.
After queuing delay at the parent node, the parent forwdmrglpacket to its parent. Finally,
the packet is relayed to level-1 node i.e root node. Endatbqath delay defined as the
time required to reach the root. End-to-end path delay ofckegtas formed by sum of
queuing delay of; levels nodes and propagation delaykphops. End-to-end path delay
of a packet (in sensor tree with level}is given by

E(T) = Z Ed(v;)+ > (PDi™) (3.12)

i=k;

whereP D! ! is the propagation delay of a packet from levéd-level{i — 1).
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3.2.5 Estimation of Energy Consumption and End-to-End Delay for

Retransmission of Dropped Packets

In a sensor tree, additional delay and energy consumptibbbevincurred for the dropped
packets. If a mobile actor visits a data collection regide lay j¢ time, then the queuing
system is discussed here by considering two factors, (agdladth infinite buffer (mem-
ory) (b) Nodes with finite buffer (memory). In the first casecket end-to-end delay is
directly proportional to the delayed visit by the actor. Rasmissions of packets are not
needed because there is no packet dropping in the first caseevdr, in the second case,
nodes have finite buffeb (s capacity of buffer), packets generatedirtime are stored in
buffer if the memory is not filled. If the buffer is full, thehé¢ packets will be dropped by
the nodes. In this case, source needs to retransmit (thefsaekhich leads to more delay
in data delivery and more energy consumption.

Consider a tree where a nodgat level%; drops the packets due to unavailability of
actor in the data collection region or due to empty buffercepaAssume, the volume of
dropping packets by nodg is dp,. Nodew; receives the packets from nodes belong to
lower levels in the path. Therefore, packet size can beewriis dpy, = dpy,+1 + dpr,+2 +
...dp, whereh is height of sensor tree anlp;, ., is size of the packets generated at level-
(k; + 1). Energy consumption for retransmission of dropped packehodey; is given by

Ex.
h—k,

EQ]C = Z j(O{l -+ OéQCZﬁ)dplirj (313)
j=1
Consider, a packetpy, is dropped by level; node and it is generated at levely >
k;), then delay for this packet is given By,

j—ki—1
Ezg= Y  (Ed(vj_)+ PDIZ{"") + Ed(v,) (3.14)
=0
Energy consumption and delay reduce by dropping the patkatsare generated by the
nearest level nodes (i.e while dropping the packets at-levitle packets which are gener-

ated at nearest level will be dropped first).
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3.3 Markov Decision Process based buffer management

mechanism

In this section, MDP based buffer management mechanisnomoped to reduce the aver-
age end-to-end delay and to improve energy efficiency inliessedwireless Sensor and
Actor Networks

In the proposed network model (refer Fi§.1), when the actor enters into the data
collection region of a sensor tree, every node transmitbtliffered data to the parent node.
Further, the actor collects the data from the root node dutstravel through data collec-
tion region of the sensor tree. The packets are droppedi€guit buffer space is not avail-
able to store the data. Then, the source node has to retta{tisendropped packets) which
leads to increase in average end-to-end delay and energymogtion (for retransmissions
of dropped packets). Hence, we need to determine the buditer & which packets need to
be dropped so that average delivery delay and energy congumipr retransmissions of
dropped packets are minimized. To address the above prelaktarkov Decision Process

based buffer management is presented in the next section.

3.3.1 MDP Based Buffer Management Algorithm

In this section, MDP based buffer management mechanfdgo(ithm 3.1) is presented.
After construction of sensor trees (line 1Agorithm3.1), every node in the network finds
the optimal policy (line 4-6 Algorithm 3.1) by running the MDPBUFFER () algorithm
(Algorithm 3.2). In Algorithm 3.2 (refer line 1-4), every node calculates the reward for
all policies (which are defined in the Taliled) using theEquation(3.17) and chooses the
optimal reward policy. Further, a node determines the buffate (3) and the number of
packets to be dropped) from chosen policy (refer line FAlgorithm 3.2). When node’s
buffer state is reached to buffer state of selected poliog 8,Algorithm 3.1) then the node
drops the lower priority packets (those packets that arergeed by nearest level nodes to
the root in a sensor tree). The detailed explanation of tbpgeed mechanism is given in

section3.3.2
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Algorithm 3.1 MDP_Buffer_.ManagemeniMechanism )
Input: G is a graph withn disconnected components

1: for i = 1tom do
2: For each disconnected componeénsensor treel(;) is constructed using breadth-
first search algorithm
end for
for i =1tomdo

for j =itondo

Node () calls theMDP_BUFFER ()algorithm @Algorithm3.2) to choose the

optimal policy and nodes finds the buffer stat® @nd the number of packet®{;) to

be drop.
7 Node calculates the buffer state based on its availablebuff
8: if buffer_state(;;) == B then
9: Node (;;) drops theD% of lower priority packets
10: end if
11: end for
12: end for
13: goto 4

3.3.2 MDP Based Buffer Management Policies

Markov process helps to model optimal policy by compariredhginal condition of wire-
less sensor network with improved condition. Markov Theory the future state of the
sensor node depends upon the current state, rather thaashst@te 76).

Let, the set{ Fy, Fi, Fs,...} represents the number of available buffer units a sensor
node has af0", 1%, 2",...} time intervals. The total available buffer (free buffer)tbé
node is categorized into 4 levels and each level is consideseone state (refer Fi@.5).
StateB; will have maximum available buffer and staty will have minimum available
buffer. Initially, a node starts with maximum available feuf P{F,,, = j|F, = ¢} is the
probability that a node hasunits of available buffer at timeand it hasj units of available
buffer after time(t + 1). Further,{b, b1, by...} are the number of buffer units occupied
during {0, 15t, 2nd _} time intervals and so on. Therefore, the random variable
the units of buffer occupied in time interval Assume b, follows a Poisson distribution

with mean(\) one unit of available buffer. Thus, the over all process catréated as an

Markov Decision ProcessThe probability ofk number of buffer units occupied during the
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B,

(25%-0%)

Figure 3.5: State transition diagram with different bufates

interval ¢ + 1) is given by

Flbr = k) = (Ne ) /R (3.15)

Thus, F; (for t = 0,1,2,...) is a stochastic process, the possible states of the process
are the integerg, 3,2, 1 representing the possible buffer (available) units at thet & a

time interval. The value of,. is calculated for the transition from;, to F,; using the
following:

max{4 — byy1,1}, if F, =4,
Ft+1 =

max{F; — b;1,1}, if F, <3,

Using the value o6, , the probabilityP;; for transition from#F; to F,,, is calculated by
Equation(3.15. Fig. 3.5shows the state transition diagram whére B,, B3 and B, are
the states of the node and TaBl&(a)shows the initial transition matrix for state transition
diagram whereP;; is the probability of changing the state froB) to B;. In stateB,

a sensor node operates with maximum available buffer (4uwihere the probability of
buffer overflow is minimum. In state8; and B3, a node operates with 3 units and 2 unites
of available buffer, respectively. In stalk, a node operates with minimum available buffer
(1 unit) where the probability of buffer overflow is maximuthavailable buffer (memory)

is more (in terms of units) then, the possibility of droppiofgpackets reduce. Hence,

delivery delay of packets will be less. Therefore, delivdgjay of a packet is inversely
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Table 3.2: Initial transition matrix and actions with redey states

(a) Initial Transition Matrix
P | By By Bs By
B; | 0.368| 0.368| 0.184| 0.08
By, | 0 0.368| 0.368| 0.264
Bs; |0 0 0.368| 0.632
B, |0 0 0 1

(b) Decisions and Actions

Decision| Action Relevant
States

1 Do not drop the packets By,B;

2 Drop the packets Bs,B,

proportional to the available buffer space of the node asrgim following equation,
T

Available buffer unites (3.16)

Delivery delay=

where, 7 is a positive constant. The expected delivery delay is cemed as reward of
the MDP policy and is estimated in different buffer statesibing theEquation(3.16) (as
shown in Table3.3).

Algorithm 3.2 MDP_BUFFER ()

1: for All MDP buffer management mechanism polictks

2: Find steady state probabilitiés,, I1,, I1s,...,I1,,, wheren, is the number of states
(probability values will be calculated by transition prblday matrix of each policy)

3 Reward =11, R; + IRy + [I3R3 +,...,+11, R, (referEquation(3.17))

4: end for

5. Select the optimal policy based on the rewards and retum$ulfer state ) and
number of packets/f) to be dropped

In this work, two decisions are considered for MDP policyféreTable3.2(b). De-
cision 1is Do not drop packets where a node will not drop the packets from the buffer.
Decision 2is Drop the packetswhere a node drops the packets (low priority packets) from
the buffer. Table3.4 shows the policies and decisions for each state. For siitypliao
policies (P, and Fs) have been considered in simulation (refer secighl). In policy P,

if the node in state3;, B4 then,drop the 10% packet§ower priority packets) from the
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Table 3.3: Buffer availability and expected delay

pts

State| Available buffer (in units)| Expected delay due to dropping of pack

B 4 0.257

By 3 0.337

Bs 2 0.57

By 1 T

Table 3.4: Dropping Policies

Policy | Verbal Description D1 | D2 | D3| D4
P Drop 5% packets at state;, B, | 1 1 2 2
Py Drop 10% packets at statg;, B, | 1 1 |2 |2
P3 Drop 15% packets atstate;, B, |1 |1 |2 |2
P, Drop 5% packets at state, 1 1 1 |2
P Drop 10% packets at stafe, 1 |1 |1 |2
P Drop 15% packets at stafe; 1 |1 |1 |2

Table 3.5: The Transition matrix for polick, and Py

(a) The Transition matrix for policy,

Py | By By B; By

B; | 0.368| 0.368| 0.184| 0.08
By, | 0 0.368| 0.368| 0.264
B; |0 0.4 0.6 0

By |0 0 0.4 0.6
(b) The Transition matrix for policy’s
Py | B By B; By
B, | 0.368| 0.368| 0.184| 0.08
B, 0 0.368| 0.368| 0.264
Bs 0 0 0.368| 0.632
By 0 0 0.6 0.4
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Table 3.6: Steady state probabilities and rewards of @iffepolicies

Policy | IT; I1, 15 I, Reward
P 0 | 0.18248| 0.57664| 0.24087| 0.34175
P 0 | 0.30864| 0.48765| 0.20370| 0.54914
Py 0 | 0.40107| 0.42246| 0.17647, 0.519
Py 0 0 0.24038| 0.75962| 0.31077
P 0 0 0.3870 | 0.6124 | 0.80615
Py 0 0 0.48701| 0.51299| 0.7555

buffer and the decision for statés, B, is Do not Drop(refer policy P, in Table3.4). The
transition matrix for policyP; (refer Table3.5(a) is calculated as follows

In stateBs, the available buffer space for a node is 50%-25% (refer Fig. In state
B3, a node drops 10% packets (poli€y) to increase the available buffer space. A node
may stay in the same stat®4) or it may change its state tB8,. In the first case, the
node stays in the same stafgs] if it has 25%-40% available buffer space. Therefore, the
probability of staying in the same statelis/25 = 0.6 (refer Table3.5(a). In the second
case, the node will switch from stafé; to stateB, if it has 40%-50% available buffer
space. Therefore, the probability of transition from st&teto stateB, is 10/25 = 0.4
(refer Table3.5(a). Similarly, transition probability values for stafe, are calculated.

In policy F;, if the node in staté,, thendrop the 15% packet$ower priority packets)
from the buffer and the decision for statBs, Bs, Bs is Do not Drop(refer policy P in
Table 3.4). Table3.5(b) shows the transition matrix for polic¥s ( which is calculated
similarly as Table3.5(a). Expected delivery delay (reward) is calculated by usimg t

eqguation as given in below:

s

> TRy

k=1

(3.17)

where, 11, is the steady state probability and it is calculated usiagdition probability
matrix (Table3.5(a)for policy P, and Table3.5(b) for policy Fs). R, is the expected
delivery delay (refer Tabl8.3) of a packet at stat®, andn, is number of states.

Steady state probabiliti€$l,, I1,, IT; andIl,) for policy P, is calculated by solving the

steady state equationEdquation(3.18). Steady state equations are constructed using the

60



CHAPTER 3. ADAPTIVE BUFFERING ALGORITHM USING MARKOV DECISION PACESS IN TREE-BASED WSANS Section 3.4

transition probability matrix (Tabl&.5(a) as shown below
IT; = 0.368I1, \
II;, = 0.36811; 4 0.36811, + 0.4113
IT3 = 0.184I1; + 0.368I1, + 0.611; + 0.411, (3.18)

I1, = 0.08II; + 0.264I1; + 0.6114

IT; + 11y + 15 + 11y = 1)
Reward for policyP; is estimated as follows

Reward(P;) = II1 Ry + o Ry + TI3Rs + 114 Ry

= 0% 0.25 4 0.30864 % 0.33 + 0.48765 * 0.5 + 0.20370 *« 1 = 0.54914

Similarly, steady state probabilities and rewards (exgubcelivery delays) are calculated
for policies Py, Ps, Py, Ps and P; and presented in Tabk6. It is observed from Tabl&.6

that policy P, is giving optimal reward.
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Figure 3.6: Average end-to-end delay of a packet in a sernsert = 10, . = 15, buffer
size = 100 packets)
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3.4 Performance Evaluation

The proposed adaptive buffer management mechanism usirfg) B been simulated us-
ing Network Simulator-39]. A CSMA/CA based medium access control protocol (IEEE
802.11 standard) is used in the simulati@89. The performance metrics such as average
end-to-end delay, energy consumptions and lifetime arentéd compare proposed MDP
based adaptive buffer management mechanism policies argtagic routing protocol
[10]. In the geographic routing protocol, a source node senelslttta to the destination
using the location information. It does not require floodamgl hence, reduces the control
overhead. In our work, a tree-based sensor network is cerezidvhere each node sends
the data to its parent node and it does not require floodingh€&i) dedicated routing tables

and flooding are not required in the geographic routing matand the proposed approach.

—l— Geographic routing protocol
—@— MDP based buffer management mechanism with policy P6
—A&A— MDP based buffer management mechanism with policy P2
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Figure 3.7: Energy consumption of a sensor tree in the né&tWor= 10, u = 15, buffer
size = 100 packets)
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Figure 3.8: Number of data collection rounds network is @med & = 10, = 15, buffer
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3.4.1 Simulation Results and Discussions

Sensor nodes are randomly deployed in a deployment areaesmslare created with dis-
connected component using breadth-first-search algofgemFig.3.1). Actor determines
the contact times of data collection region (DCR) (réfguation(3.7)) and calculates its
velocity in the sensor tree. Actor collects the data via rmate of a sensor tree. Actor node
IS not an energy constraint node in comparison to a sensar[@hdn each data collection
round, root node collects data from all sensor nodes in a trgetime of the network is
defined as the number of data collection rounds in which alhtbdes are connectetl.
In simulation, retransmissions are performed till the noade get all the packets from the
sensor tree.

The following simulation parameters are considered in conkwThe number of nodes
in a sensor tree is 1000, transmission range im3the minimum distance between any two

sensor nodes in a tree is’, initial energy of a node is 25000ules, a; = 0.937 x 107°
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Figure 3.9: Average end-to-end delay of a packet in a sensemtith varying buffer size
(A = 10, 4 = 15, number of nodes = 100)

Joules/bit, a;; = 0.787 x 107% Joules/bit [8], ay = 10 x 10712 Joules/bit, az =
50 x 1079 Joules/bit, d = 85 m and path loss componeft) is 2 [7]. Amount of data
generated by each node per eventli2960bits [8] and all the nodes are having different
values ofg. \is a arrival data flow (follows poisson distribution) intoad® and its value is
10 in simulation. Departure parameter of linkisnd its value is considered as 15. Buffer
size of a node is 100 packets and each packet size is 960 Witspdlicies, namely, policy
P, (Drop 10% packets from buffer at staf&, B,) and policyP; (Drop 15% packets from
buffer at state3,) have been experimented in simulation for simplicity.

In this work, the proposed MDP based buffer management néxrhgpoliciesP, and
Ps have been compared with geographic routing prototd| in terms of average end-to-
end delay of the packet, energy consumption of the sensoatrd the number of rounds
in which all the nodes in a sensor tree are connected.

Fig. 3.6 shows the comparison of average end-to-end delay betweeM i based

buffer management mechanism policies and geographiawpptiotocol [LO] by consider-
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Figure 3.10: Energy consumption of a sensor tree with varuffer size §f = 10, u = 15,
number of nodes=100)

ing the buffer size as 100 packets, arrival data flajas 10 and service ratg)(departure
parameter) as 15. It can be observed that from Bi@, policy P, provides less delay as
compared to the policy’s and geographic routing protocol (refer TaBlé€). As the num-
ber of nodes increases, the height of the tree also incredlesodes in nearest levels to
the root node of a tree drops more number of packets due to datadraffic. Every node
determines its optimal buffer state and number of packeis @ropped using the proposed
MDP algorithm. The total number of dropping of packets isuest with the proposed
MDP algorithm. Therefore, the number of retransmissionmgdiiced which leads to the
reduction in average end-to-end delay of a packet as showigir3.6. In Fig. 3.6, after
600 nodes, delay has increased rapidly using geographiaggarotocol in comparison to
the P, and F; policies.

The energy consumption of a sensor tree (refer Rgl) is compared between the
MDP based buffer management mechanism policies and geuognaquting protocol 10]

by considering the buffer size as 100 packets, arrival data f\) as 10 and service rate
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Figure 3.11: Average end-to-end delay of a packet in a seares®with varying departure
time (A = 10, buffer size=100 packets, number of nodes=100)

(1) (departure parameter) as 15. In the proposed method, li@ntprpackets (which are
generated by the nearest level nodes) are dropped to rdtidely and as well as energy
consumption. The proposed MDP algorithm reduces the nuofldnopped packets (low
priority) which leads to the reduction in the number of resm@issions. Therefore, energy
consumption of a tree is reduced with the proposed MDP dlguri It can be seen from
Fig. 3.7 that energy efficiency of the sensor tree is improved (i.elucgon of energy
consumption upto 19.83%) using the proposed MDP basedrbbuéfeagement mechanism.
Fig. 3.8 shows performance of the proposed mechanism in terms obnetietime
(defined as number of rounds in which network is connectédpr be seen from Fig.8
that network remains connected more number of rounds usenyIDP based buffer man-
agement mechanism in comparison to geographic routinggobt The proposed mecha-
nism identifies the optimal state to drop the low priority kets and hence, it reduces the

number of retransmissions when compared with the geographting protocol. There-
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Figure 3.12: Energy consumption of a sensor tree with vagrgi@parture timeX = 10,
buffer size=100 packets, number of nodes=100)

fore, energy consumptions of the sensor tree is reducethdfuthe number of rounds, in
which network is connected, increases using the proposetianesm. As the number of

nodes increases, buffer of the nodes in the initial levetheftree will be overloaded with

heavy traffic. Further, the node’s energy deplete quicklg thmore number of packet
droppings. Hence, connectivity of the network (in termsanfirds) is reduced as the num-
ber of nodes increases (refer Fiy9).

Fig. 3.9and Fig.3.10show the comparison of delay and energy consumption of a tree
between proposed buffer management mechanism policiegergtaphic routing proto-
col [10] by varying the buffer size of a node from 50 packets to 50kpts; respectively.
Simulation results are presented for 100 nodes in the batsca node can accommodate
more number of packets as the buffer size increases. Therdfe queuing delay of a
packet increases where, queuing delay is the amount of taoleeps will stay in buffer. It

can be observed from Fi§.9that as the buffer size (memory capacity) increases, the ave
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age end-to-end delay is increased. As buffer size increas®ae number of packets can be
accommodated in the buffer of a node and this approach redbeenumber of dropping
of packets. Therefore, the number of retransmissions fopmld packets also reduces.
Hence, reductions in number of retransmissions occurshwhaxs to the reduction in the
energy consumption (refer Fig3.10. It is observed from Fig.3.9 that proposed MDP
based buffer management mechanism with poliéy gives significant reduction in delay
when compared with the geographic routing protod6].] Energy consumption is reduced
up to 16.75% (refer Fig3.10 using the MDP based buffer management mechanism.

Fig. 3.11and Fig. 3.12 show the comparison of delay and energy consumption of
a tree between proposed buffer management mechanismesaéind geographic routing
protocol [LO] by varying the service rate (departure parameter) frono13Dt respectively.
Simulation results are presented for 100 nodes and eachbudiée size is 100 packets. It
can be observed from Fi@.11that increase in service rate will reduce the delay because
the queuing delay of a packet is reduced. This leads to rexuict packets dropping (i.e
nodes accommodate the new packets). Hence, energy consangpteduced in a tree
(ref Fig. 3.12). Itis observed from Fig3.11that proposed MDP based buffer management
mechanism with policy ) provides significant reduction in delay. Energy consuorpis

reduced up to 7.04% (see Fi§.12) using the MDP based buffer management mechanism.

3.5 Summary

In this chapter, an adaptive buffer management mechanisg Markov Decision Process
(MDP) has been presented for a tree-bagéetless Sensor and Actor Networknalysis
on energy consumptions is performed for a typical data atgpn model and a retransmis-
sion (of dropped packets) model in a tree based sensor aatoork. The optimal buffer
state of a node is evaluated to drop the minimal number ofgiadk reduce the average
end-to-end delay and energy consumptions. The boundsitingismes and contact times
are estimated for a mobile actor to mitigate buffer overfloabtem (dropping of packets).
Simulation results show that the average end-to-end deldyces significantly using the

proposed Markov Decision Process based approach in casopatio a geographic rout-
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ing protocol. Further, it is observed that there is a redunctf energy consumption upto
19.83% using the proposed MDP based buffer management misohan comparison to

a geographic routing protocol. In this chapter, reliableadeansmission is achieved by
reducing the packet drops at buffer level. In the next chhapteuction of packet drops at

link level has been investigated for reliable data gatlueina flat WSAN.
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Chapter 4

Reliable Data Gathering Mechanism
using Opportunistic Encoding in
WSANS

In a WSAN with faulty regions, achieving high degree of datagraission reliability with
appropriate end-to-end delay is an inescapable challdafa. transmission reliability de-
pends on the quality of the wireless channel. It will changragnically with environmental
conditions, such as fog, rainfall, high temperatur#] and movable obstacles. Therefore,
the quality of link varies dynamically in the presence ofieowmental interferences.
Packet loss may happen due to fluctuation of wireless linkalfty) in the presence of
adverse environmental conditions. Reliable data collaatan be achieved using acknowl-
edgment based retransmission (automatic retransmissppmpachesl2, 13]. These ap-
proaches require more number of data transmissions (imgudtransmissions) to achieve
reliable data collection. As the number of data transmissiocrease, energy consumption
and packet delivery delay also increase. Hence, there guareenent for an efficient data
delivery approach for the delay sensitive applications inAMSNetwork coding mecha-
nism (is a mechanism by which raw packets are encoded arshiried by sensor nodes
[99]) can be applied to improve reliability in data gatheringlda reduce packet delivery
delay (in case a link is unreliabld 2, 13]). But, the level of packet redundancy (to be

used in encoding process) influences the number of datanrssisns and energy con-
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sumptions. In order to improve the data collection religpb@long with energy efficiency,
appropriate level of packet redundancy must be choseniadlybased on the quality of
the wireless links.

In this chaptera reliable data transmission mechanism using opportunisticoding
has been proposed for a wireless sensor and actor netwarkityva reliable data collection
along with energy efficiency in the presence of faulty regioA markov decision process
(MDP) algorithm has been designed by considering variableeless) link quality. The
novelty of this work lies in the MDP algorithm which choosés) whether to apply coding
for relaying packets, and) the level of packet redundancy. Furthet,earning Automata
based mechanism has been proposed to route the traffic thadtegnate links, in case, the

present link quality is bad. The major contributions of ttiapter are as follows:

e Design of a network coding based reliable data gatheringham@sm for a wireless

sensor and actor network in the presence of faulty regions.

e Design of a learning automata based mechanism to routeetffie through alternate

links, when the present link quality becomes bad.

e Simulation results are presented to show the efficacy of tbpgsed mechanism in
terms of packet latency, number of data transmissionginieeand energy consump-

tion.

The rest of the chapter is organized as follows. In SectiGhmotivation and problem
formulation have been discussed. In Sectiah], network model is introduced. In Section
4.2.2, A Network Coding based Reliable Data Transmission Mechahesbeen proposed
to provide reliable data collection in the wireless sensat actor network. Network cod-
ing using deterministic coding vectors has been discusseskection4.2.3 In Section
4.2.4 a case study is presented. In SectibR.5 a link quality has been analyzed using
Markov Decision Proces® determine the required amount of packet redundancyhé&urt
performance evaluation has been done by presenting théagiomuresults in Sectiod.3.

Finally, the work is concluded in Sectigh4.
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4.1 Motivation and Problem Formulation

Achieving reliable data collection (packet level reliatyil with stringent end-to-end delay
requirement is a challenging issue in some of the applicat{cm WSAN with faulty re-
gions), such as issuing tsunami alerts, chemical attadcten, forests fire detection and
intrusion detection in military surveillanc&,[3, 11(. A link may be unreliable in the
presence of a faulty region that results in loss of packetsanl automatic retransmission
(AR) approach, a source packet will be retransmitted tilepgon of an acknowledgment
[12, 13]. This leads to increase in the number of data transmissideis/ery delay and
energy consumptiorifL]]. Therefore, the automatic retransmission approach fficrent
for delay-sensitive and energy-constrained applicatioM¥SAN. Network coding mech-
anism encodes raw packets appropriately to reduce the muwhb@nsmissions12, 99].
Network coding can be applied based on link loss rates antbpppte level of redun-
dancy. Network coding offers a high degree of reliable dath lew delay in comparison
to the non-coded data transmission when a wireless linkrisliable. Additional computa-
tion overhead helps in reducing the number retransmissiegansmission overhead with
network coding approach is less than the overhead intratog¢he retransmission-based
approach.

Wireless sensor network operates in dynamic (random) @mvients and most of the
system parameters (such as link and energy) deviate frometpered values. In such
cases, system parameters should be adaptively changectaheaelesired goals of a net-
work. In such a stochastic environment, a different set dindped decisions or actions
can be implemented in sensor nodes to achieve design goatsatiematical framework
calledMarkov Decision Process€MDPs) can be adopted to model the system dynamics
to optimize the desired objectives of the network.

To address the above mentioned problems, a network codseglbaliable data trans-
mission mechanism has been proposed in our work for delasises applications. Fur-
ther, amarkov decision process designed for opportunistic network coding decisions.
Our algorithm determines the level of packet redundancgtieely) in the network cod-

ing process for reduction of data transmissions. A learamgmata based mechanism is
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proposed to route the traffic through another node if theityuad link to the next node is
less than a threshold (the value of the threshold may varg &pplication to application).
In [12], source node determines the redundancy level by consgldre link loss rate of
the worst link to the sink node. However, in our work, a MDPagithm has been designed
to analyze the quality of link states which may change with #ldverse environmental
conditions. The novelty of the proposed mechanism lies qgiyagg MDP to choose the
network coding decisions and to determine the appropreae! bf packet redundancy in
the encoding process. The proposed MDP based mechanisrmatete the optimal policy
which ensures the reliable data delivery with optimal packdundancy level. Moreover,
the optimal policy reduces the number of data transmissionsthereby, improves the

energy efficiency.

4.2 A Network Coding based Data Transmission Mecha-
nism

In this section, firstly, the network model is presented.dBety, aNetwork Coding based
Data Transmission Mechanisi® proposed to provide reliable data gathering. Further, an
encoding process is presented using deterministic codingpks. Finally, a markov deci-
sion process based algorithm has been proposed to anaéygadhty of wireless commu-

nication link.

4.2.1 Network Model

A wireless sensor and actor network consists eénsor nodes that are deployed randomly
in an aread as shown in Fig4.1 Let, G(V, E') be a graph representing the monitoring
areaA that contain the sensor nodes and an actor, where {v,vs,...,v,} denotes a
set of sensor nodes arfd = {e;, es, ..., e, } denotes the set of communication links. A
faulty region is defined as a region which is affected by aslv@nvironmental effects for
temporary period of timel[l, 112, 113 114]. Nodes in a faulty region are called as faulty

nodes. After the temporary period, functionality of thelfaumodes will be normal. But,
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oo ’
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O
@ Actor node oSensor node

Faulty region ( ¥ attime t

Figure 4.1: The illustration of faulty regions in the wiregesensor and actor network

unreliable link

a node will be failed permanently due to energy depletionFitn 4.1, the regionsr;
andz, are affected by the environmental conditions at differgnes. In adata collection
round, an actor node collects the data from every sensor node indtveork. The actor
node process the collected data and performs the appm@ptions 2, 115. Lifetimeof

a network is defined as the number of data collection rountts which all the nodes are
connected 19]. p;, andp, are the lower and upper threshold values of a wireless link
quality, respectively. These values may be chosen basedaeoapiplication requirements.

Table4.1 shows the notations used in this chapter.

4.2.2 A Network Coding based Data Transmission Mechanism

In this section, &Network Coding based Data Transmission Mecharisproposed. The
proposed mechanismligorithm4.1) has three major functions, suchldslK_QUALITY ()
DIVERT.TRAFFIC()andMDP_Redundancy() The LINK_QUALITY ()function (referAl-
gorithm4.2) finds the quality of links (i.e. the probability of succagsfansmission) of a
node to all its neighbors. THRIVERT TRAFFIC() (refer Algorithm 4.3) function diverts
the traffic through one of the neighbor nodes. TWBP_Redundancy(jrefer Algorithm
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Table 4.1: Summary of Notations

Description

V is set of sensor nodes adis set of edges

Monitoring area

Number of sensor nodes in the network

Degree of a node

Link quality (Probability of successful transmission of
a packet from node+to nodey)

Lower threshold value of a link quality

Upper threshold value of a link quality

Level of a encoded packet redundancy

Energy of node-

Degree (number of neighbors a node have) of node-

Buffer of nodes

Bd"

Bandwidth of node-

Score of a node-

Selection probability of nodg-from nodes

Previous selection probability of nogefrom nodes

11

Energy consumption per bit by the transmitter electron

Energy consumption per bit in the transmit op-amp

Energy consumption per bit by the receiver electronics

Energy consumption for sensing a bit

a1 + a2

Path loss exponent

Number of broadcasteH ello packets

SHNoNFoNBoN o)

Number of ACK received for respectivéello packets
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4.6) function decides whether to encode the packets or not gl the level of packet
redundancy which will be applicable in the encoding pro¢gsise decision iDo Network
Coding. Moreover,MDP_Redundancy(junction returns the optimal policy in terms of,
number of data transmissions per data collection roundu@g retransmissions), data
gathering (i.e. collection) reliability, packet latenaydeenergy efficiency.

The Wireless Sensor and Actor Netwdi&(V, £)), as discussed in Sectigh2.], is
provided as input to thélgorithm 4.1 The link quality of every node in the network is
computed usind\lgorithm 4.2 (as mentioned in lines 1-Algorithm4.1). A node broad-
castsHello packets {7, number of packets) in a duration of tirfie(line 2, Algorithm4.1).
The node will receive the acknowledgments,.(number of ACK) for respective broad-
casted packets from its neighbors (whéres the maximum number of neighbors) (lines
3-4, Algorithm 4.1). In Algorithm4.2, P;; is the link quality (i.e. probability of success-
ful transmission of a packet) of a node)(with its neighbor node;) and is estimated
as the ratio offf, to H,. Further, if P; is less than a threshold valug,(), then the node
will choose another next hop node from its neighbors as a rexvhrop node to route the
data traffic usingilgorithm4.3 (as mentioned in lines 10-1Algorithm4.1). If the P; is
greater than or equal #®,,, then the packets are forwarded without using encodingégs p
lines 12-13Algorithm4.1). However, in other cases of link qualities, the decisiohdtther
to do encoding or not) will be taken WMDP_Redundancy(flines 15-16,Algorithm4.1)
which is explained in sectiof.2.5

In Algorithm 4.3, a node selects a new next node which has maximum selectba-pr
bility as compared with its neighbors using Learning Auttar(&A). Every node calculates
the score value of its neighbors usiAtgorithm 4.4 (as mentioned in lines 2-3lgorithm
4.3). Score ;) of a nodej defines the level of resources of the node and it depends on
the resources available with nogesuch as energyE’), degree D’), buffer (B’) and

bandwidth (3d’) [116]. In Algorithm4.4, Score of a node is calculated by

S - Wenergy * Enor + Wdegree * Dnor + Wbuffer * Bnor + Wbandwidth * Bdnor

whereWe,ergyy Waegrees Wouf fer @aNdWianawiarn, are the weights of energy, degree, buffer
and bandwidth, respectively.

Normalized values of energy~,,,.), degre€q D,,,,. ), buffer (B,,,,,) and bandwidthi{ Bd,,,.)
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are estimated usinglgorithm 4.5 (as given in lines 1-3Algorithm 4.4). Further, prob-

ability of selection of node- (P;;) is calculated using scores;), link quality (Z;;) and

previous probability of selection vaIL(éA?;;ld) (line 4, Algorithm4.3) and is given by

A

Pij = Wicore * Sj 4+ Wiing * Lij + Wy * é?ld

whereW,...., Wi andW,,, are weights of score, link quality and previous probabiity
selection of nodes respectively andV,..,.. + Wiink + Wog = 1.

A neighbor node (which has maximum selection probabilityl) lne selected as a new
next node (by following lines 5-10Algorithm 4.3). The entire process (as mentioned in
Algorithm 4.1 and discussed in this section) has been represented in eniovas shown
in Fig. 4.2 The encoding process using deterministic coding vectopsasented in the

next section.

4.2.3 Network Coding using Deterministic Coding Vectors

Network coding provides a high degree of reliable data cotb@ with low delay by intro-
ducing redundancy of packets when a link is unreliatb {11]. However, the amount of
redundancy (to be maintained) depends on the quality ofintke The amount of redun-
dancy affects the energy efficiency. Moreover, proposechar@sm adaptively maintains
the redundancy levels using network coding (depending alitguof links) to achieve
energy efficient reliable data collection.

In the proposed mechanism, every node forwards the coddeisacDeterministic
coding vectors are applied in the encoding process. A nodedes the pair-wise packets
using deterministic coding vector$d]. The number of coded packets (redundancy levels)
will be determined by markov decision process. The reducyllavel may be varied from
1 to k; where, k; is the maximum redundancy level of an encoded packet. Hawthe
depends on the link loss rates and application requiremémt$is work, a maximum of
ten deterministic coding vectors (linearly independeht)=€ 10) are implemented in the

encoding process. The matiix(Equation4.1) shows the linear independent deterministic
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Algorithm 4.1 Network Coding based Data Transmission Algorithm
Input: G(V, E)
Output: Optimal policy and level of packet redundancy
1: for i = 1ton do
2 Nodewv; € V broadcast thélello packets in the duration &f.
3 for j = 1tod do// (d is the degree of node)
4: H, and H, are the number ofick received and number of broadcastéello
packets respectively.

5: P;; =LINK-QUALITY( H,, H;) (Algorithm4.2) //(every node calculates the
quality of link and quality of link state of all its neighbgrs
end for
end for

Nodej is the next node of node P;; is the link quality of node to nodej

for i = 1ton do

10: if P;; < pu, then

11: nextnode=DIVERT _TRAFFIC( 7) //(Divert the traffic through nexhode (us-
ing Algorithm4.3))

12: else if B;; > py, then

13: Do not use Network Coding
14: else
15: Nodeu; calls theMDP _Redundancy()(Algorithm4.6). It will select the opti-

mal policy (in terms of number of transmissions) which igaiiie to its quality of link
state and redundancy levelXbased on the”;.

16: Nodew; transmit the data using network coding with redundamncy
17: end if
18: end for

19: go tostepl

Algorithm 4.2 LINK _QUALITY( H,,H,)
Input: H,.,H,.
Output: Quality of a link or probability of successful tramission ).

1. if H, > H,then
2: P =1

3: else "

5: end if

6: return P,
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Algorithm 4.3 DIVERT_TRAFFIC(;)
1. maxr = —1,nn = —1
2. for j = 1tod do/ld is the degree of node

3: S; = SCORE(E’, D’, Bd?, B?) lI(Algorithm4.4)

4: pij - Wscore * Sj + VVlmk * Lij + (1 - Wscore - VVlznk:) * pi?‘ld
5: if ]515 > max then

6: maxr = PA’Z

7: nn =j

8: end if

9: end for

10: return nn

Algorithm 4.4 SCOREF¥,D,Bd,B)

Input: £,D,Bd,B

Output: S

. SetF,,,,=NORMALIZE(FE ,mazxenergy,minenerqgy)
SetD,,,,=NORMALIZE(D,maxdegree,mindegree)
SetB,,,,=NORMALIZE(B,maxbuf fer minbuf fer)
SetBd,,,,=NORMALIZE(Bd,maxbdwidth,minbdwidth)
S= Wenergy* Enor +Wdegree* Dn0r+ Wbuffer*Bnm’"-
Whandwidth™ Bdor

6: return S

a kR wdhde

Algorithm 4.5 NORMALIZE (value,max,min)
Input: value, maz, min
Output:value,,,

value — min
1: Setvalue,,, = ————
max — min
2: return value,,o,
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( START )
:

Every node calculates the quality of links of all its neighbors

Is link quality
very good

Is link quality
very poor

Do not use network coding and Divert the data traffic through other
transmit the packets without neighbor node which is selected using
encoding Learning Automata
\

Node calls the MDP _Redundancy() function and selects the optima
policy and appropriate redundancy level. Node transmit the data
using network coding with that redundancy level.

> | «

=

Figure 4.2: Flowchart of the proposed mechanism
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The encoded packets are obtained as givelaqnation4.2, wherep,, p, are the raw

packets.

op1 + po
3p1 + 2po

6p1 + Tp2

n
2p1 + Sp2

Y2

+ 2
b1 _ b1 P2 (4.2)

D2 op1 + 6p2
4py + 3p2

= Ot =N Oy W Ot

Y10

—_

p1 + 3p2
4py + 5py

2 3 2p1 + 3]?2
Here,y1, v, ...y10 are the encoded packets.

[ O S = N S S s NG R

4

A node forwards an appropriate humber of encoded packetdbas the level of link
quality. In decoding process, a node retrieves the origiaekets from at least two encoded
packets. Further, the following lemma holds for the incretred the size of an encoded

packet proportional to a constant

Lemma 4.2.1. Encoded packet size increases by maximu(d ef 1) bits in the encoding
process. Encoded packet size depends on the field s@&' @) (i.e. ond), but not on

packet size.

Proof. The maximum deterministic coding vector wiGF(2%) is (7, 7). One of the en-
coded packets is7f; + 7p2). The number of bits required to stove, is (I + 3) bits
(because?? x 2! = 21+3 wherel is the packet size). Similarlyp, packet require$l + 3)

bits. The total number of bits required to stofe,(+ 7p-) packet is(/ + 4) bits (i.e. one bit

for carry in the addition operatior/( -+ 2/+3)). Therefore, encoded packet size increases
by a maximum of four bits. Hence, the difference between tiexgy consumptions for
transmitting a packet with siZebits and an encoded packet with size-4) bits is constant

(i.e. proportional tod + 1)). O
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4.2.4 Case Study

An example is presented by computing the number of datartrssgns for an automatic
retransmission (AR) approaciid] and the proposed mechanism. Latdes want to
forward the packetsp( andp.) to noded with link loss rate (i.e. frormodes to node-

d) as 0.5. In the automatic retransmission mechanism, a retdensmits the packet if

it fails to detect the acknowledgment. This happens whdreethe packet or the ACK
(acknowledgment) is not reached. Therefore, the numbeataf lansmissions (including
retransmissions and ACK) carried out for successful trassiom of packet$p; andps)

is 6 (if loss probability of ACK is same as data packet). In tmeppsed mechanism,
nodes will choose four encoded packets from matrixrefer Equation4.2) and encoded
packets will be transmittedNode« can extract the original packets if it receives at least
two encoded packets. Therefore, proposed mechanism needdédta transmissions for
successful delivery of packetg,(andp). Moreover, a retransmission increases the packet
delay. However, the proposed mechanism, ensures thelestiata delivery with a network
coding mechanism, which reduces the delivery delay. Fyrikighout network coding
mechanism, a node must send twaand twop, packets (with link loss rate of 0.5) so that
next receiver node can receive the two packets. But, this amsim may not give reliable
data delivery because the possible received combinatibtieabtwo packets arép;, p;)

or (p2,p2) OF (p1,p2). Both the packets are received in the latter combination, ardy
(p1,p2). Therefore, the proposed network coding based mechanigs thie high degree

of reliable data delivery with a reduced number of data trassions.

4.2.5 Analysis of Link Quality using Markov Decision Process

Quality of a wireless communication link fluctuates with dymc adverse environmen-
tal effects and with movable obstacles. Wireless commtinicdink may be stable in

the favorable environment]]. A non-faulty node may have different quality of links in
comparison to the faulty nodes. The data may not reach ttyfaatles due to adverse envi-
ronmental effects. Further, more number of data transomsgjincluding retransmissions)

are required to achieve high data reliable data collectipnding hop-by-hop automatic
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Table 4.2: Expected number of packet redundancy (per pag-packets) for encoding
process to achieve reliable data delivery

State| Quality of link Quality of link (7)) Redundancy
(in units) (Probability of successful transmission) (r; = %l)
L, 1 0-0.2 10
Lo 2 0.2-0.4 5
Ls 3 0.4-0.6 3.32
Ly 4 0.6-0.8 2.5
Ls 5 0.8-1 2

retransmission approach in the presence of faulty regib8s [This leads to increase in
the energy consumption and packet latency. Thereforegtaceethe number of data trans-
missions and to increase the reliable data delivery, nétwoding mechanism is applied.
However, data delivery reliability depends on the level atket redundancy in the en-
coding process. Selection of appropriate level of packdimdancy improves the energy
efficiency and reduces the packet latency. The quality ofilaltielps in deciding the ap-
propriate level of redundancy. To take effective decisianglity of link is modeled as
Markov Chain According toMarkov Theorythe future state of a link quality depends on
the current state rather than the past stéé 79, 117].

In this work, five different states.,, Lo, L3, L, and Ls; are defined on the different
levels of link qualities (refer Tabld.2). Statel; has maximum link quality and state
L; has minimum link quality. Let, the sdt’.q, L1, Lo, ...} represents the number of link
quality units (levels) that a link has §6%", 15!, 2"¢ ...} time slots. P{L;,, = j|L; = i}
is the probability that a link hasunits of link quality at timet and it has; units of link
quality at(t + 1). {LRy, LR, LRs, ...} are the number of units reduction in quality of link
during the{0%, 15*, 274 .} time slots. It is assumed that the reduction in the quality of
link (L R;) follows the Poisson distribution with me&h) as one unit (occurrence of faulty
region follows the Poisson distributionj§, 117]. The probability of reduction of number

of link quality units ) during the intervalt + 1) is given byEquation4.3.
A=A

n!
The possible states for quality of link at a given time sla &g with a link quality

P{LR, . =7} = (4.3)
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Figure 4.3: The State Transition Diagram

Table 4.3: Initial Transition Matrix

P | Ls Ly L Ly Ly

L; | 0.368| 0.368| 0.184| 0.061| 0.019

L, 0O |0.368| 0.368| 0.184| 0.08
0 0 | 0.368| 0.368| 0.264

Loy 0 0 0 |0.368| 0.632
0

value of 5 units,L, with a link quality value of 4 units/; with a link quality value of 3
units, L, with a link quality value of 2 units and; with a link quality value of 1 unit (refer
Table4.2). In level L;, quality of link is better than level; (link loss rate is more at state
L1). A node may be isolated from the network in statedue to its bad link quality. The

value of LR, is calculated for transition from, to L, ; by the following:

mal’{5 - LRt+1, ]_}, if Lt = 5,
Lt+1 =

max{L; — LRyy1, 1}, if Ly <4,

The probability valueP;; for transition fromZ, to L, is calculated by placing the
appropriate value of. R, in Equation4.3. Table4.3 shows the initial transition matrix
and Fig.4.3 shows the state transition diagram, whére L, L3, L, and L5 are the states
of the link quality andP;; is the probability of transition from statk; to L. Link quality
deteriorates only in the period of adverse environmentaditmns. After this period,
wireless link quality may improve.

In this work, the maximum number of data transmissions reguior the successful
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transmission of a packet is considered asward If the quality of a link is maximum
(very good), then packet will not be lost and the number ch d@nsmissions will be very
much less. If the link quality is not good, then more numberetfansmissions need to
be done for successful delivery of the packet using hopdyy+hechanism. In this case,
energy consumption and packet delay will be increased. Timeber of data transmis-
sions (including ACK and retransmissions) generated per jpiatket can be calculated by
Equation4.4 (which is adopted from12)).

Ni=(1+> F)+(1+) F)=Py (4.4)

where,F, = (1 — P})".

In Equation4.4, N, is the total number of transmissions (including ACK and detag-
missions)n, is the maximum number of retransmissions<5) , F;; is the probability of
successful transmission from nodéo nodej, F, is the probability that a node fails to
detect the corresponding ACK of thé" data transmission. The first part of tiEgguation
4.4 denotes the number of data transmissions and the secondepentes the number of
ACK transmissions per data packet for an automatic retressom (AR) approachlp)].

In the automatic retransmission approach (without enapthe data), the number of data
transmissions (refer Tabie2for different levels of link quality) required for the sussful
transmission of a packet is calculated by usiBguation4.4. Table4.2 shows the number
of data transmissions (number of redundancy) needed te\aethe reliable data delivery
in the network coding based approach. Thus, the maximum auofliransmissions (ex-
pected costs) are calculated in both the approaches (htyebrutomatic retransmission
approach and network coding based approach) for diffeesetd of link quality (refer Ta-
ble 4.4). This will be used in finding the reward (refEquation4.5) in the proposed MDP
approach.

In this work, three decisions are considered for MDP as showrable4.5. The first
decision isDo Network Codingwhere a node send the data after encoding and the level of
redundancy depends on its link quality (refer Tadbld. In decision 1the number of data

transmissions will be reduced. Further, packet delay ardggrconsumption will also be
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Table 4.4: Expected cost (in terms of number of transmisspaT pair-wise packets i.e.
any two encoded combinations (retequation4.2))

Decision| Relevant Expected Expected cost due to Total
States cost due to AR approach expected
encoding(refer Tablé.2) | (referEquation4.4) cost
Do Ly 10 0 10
Network Lo 5 0 5
Coding L 3.32 0 3.32
Ly 2.5 0 2.5
Don't Lo 0 11.34 11.34
Do L 0 8.26 8.26
Network L, 0 5.6 5.6
Coding Ls 0 4 4

Table 4.5: Decisions and actions

Decision Action Relevant States
1 Do Network Coding Ly, Lo, L3, Ly
2 Don’t Do Network Coding Ly, Ls
3 Divert (route) the Traffic Ly

Table 4.6: Policies

Policy | Verbal description Ds | Dy | D3| Dy | Dy

= Do Network Coding if state i€, 2 |2 |2 |2 1

P Do Network Coding if state i€, Ly | 2 2 2 1 1

Pis Do Network Coding if state i€, Ly | 2 2 1 2 1

Py Do Network Coding if state ig,, L, | 2 1 |2 |2 1

Pios Do Network Coding if state id,1, Lo, | 2 | 2 1 1 1
Ly

Pi1o34 | Do Network Coding if state i1, Lo, | 2 1 1 1 1
L3, Ly

P, Divert the traffic if the state i$,, 2 |2 |2 |2 |3
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Algorithm 4.6 MDP_Redundancy ()

1: for all policiesdo
Find steady state probabilitiés,, I1,, I1s,...IL,,, wheren, is the number of states

(probability values will be calculated by transition proiday matrix of each policy)
Reward :H1R1 + H2R2 + H3R3 +’---1+HnsRnS

2:

R

end for

Select the optimal policy based on the rewards. If the pabcthe network coding
based policy, then it returns the level of redundangywhich will be used in encoding
process to get reliable data collection.

Table 4.7: Transition Matrix for Policy’;

Py | Ls Ly L L, Ly
L; | 0.368| 0.368| 0.184| 0.061| 0.019
Ly 0O |0.368|0.368| 0.184| 0.08
Lj 0 0O |0.368| 0.368| 0.264
Ly 0 0 0 |0.368| 0.632
Ly 1 0 0 0 0

Table 4.8: Transition Matrix for Policy’;,

Fij L5 L4 L3 L2 Ll

Ls | 0.368| 0.368| 0.184| 0.061| 0.019

L, 0 0.368| 0.368| 0.184| 0.08

Ls 0 0 0.368| 0.368| 0.264

Lo 1 0 0 0 0

Ly 1 0 0 0 0

Table 4.9: Policies and rewards

Policy IT, I, I15 I, 115 Reward
P 0.1817 | 0.1820| 0.1812 | 0.1674 | 0.2875| 7.46
P, | 0.08154| 0.14064| 0.2215| 0.2047 | 0.33515| 5.9
P3| 0.09423| 0.1072 | 0.1605| 0.2347 | 0.4031 | 5.618
Py 0.1205 | 0.12152| 0.13298| 0.16809| 0.45679| 5.928
Ps3 | 0.0296 | 0.0759 | 0.1798 | 0.2629 | 0.4516 | 4.552
Pioss | 0.0116 | 0.03737| 0.11274| 0.22549| 0.61274| 3.692
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reduced. The second decisionDen't Do Network Codingwhere the data will be sent
without encoding. Theecision 2will be considered if the quality of link is good. Finally,
the third decision iDivert the Traffic where a node will not get a link (i.e. the quality
of link is less than a threshold valug;()) to the next node. Moreover, the traffic will be
routed by selecting a new next node from its neighbors (&ligorithm4.3).

Table4.6 shows the decision to be taken in each state for each polluy.fifst policy
(P,) is Do Network Coding if state i€ 1, if a node’s link is in statel.; then the node
encodes the packets before sending. The level of packehdaday depends on the link
quality (refer Tablet.2). Therefore, reliable data delivery is achieved with restioumber
of packet redundancy (i.e. reduced number of data tranem&sin policy P,. Table4.7
shows the transition matrix for Polidy,. Expected number of data transmissions (reward)
is calculated by using the following equation:

Reward = i[HkRk] (4.5)

k=1
where I, is the steady state probability and it is calculated usiagdition probability ma-

trix (Table4.7for policy P, and Tablet.8for policy Pys). Ry is the expected cost (number
of data transmissions) (refer Taldle)) at statel,, andn, is the number of stateélgorithm

4.6 shows the calculation of reward for all policies. Similamngward is calculated for all
policies and presented in Tab#e9. The policy P34 provides the minimum number of
data transmissions and it is selected as optimal podgdrithm 4.6, line 5). Therefore,

if a node is in statd.;, L., L3 and L4, then the node encodes the data using appropriate
number of packet redundancy (depends on the state of a &fds;, Table4.2) to achieve
maximum data delivery reliability, reduction in the numioédata transmissions and thus,

reduction in packet latency and energy consumption.

4.3 Performance Evaluation

In this section, the proposed mechanism is compared wittdangancy-based mecha-
nism (proposed by Wet al. [12]), the end-to-end erasure coding (EEEC)¥][and au-

tomatic retransmission (AR) in terms of average packet dslidelay, number of data
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Figure 4.4: Average end-to-end delay of a packet by vanfiegiumber of faulty nodes

transmissions, energy consumptions and lifetime. Thegeeg mechanism is simulated
usingNetwork Simulator-gNS3) [9]. The proposed mechanism has been compared with a
retransmission-based approach to show the efficacy of tinrlecoding approaches. The
proposed mechanism and end-to-end erasure coding (EEE@)aappare redundancy-
based mechanisms. In the EEEC approach, a node calculatesitiber of redundant
packets according to the probability of successful dejiwdra path. The proposed mecha-
nism is hop-by-hop redundancy-based mechanism and iteseslmber of transmissions

in comparison to the end-to-end coding.

4.3.1 Experimental Setup

The sensor nodes are deployed randomly in an dreBvery node generates packets by
sensing operation and relay towards an actor. A node detemtihe quality of link (refer
Algorithm4.2) and it determines the level of packet redundancy usilggrithm4.6 (if the

decision isDo Network Codinyy A data collection rounds defined as the time interval
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Figure 4.5: Total number of data transmissions (includetgansmissions) in a round by
varying the number of faulty nodes

when every node generates two packets and forwards to tbe Retwork lifetimes de-
fined as the number of data collection rounds in which all theas are connectedl], 119.
In the proposed mechanism, two packets are encoded in esyrdnsmission. Actor is
not an energy constrained node. In the automatic retras8miéAR) approach, a node will
retransmit the packet till it gets corresponding acknogtednt. In the end-to-end erasure
coding (EEEC) approach, a node calculates the number of dadipackets according to
the probability of successful delivery of a path. In the nediancy based mechanisi?],
a source node determines the redundancy level using théobskate of the worst link to
the actor node. In the proposed mechanism, markov decisaregs analyzes the qual-
ity of link states and determines the applicability of netivooding and redundancy level.
Further, a node encodes the packets with appropriate nushbedundancy level.

The simulation parameters are : number of sensor nodes inetinerk: 1000, trans-

mission range of a node30m and initial energy of a node25K.J. Further, the energy

90


Figures/2/trans-faulty.eps

CHAPTER 4. RELIABLE DATA GATHERING MECHANISM USING OPPORTUNIST ENCODING IN WSANS Section 4.3

—#— Automatic Retransmission (AR)

7 —@— Proposed MDP baed coding mechanism
4|—#&— End-to-End Erasure Coding (EEEC)
—v— Wuetal. [12]

900

7,
(¢
(?)
%

7
(o)
()
OOI

7,
(@)
%

7
77
%

Energy consumption of network (in Joules)
7

O T T T T T T T T
S 0 5 10 15 20 25 30 35 40
Number of faulty nodes (in percentage)

Figure 4.6: Total energy consumption of the network by vagythe number of faulty nodes

consumption parameters aret.,..., F,, and E;, which quantify energy consumptions
by a sensor node in sensing, receiving and transmittingaletiea distancé, respectively
[7]. Fsense = a3, By = 12, By = aq1 + ozgczﬁ, where,aq; represents energy consump-
tion per bit by the transmitter electronics, denotes the energy dissipated in the transmit
op-amp,a» represents the energy consumption per bit by the receieetrehics«; de-
notes the energy cost for sensing a bit anepresents the path loss componéfit [The
energy parameters are adopted fr@gnd the values are;; = 0.937 x 1075 Joules/bit,

a9 = 0.787x 107 Joules/bit , iy = 10 x 10712 Joules/bit, as = 50 x 1072 Joules/bit,

d = 85m and path loss exponefit) = 2.

4.3.2 Simulation Results and Discussion

In this section, the proposed mechanism is compared witdundancy-based mechanism

[12], end-to-end erasure coding (EEEQ)Y] and automatic retransmission (AR) in terms
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Figure 4.7: Lifetime of the network by varying the number adity nodes

of average packet delivery delay, number of data transamssienergy consumptions and
lifetime. Two scenarios are considered in the simulatiosltow the performance of the
proposed MDP based opportunistic network coding mechanisnscenario 1 number
of nodes is 100 and mechanisms are compared in terms of penmae metrics (as stated
above) by varying the number of faulty nodes (from 5% to 40f&4dhie network. Irsce-
nario 2, number of faulty nodes is considered as 5%. The mechanisgnsoanpared by
varying the number of nodes (100 nodes to 1000 nodes) in tia®re In Fig. Figurest.4
to 4.7, the results are depicted by considering the simulationts)ps given irscenario 1
Further, the values (mentionedsnenario 2 are considered for the results as shown in Fig.
Figures4.8to 4.11 In both scenarios, maximum number of retransmissions aekgi is
assumed as 5.

Fig. 4.4shows the average delivery delay of a packet for one dataatimh round. In
automatic retransmission (AR) approach, packet delay i€ ni@n other approaches. The
delay increases due to increase in the number of retransmsssequired for an undeliv-

ered packet. It can be observed from Hgé that as the number of faulty nodes increases
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Figure 4.8: Average end-to-end delay of a packet (5% of ntaldty)

in the network, the average delivery delay of a packet irsgeaMoreover, more number
of data and acknowledgment packets are lost and every lokeptriggers a retransmis-
sion. The proposed MDP based mechanism provides reductidelay as compared to
other mentioned methods. In the proposed network codingdom&chanism, packet drops
reduce (when the faulty nodes increases in the network)aapgortunistic network cod-
ing decisions and adaptive maintenance of packet redugd&mailarly, Fig. 4.8 shows
the average delivery delay of a packet by varying number deadrom 100 to 1000. In
retransmission approach, as number of nodes increasedeldne also increases rapidly.
This is due to the increase in number of hops to the actor flensource nodes.

Fig. 4.5depicts the total number of data transmissions for one ddizction round. In
the automatic retransmission (AR), number of data transamssncreases with increase in
the number of faulty nodes. In the end-to-end erasure cq@B&C) [L4], source estimates
the number of redundant packets using the probability ofessful delivery of a path. In
EEEC, the number of packets transmitted in the first hop is nhagjer than in the last
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Figure 4.9: Total number of data transmissions (includetgansmissions) in a round (5%
of nodes faulty)

hop. This leads to increase in the number of data transmissio the redundancy-based
mechanism (proposed by Wu et @l 2]), source node calculates the redundancy level based
on the link loss rate of the worst link to the actor node. Iuftssin increase of number of
data transmissions at source node. The proposed mechagdsites the number of data
transmissions. This is due to determining the optimal pa@dundancy level by analyzing
the quality of link state using markov decision processs lbbserved from Fig4.5 that

the total number of data transmissions increases with grease in the number of faulty
nodes. However, the proposed mechanism determines tmeadolicy which ensures the
reliable data delivery (gathering) with less number of detasmissions as compared with
other methods. Similarly, Figl.9shows the total number of data transmissions occurred in
a data collection round by varying the number of nodes. Asbarmof nodes increases, the
number of hops to the actor also increases. It leads to meondeuof data transmissions.

Fig. 4.6 shows the performance of the proposed mechanism in ternwtadfenergy
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Figure 4.10: Total energy consumption of the network (5%axfas faulty)

consumption in the network for one data collection round.e Energy consumption of
a network mainly depends on the total number of data trarssoms. In the automatic
retransmission approach, a node sends ACK packet after ssfuateeception of every
packet. This leads to increase in overhead in terms of nuoflg&ata transmissions. In the
EEEC, more number of data transmissions are transmittedttieaproposed mechanism
because EEEC is an end-to-end coding mechanism. It is cas&iom Fig. 4.6 that the
proposed mechanism consumes less energy as comparedtveitmathods because MDP
mechanism reduces the number of data transmissions4Hifshows the comparison of
the total energy consumption in the network by varying th@ber of nodes in the network.
It can be seen from Figl.6that the energy efficiency of the network is improved with the
proposed mechanism.

Fig. 4.7and Fig.4.11show the network lifetime (in terms of the data collectioands)
for first scenario and second scenario, respectively. Thpgsed algorithm determines

the link state at which network coding will be done and als® dptimal level of packet
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Figure 4.11: Lifetime of the network by varying the numbemnofies in the network (5%
of nodes faulty)

redundancy. This optimal policy reduces the number of datasmissions as compared
to the other mentioned approaches. Therefore, energy sgign is reduced with the
proposed mechanism. It can be observed from #igand Fig.4.11that network remains
connected more number rounds (i.e. improvement in lifetineng the proposed MDP

based network coding mechanism in comparison to the othstirexapproaches.

4.4 Summary

In this chaptera reliable data transmission mechanism using opportunigtitwork coding
has been proposed for wireless sensor and actor networKawilty nodes. The proposed
mechanism improves the packet level reliability with sgent delivery delay requirement

in the presence of faulty nodes. Further, network codingsétat and level of packet re-
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dundancy are taken on the basis of quality of wireless linkachieve the energy efficient
reliable data collection. Network performance parametarsh as average delivery delay,
total number of data transmissions, energy consumptiodsifeime are taken for com-

parison of the proposed network coding mechanism with anealocy based mechanism,
end-to-end erasure coding and automatic retransmissiommoagh. Further, network per-
formance is observed with different number of faulty nodethe network. From the sim-

ulation results, it has been observed that the averageedglilelay of a packet is reduced
using the proposed encoding approach. Further, it has Hdesamved that the number of
data transmissions in the network are reduced significastlyg the proposed mechanism.
Further, network lifetime is improved upto 21.5% and 56.224th the proposed MDP

based encoding mechanism in comparison to the end-to-asdrercoding and automatic
retransmission mechanisms, respectively. In the nexttehagprouting metric is computed
to reduce the packet loss by considering buffer occupamdyguality and energy levels

of a sensor node. Further, an intelligent delay and energyevouting protocol has been
proposed for selection of an efficient next hop node (in aimguytath) to reduce the packet

dropping rate.
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Chapter 5

Adaptive Fuzzy Based Energy and Delay
Aware Routing Protocol for Efficient
Data Gathering in WSANS

Energy efficiency and reliability in data gathering are magsues in WSANS. In WSANSs,
a data collection protocol may satisfy the major applicatequirements, such as high data
reliability and less delay along with energy efficiency. $&eequirements can be achieved
by designing an energy efficient intelligent routing pratocThe sensor nodes may be
deployed randomly in a dynamic environmeff]. This results in dropping of packets
due to dynamic changes in quality of wireless links. The megasons for dropping of
packets may be bad wireless link quality, unavailabilityret buffer at intermediate nodes
and residual energy at nodes. To ensure data reliabiligydtbpped packets need to be
retransmitted and this leads to more delay and energy cqetsam Therefore, an energy
efficient routing protocol may solve the above issues bynglefficient routing decisions
while considering energy of a node, link quality and avdddiuffer.

The key observation that motivates the work (presentedsctimpter) is the improper
selection of a next hop node in a routing path. This leads epuing of packets. That
means, selection of a node which has high available buffewdgvireless link quality,
more residual energy and close distance (proximity) as inegtnode reduces the packet

dropping rate. Thus, reduction in packet dropping ratesiases the data reliability, energy
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efficiency and reduces the delivery deldyp[13]. In this chapter, a fuzzy based intelligent
delay and energy aware routing mechanism has been promosegrbve the lifetime of the
network. The fuzzy logic system (FLS) used for the impleragah of multicriteria control
strategies and it is capable of making decisions even witbrmplete information. Fuzzy
logic also used for blending different parameters and fuziy set that may produce an
optimal output L6, 17, 91]. In a routing path, selection of a node which has high atela
buffer, good wireless link quality, more residual energyg alose distance as next hop node
reduces the packet dropping rate. To handle this unceytéirzizy logic system is used for
the routing metric evaluation. In this chapter, fuzzy logystem is used for computing a
routing metric value (calledhance of becoming next ngd®y combining the parameters,
such as residual energy, available buffer, quality of linkl @istance. Further, Dijkstra’s
algorithm has been adopted to find the routes where the deesimouting metric value is

considered as cost. The major contributions of this chapteas follows:

e Design of an intelligent delay and energy aware routingquoit using fuzzy logic

for a heterogeneous sensor actor network.

e A routing metric (i.e. a routing parameter) has been contgpbieconsidering the

residual energy, link quality, available buffer and distigproximity).

¢ Simulation has been performed to show the performance girttysed protocol in
terms of delay, number of retransmissions, energy consampifetime, half nodes

die, last node dies and network stability of the network.

The rest of the chapter is organized as follows. In sediidnmotivation and problem
formulation have been discussed. Network model has beerdinted in sectior®.2.1
Energy consumption model is presented in secii@n? Fuzzy based energy aware routing
mechanism has been proposed in secich3 In section5.2.4 the procedure of fuzzy
logic system is presented. Further, simulation result® leen discussed in sectibrB.

Finally, sectiorb.4 concludes the work.
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5.1 Motivation and Problem Formulation

Design of an energy efficient routing protocol (for a hetemgpus sensor network where
the environment changes dynamically) poses several clggfe such as data reliability,
stringent delay and energy efficienc5[ 13]. Packet loss is one of the major factors that
results in the above mentioned network. Retransmissioneofast packet may achieve
data reliability, but it increases the delay and energy eonion [L3]. In a heterogeneous
sensor actor network, packet loss (at a node) may occur do@ddink quality, overflow
of the buffer or energy levels of the node. Packet loss mayebaaed by designing an
efficient routing metric (or a routing parameter) which isnguted based on the link qual-
ity, available buffer and energy level. In the PR@pddicted remaining deliveri¢souting
mechanism15], a routing metric is computed using the residual energg ¢juality, de-
lay and distance. However, in a large scale sensor netwaske mumber of packets are
dropped by the nodes which are near to the actor node due tuffex overflow. In the
PRD routing metric 15], the number of expected transmissions and link bandwidth a
considered to obtain the delay (the time spent in trangmitihe packet) which is a con-
stant for the network where bandwidth is assumed as samél fitvedinks. End-to-end
delay increases with the number of dropped packets. Mordgauof packets dropped due
to the poor link quality and buffer overflow. Therefore, dable buffer is an important
parameter that needs to be considered in the computatiomaritiag metric. PRD rout-
ing metric does not address the available buffer as a paeaméte proposed mechanism
has been compared with the PRD routing mechanism to showh@atvailable buffer is
an important parameter in the computation of routing metrichis work, aFuzzy based
Energy-Aware Routing Mechanis(REARM) has been proposed to improve the perfor-
mance of a heterogeneous sensor network by consideringgdftial energy, link quality,
available buffer and distance (proximity). Further, Dijless algorithm is adopted to find

the efficient routes using a computed routing metric (or apeter).
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Table 5.1: Summary of Notations

Symbol | Description

n Number of sensor nodes in the network
A Local actor node

E; Residual energy of a node

B; Available (free) buffer of a nodée

Lj; Quiality of a link from nodej to node:

Dj; Distance from nodé to nodei

d[ul] cost of the path to node

flv] Predecessor of node

D; Fuzzy output value (routing metric value)
pu(X) membership value of input variabhe

5.2 Fuzzy Based Energy-Aware Routing Mechanism for a

Heterogeneous Sensor Actor Network

In this section, the network model is introduced. An enemysumption model has been
presented. Further, a routing metric has been computed tistnproposed fuzzy based
routing mechanism and Dijkstra’s algorithm has been adbpaefind the routes in the

proposed mechanism.

5.2.1 Network Model

A heterogeneous sensor actor network is represented apla@f® U A, E') as shown in
Fig. 5.1, whereV = {vy,vq,v3...v,,} iS @ set ofn. number of sensor nodes; is a set of
links and A is a local actor node (for large scale network). Heteroggraiaracteristics,
such as battery capacity, quality of link, buffer capacitg aonsidered in this work. A
node ;) has different levels of residual energy;{, buffer capacity B;), associated with
link quality (from node; to node: is L;;) and distance (from nodgto node: is Dj;).
Sensor nodes generate data (by sensing operation) anéetrémes data to a local actor
node (A) through an efficient routing path. A node) finds the efficient routing path by
determining the fuzzy output valug;j (where,v; is one of the possible next hop nodes)

for next hop node. The fuzzy output value (indicates the evafirouting parameter or
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@ Actor node o Sensor node
p; - Chance of becoming next node i

— :Routingpath - :Communication range

Figure 5.1: The illustration of energy-aware routing paté. (data gathering path) in the
wireless sensor and actor network

chance of becoming next ngds a function of residual energy:), available buffer 3;),
quality of link (L,;) and distancelf,;). Every node forward its residual energy, link quality
and available buffer to its neighbor nodes to compute th@éngumetric. Some amount of
control packet overhead will be introduced due to the abogtim The notations used in

this chapter are described in Tablé.

5.2.2 Energy Consumption Model

This section presents the same energy consumption model4s8]. Energy consumption
parameters for sensing, receiving and transmitting dater (@ distance)) are £, E,. and

E,, respectively. According to the path loss model, signarsith is reduced by/d™,
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wheren is the path loss exponent. The energy consumption are gs/éatlaws:

E, = a3

E, = aip

E, = aq1 + agd®

where,as (joules/bit) is the energy consumption for sensing operation,(joules/bit)
is the energy consumed by the receiver electronigs(joules/bit) is the energy/bit con-
sumed by the transmitter electronics amg (joules/bit/meter? for i = 2) is energy
dissipated in the transmit op-amg [ In this work, energy consumptions are computed for
an event centric application8,[119. Let, [ is the size of data generated by a sensor per
event ands is the average rate of events occur per unit ti3@d.[ Therefore, the energy
consumption for sensing operation till timevill be [t5a3. A node’s energy consumption

for sensing operation and transmitting sensed data inttis\& 3( Es + E;).

5.2.3 Fuzzy Based Energy-Aware Routing Mechanism: FEARM

In this section, the proposed fuzzy based delay and energyeavouting mechanism
(FEARM) is presented. Every node finds the fuzzy output valoeseighbor nodes. Fur-
ther, Dijkstra’s algorithm 120, 121] has been adopted to find the efficient routes (i.e. data
gathering routes) in the proposed mechanism.

In Algorithm 5.1, every node finds the fuzzy output values to its neighbor addesed
on residual energy, link quality, available buffer and alnste (ines 1 to 5). Algorithm5.4
determines the fuzzy output value (chance of becoming neadénand it is explained in
the next section. IRlgorithm5.1, lines 6 to 15 computes the efficient paths based on the
fuzzy output value. IAlgorithm5.2, cost of the path from the starting node to a nadse
d[u] and it is initialized tazero(for starting node, cost isng. In Algorithm5.3, if nodeu
precedes node, then the cost to nodeis d[v] < d[u] *p,, whered|u| is cost of the path to
u andp, is the fuzzy output value (chance of becoming next node) démo The detailed

explanation ofAlgorithm5.4is given in sectiorb.2.4
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Algorithm 5.1 Fuzzy Based Energy-Aware Routing Mechanism
Input: G(V, E), S, n, Residual EnergyX), Available Buffer (B), Distance{), Link
Quality (L)
Output: Energy-aware routing paths

1: for i = 1ton do

2: for each vertey € Adj|i] do

Pli][j] =FuzzyLogic_System§;, B;, D;;, L;;)
end for

end for
Initialize(G, S) //refer Algorithm5.2
S« 0
Q « V[G]
while Q+# () do
100 u+ MAX(Q)
11: S+ SuU{u}
12:  for each vertexw € Adj[u] do
13: Relax(, v, P[u][v]) //refer Algorithm 5.3
14: end for
15: end while

Algorithm 5.2 Initialize(G, S)
1: for each vertex, € V[G] do

2: dlu] =0

3 flu] = NULL
4: end for

5 d[s] =1

Algorithm 5.3 Relax(, v, p,)
1: if d[v] < d[u] * p, then
2: d[v] « d[u] * p,
3: flv] + u
4: end if

Table 5.2: Fuzzy input/output variables and their lingaisariables

Input/Output variables | Linguistic variables

Residual energy Low, Medium, High
Available buffer Low, Medium, High

Link quality Poor, Average, Good
Distance Far, Adequate, Close
Chance of becoming Low, Weak, Medium, Strong,
next node Very Strong
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Algorithm 5.4 Fuzzy Logic_System{;, B;, D;;, L;;)

Output: Chance of becoming nodgeas next node;)

1
2:

Empty the listl < value, membershiplevel >

Find membership values.(F), u(B), u(D) andu(L)) and linguistic levels usingri-
angularmembership function.

DR ={A rule set with all possible combinations of determined lirsgic levels (from
line — 2}

4: for each rule inDR do
5: if w(E), u(B), u(D), u(L) then fit the membership levels of this rule
6: Add an entry to the list with
7: value = maximum(E), u(B), u(D), u(L))
8: membershiplevel = output membership level of this rule
9: end if
10: end for
11: p; =Defuzzify())
12: returnp;
Residual energy
—>
Available buffer Fuzzy rule set Chance of becoming
— > |_nextnode
Link quality i
— > " Fuzzy inference &
Distanc& Fuzzifier > system —r  Defuzzifier

Figure 5.2: Fuzzy Logic System

5.2.4 Fuzzy Logic System for Determining Routing Metric

The fuzzy logic system (refer Fig5.2) has four modules, namely, fuzzifier, fuzzy rules

set, fuzzy inference system and defuzzifier. In the fuzzifiedule, membership values

(u(E), u(B), u(D), (L)) and membership levels (linguistic levels) for a given giigout

parametersi, B, D, L) are determined using the membership functions. Fuzzg mé¢

is a set ofif-thenrules which are generated usiMpmdani fuzzy inferencenodel [L22]

(refer Table5.3). A fuzzy rule can be represented as follows:xz is A; AND y is A,

Then:z is By, whereA;, A, and B; are the linguistic variables of fuzzy setsy andz,

respectively. Fuzzy inference system infers the fuzzy aiuby applying the fuzzy rule set

to the membership functions. Finallgefuzzifiertransforms the fuzzy output value to a

crisp value. In this workCenter of Areq COA) method has been used in defuzzification
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Figure 5.4: Membership function for output varialslegance of becoming next node

process 17, 80, 81].
In this work, the input variables for the fuzzy logic systene aesidual energy (E),
available buffer (B), quality of link (L) and distance (D). &lfuzzy sets that describe the

residual energy and available buffer are shown in Big(a)and Fig.5.3(b), respectively.
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The linguistic variables for these input variables e, mediumandhigh. The fuzzy set
that describes the quality of link input variable is shownFig. 5.3(c) The linguistic
variables for this input variable apoor, averageandgood The fuzzy set that describes
the distance input variable is shown in Fig.3(d) The linguistic variables for this input
variable areclose, adequatandfar. The only fuzzy output variable is thehance of be-
coming next nodand is depicted in Figs.4. Five linguistic variablesow, week, medium,
strongandvery strongare considered for fuzzy output variable. The fuzzy set tirgmnal
output variables and their corresponding linguistic \alga are shown in Tablg.2. In
this work, triangular membership functions are used folirgdjuistic variables of input and
output variables. Triangular membership functions arel iseeduce computational costs
(conversion from crisp value to the fuzzy value) and to simpinplementation 80].

Fuzzy rules can be generated using experimental data oistieutata. In this work,
fuzzy rules are generated using heuristic fuzzy rule geioeranethod which follows the
following principle: a node with high residual energy, hafailable buffer, good quality of
link and close distance has the highelsance of becoming the next nddea routing path.
Morevoer, based on the four input variables and three meshlelevels, 81 fuzzyf-then
mapping rules are defined in Talde3. All fuzzy rules contribute to some degree to the
final decision. However, some rules do not contribute sigaifily to the final decision and
can be eliminated. In the literature, most of the workg BO, 81, 82, 16] have been used
all the fuzzy rules to evaluate the final decision. The fuzatpat variable is derived by
predefined fuzzy rules and membership functions. This ddrfuzzy output variable has
been transformed to a single crisp value (which indicate€timnce of becoming the next
nodein the routing path) using center of area (COA) method in tHazfication process.

The working process of fuzzy logic system has been presentétjorithm5.4. In
Algorithm 5.4, a list! < value, membershiplevel > is initialized to zero ljne-1). Asso-
ciate membership values and linguistic levels are detexdhfor every given fuzzy input
variable using membership functions (refer Figd) (line-2). Further,Determined Rulset
(DR) is constructed(DR) is a set of all possible combinations of determined lingeiist
levels (ine-3). For each rule iD R, the associate output linguistic variable will be found

using predefined fuzzy rule set (referd). An entry will be added to the ligtwhich has
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maximum membership valuér(e-4 to line-1Q. Finally, defuzzifier transforms the lito

a single output valudifie-11).

Table 5.3: Fuzzy decision making rules

Inputs Output
Energy | Available buffer | Distance | Link Quality | Chance of becoming
next node
Low Low Far Poor Low
Low Low Far Average Low
Low Low Far Good Weak
Low Low Adequate Poor Low
Low Low Adequate| Average Weak
Low Low Adequate Good Medium
Low Low Close Poor Weak
Low Low Close Average Weak
Low Low Close Good Medium
Low Medium Far Poor Low
Low Medium Far Average Low
Low Medium Far Good Low
Low Medium Adequate Poor Low
Low Medium Adequate, Average Weak
Low Medium Adequate Good Medium
Low Medium Close Poor Low
Low Medium Close Average Weak
Low Medium Close Good Medium
Low High Far Poor Low
Low High Far Average Low
Low High Far Good Low
Low High Adequate Poor Low
Continued on next pag
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Section 5.2

Table 5.3 — continued from previous page

Energy | Available buffer | Distance | Link Quality | Chance of becoming
next node
Low High Adequate| Average Weak
Low High Adequate Good Medium
Low High Close Poor Weak
Low High Close Average Medium
Low High Close Good Strong
Medium Low Far Poor Low
Medium Low Far Average Low
Medium Low Far Good Weak
Medium Low Adequate Poor Low
Medium Low Adequate| Average Weak
Medium Low Adequate Good Medium
Medium Low Close Poor Low
Medium Low Close Average Weak
Medium Low Close Good Medium
Medium Medium Far Poor Weak
Medium Medium Far Average Medium
Medium Medium Far Good Strong
Medium Medium Adequate Poor Medium
Medium Medium Adequate| Average Strong
Medium Medium Adequate Good Very Strong
Medium Medium Close Poor Medium
Medium Medium Close Average Strong
Medium Medium Close Good Very Strong
Medium High Far Poor Weak
Medium High Far Average Medium
Medium High Far Good Strong
Continued on next page
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Section 5.2

Table 5.3 — continued from previous page

Energy | Available buffer | Distance | Link Quality | Chance of becoming
next node
Medium High Adequate Poor Medium
Medium High Adequate| Average Strong
Medium High Adequate Good Very Strong
Medium High Close Poor Medium
Medium High Close Average Strong
Medium High Close Good Very Strong
High Low Far Poor Low
High Low Far Average Low
High Low Far Good Weak
High Low Adequate Poor Low
High Low Adequate| Average Weak
High Low Adequate Good Medium
High Low Close Poor Low
High Low Close Average Weak
High Low Close Good Medium
High Medium Far Poor Weak
High Medium Far Average Medium
High Medium Far Good Strong
High Medium Adequate Poor Medium
High Medium Adequate| Average Strong
High Medium Adequate Good Very Strong
High Medium Close Poor Medium
High Medium Close Average Strong
High Medium Close Good Very Strong
High High Far Poor Weak
High High Far Average Medium
Continued on next page
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Table 5.3 — continued from previous page

Energy | Available buffer | Distance | Link Quality | Chance of becoming
next node
High High Far Good Strong
High High Adequate Poor Medium
High High Adequate| Average Strong
High High Adequate Good Very Strong
High High Close Poor Medium
High High Close Average Strong
High High Close Good Very Strong

5.3 Performance Evaluation

In this section, the proposed Fuzzy based Energy Aware Rphtechanism (FEARM) has
been compared with a PRIPrédicted remaining deliveri¢souting mechanisml] and

a retransmission based approact?]] in terms of average end-to-end delay, total number
of retransmissions, lifetime, total energy consumpti@tactollection rounds at which half

of the nodes die, data collection rounds at which all nodesdd network stability.

5.3.1 Simulation Environment

Simulation results are presented by considering the @iftecombinations of the fuzzy in-
put variables, (i.e. FEARM with four parameters (residuargg, available buffer, link
quality and distance), FEARM with three parameters (resieneargy, available buffer and
link quality), FEARM with residual energy and link quality @krEARM with residual en-
ergy and available buffer). The simulation is performedhgsheNetwork Simulator 39].
The simulation parameters are shown in Tebk[7, 8]. In the simulation, heterogeneity

is considered in the network as follows: all nodes have diffe energy capacity2( K .J
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Table 5.4: Simulation Parameters

Parameter Value

Number of sensor nodes100 to 1000 nodes

Transmission range 30meters

Initial energy of a node | 20K J to 25K J

E, = a3 az =50 x 107 Joules/bit

E,. = a9 a9 = 0.787 x 107 Joules/bit

B, = a1 + aad” a1 = 0.937 % 10_6J0ul65/bit,
ag = 10 x 10712 Joules/bit /meter?
d = 85 meters

Path loss exponent) 2

Data generated per event

by a node () 96(hits

Average rate of events

occur per unit time§) 100

1.8

{|—®— Retransmission based approach

1.6 4|—®— FEARM with four parameters

{|—&— FEARM with three parameters

1.4 4|—¥— FEARM with energy and link quality
{|—<— FEARM with energy and buffer quality
12d4—>»—PRD

104
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Figure 5.5: Average end-to-end delay $econd}p

to 25K J), buffer capacity £K to 2.5K bytes) and all links are assigned with link qual-

ities between 0 to 1 (follows uniform distribution). The eiaf generated data per event
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Figure 5.6: Total number of retransmissions

is considered as 96Rts (refer Table5.4). To achieve high data reliability, hop-by-hop
(link layer) retransmissions are performed till a packeictees to the next hop node. In a
data collection round, every node generates one packetramshtit to the local actor. In

this simulation, lifetime of the network is defined as the memof data collections rounds

completed till the first node diel[L8 19].

5.3.2 Simulation Results and Discussions

Fig. 5.5and Fig. 5.6 show the comparison of average end-to-end delay of a paoket a
number of retransmissions among fuzzy based delay andyeaeege routing mechanisms
(FEARM with four parameters, FEARM with three parameters, REAwith residual en-
ergy and link qualityand FEARM withresidual energy and available bufieiPRD routing
mechanism 15] and a retransmission based approat}.[ In the proposed mechanism,
routing decision has been taken using the proposed fuzay $ggtem to reduce the packet

drops. Reduction of packet dropping rate incurs reductidharpacket retransmission rate
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Figure 5.7: Total energy consumption (lauleg

in a data gathering route. Reduction of packet retransnmssi further reduces not only
the energy consumption, but also delivery delay of a padkbas been observed from the
Fig. 5.5that the fuzzy based energy-aware routing mechanism (FEAREARM with
three parameters (residual energy, available buffer awkdjality), FEARM withresidual
energy and link qualittand FEARM withresidual energy and available buffereduces
the average delay upto 58.78%, 53.54%, 41.96% and 23.58§eatvely, in comparison
to the retransmission based approach. PRD routing mech@higmoes not consider the
available buffer as a parameter in the computation of thémgumetric. In a large scale
sensor network, the nodes near to the actor node will be okeebed and drop the packets
due the overflow of the buffer. These dropped packets neeeé tetbansmitted and this
leads to the increase in delay and number of retransmissibcan be seen from Figh.5
that the proposed fuzzy based routing mechanism (with fataupeters) reduces the aver-
age delay upto 7.3% in comparison to the PRD routing mechddiSnit can be seen from

Fig. 5.6that the fuzzy based energy-aware routing mechanism, FEARMtree param-
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Figure 5.8: Lifetime of the network (idata collection rounds

eters (residual energy, available buffer and link quali§ARM with residual energy and
link qualityand FEARM withresidual energy and available buffeeduces the number of
(average) retransmissions upto 52.89%, 46.6%, 30.45% hid%, respectively, in com-
parison to the retransmission based approaéh [The proposed mechanism reduces the
number of (average) retransmissions upto 8.2% in compartsithe PRD metricl[5].

Fig. 5.7 shows the comparison of energy consumption of the netwokkngnthe pro-
posed mechanisms (with different parameters) and retigssm based approach. En-
ergy consumption of the network increases as number of nodesases. In the PRD
routing mechanism and retransmission based approachuthker of retransmissions are
increased due to increase in the number of packet drops gsaceno the proposed mech-
anism. The proposed mechanism provides an efficient royi@tly and this reduces the
packet dropping rate in the network. The proposed mechaagmneves less energy con-
sumption (i.e. an average reduction upto 61.82% and 9.6%9nmparison to the retrans-

mission based approach and PRD mechanism, respectively.
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Figure 5.9: Half of the nodes die (ohata collection rounds

Fig. 5.8 and Fig. 5.9 illustrate the lifetime (when first node dies) and half of the
nodes die round (the round in which 50% of nodes die), reg@dgt The lifetime of
the network is improved with the proposed mechanism as coedga the retransmission
based approachdalf of the nodes die rounid a data collection round at which half of the
sensor nodes are died in the netwotk,[123. It can be observed from Figh.8 that as
number of nodes increases, the lifetime of the network resiughe (averagdjalf of the
nodes die roundin data collection rounds) is increased upto 18.38 % (refgr5.9) (i.e.
lifetime is increased) with the proposed mechanism in corapa to the retransmission
based approach. From the Fi$.8 and Fig. 5.9, it can be observed that a significant
lifetime improvement has been achieved with the proposechar@sm in comparison to
the PRD routing metric.

Fig. 5.10 shows the stability of the network in terms of number of datection
rounds. Network stability is defined as the difference (innas) between first node dies

round and half of the nodes die rour@?]. Fig. 5.10shows that the proposed mecha-
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Figure 5.10: Network stability (inlata collection rounds
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Figure 5.11: Data collection round at which last node dies
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nism improves the (average) stability of the network uptd’2®6 in comparison to the
existing approachl]?]. The fuzzy based energy-aware routing mechanism (FEARN) wi
three parameters (residual energy, available buffer arkdduality), FEARM with resid-
ual energy and link quality and FEARM with residual energy awdilable buffer improve
the network stability upto 14%, 9.42%, 3.59%, respectivielgzomparison to the existing
approach 12]. The proposed mechanism improves the network stabiligomparison to
the PRD routing metric (refer Figh.10. Fig. 5.11illustrates the data collection round at
which last node dies. In the PRD mechanism and retransmibsiggd approach, last node
dies much before in comparison to the proposed mechanider fgy. 5.11). Therefore,
residual energy, available buffer, link quality and distr{proximity) are the important

parameters for choosing the next hop node in a routing path.

5.4 Summary

In this chapter, a delay and energy aware fuzzy based roptotgcol is proposed to take
an efficient routing decision in a heterogeneous sensorankivA node’s residual energy,
link quality, free buffer and distance (proximity) are caesed as the fuzzy input vari-
ables. The network performance has been measured withmesiffeombination of fuzzy
input variables. The proposed routing protocol reducepteket dropping rate and this
leads to reduction in delay and energy consumption. Simoumlaesults show that there
is a reduction in (average) delay upto 58.78% with the pregdazzy based mechanism.
Network (average) energy consumption is reduced upto 64.\8Rh the proposed mech-
anism. Further, it has been shown that lifetime of the netviorcase offuzzy with four
parameterds better tharfuzzy with threendtwo parameters It has been observed that
the network stability is improved upto 17.72% in comparisorhe retransmission based
data forwarding approach. In the next chapter, energy stingenodes are considered in
WSAN:Ss for prolonging the network lifetime. Node survivatyilhas been addressed (in the
next chapter) to investigate the reliable data transmrmssiio energy harvesting sensor and

actor networks.
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Chapter 6

Fuzzy Logic Based Adaptive Duty
Cycling Algorithm for Sustainability in
Energy Harvesting WSANS

Wireless Sensor Actor Networks (WSANSs) remain operationalifioited amount of time
due to limited battery capacity of a sensor node A long operational lifetime of WSAN
is required for applications, such as monitoring foressfiraeiclear plants, object tracking
and military surveillanceZ, 33, 19, 79, 4, 124]. Energy harvesting technology provides a
long lasting lifetime in WSAN. A node recharges battery fréma tharging vehicles or from
the natural resources, such as solar light, thermal, widdvdmation {4, 35, 18, 125 126.
A node is capable of harvesting energy from sunlight. Theiva of harvested energy
varies dynamically with the weather conditions over tiri6]] The residual energy may
reduce with usages and time. This results in temporary disaction of the nodes from the
network. The temporal-disconnected nodes may join intantevork in the next energy
available time slot. Hence, the node should sustain (seyvilt next available period of
the energy source for improving the lifetime of the netwoNode sustains till the next
recharge round by using the energy conservation technigues as duty cycling, load
balancing and data aggregatidr®].

The existing models (such a4, [35]) are based on the wireless charging by a mobile

charger. Wireless charging technology may not be suitaslagplications (like deep for-
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est) where a mobile charger cannot travel to replenish teeggrof sensor nodes. In this
type of applications, solar energy harvesting technolagyiges a long lasting lifetime to
the network. Further, the energy resources are typicalhadyc and uncontrolledLp7).
Achieving network sustainability with solar based harwegstechnology is one of the chal-
lenging issues which has not been addressed adequatedy litetiature.

Duty cycle and load balancing techniques collectively ioyerthe network sustainabil-
ity and throughput. Duty cycled wireless sensor networkategorized into two types:
random duty cyclingandcoordinated duty cyclings4]. In the random duty cycled wire-
less sensor network, the sensor nodes are tusnexthd off randomly on their own. In a
coordinated duty cycled wireless sensor network, the semstes coordinate with each
other (via exchanging the information) to follamn andoff (i.e.activeandsleep schedule.
The coordinated duty cycled WSN is potentially efficient fomamunication in terms of
synchronization among nodes and network connectiidy 33].

In this chapter, a fuzzy based adaptive duty cycling algoribhas been proposed to
achieve the network sustainability in a tree-based eneagyelsting sensor actor network.
Moreover, a prediction model has been proposed to estinragyye consumption (i.e.
residual energy) for a future interval of time. A node estmsaduty cycle value using
fuzzy logic system for a future time period by consideringideal energy, predicted har-
vesting energy (for a future time slot) and predicted resiénergy (for a future time slot).
Further, a switching decision has been taken by a node baséueqredicted duty cy-
cle value of a node for survival. Coordinated duty cyclingassidered in this work. To
achieve efficient communicatioactive and sleep schedulage forwarded to the children

nodes. The major contributions of this chapter are as faiow

e Design of a fuzzy based adaptive duty cycling algorithm toi@e sustainability in

an energy harvesting sensor actor network.

e Prediction of duty cycle using fuzzy logic by consideringremt residual energy,

futuristic harvesting energy and residual energy.

e Simulation results are presented to show the efficacy of thpgsed mechanism to

provide improved network sustainability and successftd deception.

120



CHAPTER 6. FUZZY LOGIC BASED ADAPTIVE DUTY CYCLING ALGORITHM FORSUSTAINABILITY IN ENERGY HARVESTING WSANS Section 6.1

The rest of the chapter is organized as follows. Sediidrpresents the motivation of
our work and problem formulation. In secti@n2.1, a network model is introduced. In
section6.2.2 the energy consumption has been computed for future timedyeln sec-
tion 6.2.3 energy consumption of the network has been derived for tbegsed network
model. Further, a fuzzy based adaptive duty cycle algorithsbeen proposed in section
6.2.4 Section6.2.5presents the fuzzy logic system procedure. Sedii@rdiscusses the
performance evaluations of the proposed mechanism and/fisattion6.4 concludes the

work.

6.1 Motivation and Problem Formulation

In an energy harvesting sensor networks, a node harvestgyefnem ambient sources,
such as solar light, thermal, wind and vibration. The amafrhharvested energy may
vary with weather conditions or seasonal changes. Theretbe volume of harvested
energy may be less than the energy consumption of a node fimeastot. This results in
temporary disconnection of the nodes. A node may join intagtwork in the next (solar)
energy available period. The temporary disconnected nafiest the quality of service
of the network. To address the temporary disconnectionehtides, we have proposed a
fuzzy based adaptive duty cycle mechanism for sustaityabilthe nodes till next recharge
period. Fuzzy logic system (FLS) is used to estimate the argdeduty cycle of the node
for future time slot. Current residual energy, predictedsbsting energy (for a future time
slot) and expected residual energy (for a future time stetransidered as input parameters
and expected duty cycle is considered as an output parafoefezzy logic system. FLS
generates an optimal output value (expected duty cyclehtegrating the input variables
and fuzzy rules setl]7, 16, 91].

In a tree-based sensor network, load balancing is one oétimiques to improve the
lifetime of the network. A randomized switching algorithrashbeen proposed in 9] to
balance the load (in terms of data forwarding) in a senser;, se that all nodes have uni-
form load. In a network, load balancing is achieved by swiitgloperations (switch the

children from its parent node to other potential parent sdfle9]. However, rechargeable
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Active and Sleep Schedule

Switching to potential parent

‘ Local actor
(O Sensor node

Figure 6.1: The illustration of duty cycle based switchirrggess in a tree-based sensor
and actor network

sensor nodes are not consideredlifi| In a rechargeable tree-based sensor network, ev-
ery node has different energy levels due to the unequal atmadumarvested energy and
energy consumption. Therefore, load balancing technigane mot achieve sustainability.
Duty cycle is a suitable mechanism for a rechargeable seretaork to achieve the sus-
tainability (by conserving the energy). In our work, dutycleyis estimated using a fuzzy
logic system. Based on the expected duty cycle value, a nodeufds theactive and sleep
scheduleo the children nodes or switches its children to potentaépt nodes for reliable

data gathering.

6.2 Adaptive Duty Cycling Mechanism using Fuzzy Logic

In this section, the proposed network model is introducen eAergy consumption model
and a harvesting model are presented to estimate the résigler@y of a node for future
time slots. Further, a fuzzy based adaptive duty cyclinghmeism has been proposed for

energy harvesting sensor networks.
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6.2.1 Network Model

A tree-based wireless sensor and actor network is considsinewn in Fig.6.1), where the
root node is a local actor which collects sensing data froenaar tree. Lefl; = (V, E) be

a sensor tree, whefié = {vy, vy, ..., v, } represents a set efsensor nodes ang is a local
actor (i.e. Fig.6.1shows the sub-tree from a large scale network tree)famepresents
a set of communication links between the sensors. Heredowied duty cycle enabled
sensor nodes are considered and a node harvests energh&somiight 128. Further, a
node switches to a potential parent (a node which has moyecgiate). Adata collection
roundis defined as the duration that an actor collects the datadreansor treelR]. The

notations used in this chapter are shown in Téble

6.2.2 Energy Consumption and Harvested Model

In this work, energy consumptions are estimated by adopimgrgy parameters as pro-
posed in B3, 79). The parameters of energy consumptions for sensing,viegeand trans-
mitting data (over distancd) are E,, E, and E,, respectively and are given by,=as;,
E.=aq9, Ei=aqq + agdﬁ, wheren: path loss exponend;;;: energy consumption per bit by
the transmitter electronicay: energy dissipation in the transmit op-amp;: energy con-
sumption per bit by the receiver electronics and energy consumption for sensing a bit
[79]. Further, an event centric application has been congidareur work. Energy estima-
tion is done by considering occurrence of events. A sensibe generatekbits of sensing
data per events is an average rate of events that occur per unit tin® [Therefore, the
energy consumption for sensing in time sla$ given byaslt3. The energy consumption
(E¢;) of a node(v;) is the sum of the consumptions for sensing, receiving data fts
children (; is the total number of children of a nodg and transmitting the total data to

its parent node and is given by
ECZ' = Oégltﬁ + Odlgciltﬁ + (Clltﬂ + ltﬁ) (0411 + OéQdAﬁ) (61)
In our work, we have adopted an energy prediction model @&lleather-Conditioned

Moving Average Mod€]128 to predict the harvested energy (using solar sensors) for a

future time slot. In our work, a day is divided intdime slots(to, t1, ..., t,). According to
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Table 6.1: Summary of Notations

Symbol | Description

n Number of sensor nodes in the network

T Sensor tree

E;(t) Residual energy of a nodet timet

Ex;(t) Expected residual energy of a nodat timet
H;(t) Harvesting energy of a nodeat timet

Ec;(t) Energy consumption of a nodet timet

C; Number of children of node;

B, Radius of bottleneck zone

k Maximum number of hops in bottleneck zone
h Height of sensor tree

n Maximum number of children in sensor tre¢

the model 129, the predicted harvesting energy is computed using theelséing energy
value at previous time slot of the same day and the mean vdlte past days of same

time slot and is given by
H(d,t+1)=a.H(d,t) + GAP;.(1 — ).Mp(d,t + 1) (6.2)
whereH (d,t + 1) represents the predicted harvesting energy for addaytime slott, «
is a weighting factorMp(d,t + 1) is the mean of the harvesting energiestat 1) time
slots for the previou® days and7 AP, measures the solar conditions in the present day
relative to the previous day42§.
The energy consumptioE@uation6.1), residual energyFE;) and the harvesting energy

(Equation6.2) are used in the estimation of expected residual engfgy) of a node for

the future time slot (refeine 4, Algorithm6.1).

6.2.3 Energy Consumption Model

In this section, energy consumption of bottleneck zone imresar tree is estimated by
considering duty cycle enabled nodes. In a sensor tree (shrowig. 6.2), nodes around

the root node (called bottleneck zone) consume more enbegydther nodes in the tree
[5]. B, is the radius of the bottleneck zone. The symbd the maximum number of hops

in the bottleneck zone andis the height of the sensor tree. Height of a sensor tree is the
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h - height of sensor tree
B | - bottleneck zone radius

Figure 6.2: Bottleneck zone in a duty cycle enabled senser tre

. Root node of a sensor tree
B, -Bottleneck zone radius

Figure 6.3: A bottleneck zone of radid% at root node of sensor tree

longest path (number of hops) from the root node to a leaf nodee tree. Each sensor
node in the tree has maximumftchildren.

The total energy consumption in the bottleneck zone is thasation of consumptions
due to (i) sensing operation of the nodes in the bottleneok 2B,), (ii) relaying its own
sensed data (generated by bottleneck zone nodes) to thaadet(,;), and (ii) relay

the data (which is generated by the outside of the bottlemenk nodes) to the root node

(E,o)- Therefore, the total energy consumption of the bottlereeme ,.) is given by
Ebc - Esb + Erb + Erob

The energy consumption of bottleneck zone nodes for sengi@gtion £,;) is pin**'aslt3,

(6.3)
wherepn*+! is the average number of bottleneck zone nodes which areiadtive state,

probabilityp denotes the average proportion of time (during the timet¥latwhich a node

will be in the active state. The energy consumptifiy ] for relying sensed data (generated
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by bottleneck zone nodes) is given by

B, 2
E., = / / k(x)pltBprdddr (6.4)
0 0
wherek(z) is the energy consumption for transmitting a bit by a bottdnzone node

which isz distance away from the root (actor) node §] and is given by

n
k(z) = a1— I o
where,d,, is the length of one ho] andd,,, = ,ﬁ/% , o = a1 + 9. Density of a

ﬁh+1

sensor tree ig, = "—, where,A is the area of a sensor tr€g). The term fp,rdfdr) is
the number of active nodes in the differential area (as showng. 6.3) [129.
The energy consumptiorfy,,) for relaying sensed data (generated at out side of the

bottleneck zone) is given by
p(ﬁ}L+1—ﬁk+1)ltﬁ

Erop = Z E; (65)
=1

where,E; is the energy consumption of a sensor node (which is inselbdttleneck zone)

to relay:" bit from outside of the bottleneck zone to the root (actodaand is given by

W B,
B > Zr
=M 1d,,

Therefore, the total energy consumption in the bottlenesieavith duty cycle (i.ep) is

(6.6)

given by

B, 27
Ey. = pa*taslts + / / k(z)pltBpyrdddr +
o Jo

p(R" 1 —7* )it

> B (6.7)

=1
Duty cycle and its impact on sustainability

Duty cycle mechanism is one of the energy conservation tqabs in wireless sensor net-
works. Most of the existing works have not addressed thenasiton of duty cycle value in

the literature. In a harvesting sensor network, a node dotesustain till next recharge time
if it does not have sufficient residual energy. The node awmesesome amount of energy
to sustain till next rechargeable time. Estimating the appate amount of conservation
energy (when a node sleeps) to achieve the sustainabilityreliable data delivery is a

challenging problem in energy harvesting sensor netwdrksur work, duty cycle (for a
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future time slot) is estimated by considering the curresidw@al energy, harvesting energy
(for a future time slot) and expected residual energy (fartare time slot) to achieve the
sustainability in the harvesting sensor network. If theydycle value is very low, then the
node does not perform its operations for a long period of {ipezause node spends long
period of time in sleep state). This leads to unreliable dalarery. Therefore, children
(of those nodes) will be switched to other potential parerdes to achieve reliable data
delivery. Furtheractive and sleep scheduf{eoordinated duty cycle schedule) improves
the reliable data delivery. The proposed fuzzy based adagtity cycling mechanism has

been presented in the next section.

10a OV Medium High 1\({_91')/ Low Low Medium  High VeryHigh
E g
s E
2 o
@0.5 %o.s-
5 4]
o (0]
& =
2 @
= =

0.0 f T T } 0.0 Y Y Y

0.0 0.2 0.4 0.6 0.8 1.0 0.00 0.25 0.50 0.75 1.00
Expected residual energy Duty Cycle

(a) (b)

Figure 6.4: Membership functions for (a) input variablesgi@eal energy, Predicted har-
vesting energy, Expected residual energy) (b) output berigDuty cycle)

6.2.4 Fuzzy Based Adaptive Duty Cycling Algorithm

In this section, fuzzy based adaptive duty cycle algoritiigdg@rithm 6.1) is proposed for

an energy harvesting sensor actor network to achieve sabiliy. At the end of time
slot ¢, a node estimates the energy consumpftiéia(¢ + 1)) for next time slot(t + 1)
using theEquation6.1and predicts the value of harvested engrgy(t + 1)) for time slot
(t+1) using theEquation6.2 (lines2 to 3). Further, the node determines expected residual
energy(Ex;(t+ 1)) for time slot(¢ + 1) (line 4). A Fuzzy Logic System (FLS) determines
the expected duty cyclgZd) adaptively by considering the residual enefdy), predicted
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Algorithm 6.1 Fuzzy Based Adaptive Duty Cycling Algorithm
Input: Tree-based sensor actor netwdrfk) (Output: Sustainable sensor tree

1: for i = 1ton do )
2: Eci(t+1) = azl(t+ 1)+ apCilt+ 1)+ (Cil(t+1)B+1(t+1)5) (a1 + axd?)

3: Predict the value of{;(t + 1) using theEquation6.2.

4: Ez,(t+1)=E;(t) + Hi(t +1) — Ec;(t + 1)

5: Ed[i] =FuzzyDuty Cycle(F;(t), H;(t + 1), Ex;(t + 1))
6: if Edi] < T, then

7 Switch.Children¢)

8: else

9: Forward theactive and sleep scheduiethe children
10: end if
11: end for

Algorithm 6.2 Fuzzy Duty_Cycle(F;(t), H;(t + 1), Ex;(t + 1))
Output: Expected duty cyclé’d;
1: Empty the listt < value, membershiplevel >
2: Find membership values(E;(t)), u(H;(t+1)) andu(Ez;(t+1)) and linguistic levels
usingTriangular membership function.
3: DR ={A rule set with all possible combinations of determined liisgic levels (from
line — 2)}

4: for each rule inDR do

5: if w(Ei(t)), w(Hi(t+ 1)), u(Ex;(t+ 1)) then fit the membership levels of this rule
6: Add an entry to the list with

7: value=Max(u(E;(t)), w(H;(t + 1)), u(Ex;(t +1)))

8: membershiplevel = output membership level of this rule

9: end if
10: end for

11: FEd; =Defuzzify(l)
12: returnEd;

Algorithm 6.3 Switch Children¢)

1: Enqueue(childreny)

2: while ISEmptyQueue==falsdo

3 j =Dequeue()

P, =Find_PotentialParents()

if P, == (0then
Enqueue(childreny))

end if

Vpe P,, Select a potential parent nogavith maximum duty cycle valueEd|p)).

p is the new parent of nodg

10: Update the tree

11: end while

© N2 TR
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_ Fuzzy rule set
Predicted harvested

energy ¢ i

Fuzzifier —» F“ZZZ)'/';';S;”% —»| Defuzzifier —»

Residual energy
[0 Ainp padadx3

Expected residual
energy

Figure 6.5: Fuzzy Logic System

harvested energyf{;) and expected residual ener@yz;) (line 5) as input parameters. The
explanation of the FLS procesAlf§orithm 6.2) is discussed in the next section. Further,
a node takes the switching decision based on the determxpedtted duty cycle value to
sustain till the next rechargeable time. If the expected dytle value of a node is less
than a threshold valug’},) (which varies from application to application), then chdd of

the node will be switched to potential parent (refdgorithm 6.3). Otherwise, the node
forwards itsactive and sleep schedule the children so that the children send their data at
active time periods (for reliable data deliveryinés6 to 10).

In Algorithm6.3, switching process is presented. Children of a node (whishheless
expected duty cycle value than the threshold value) williseited into a queue (called
Enqueug(line 1). Further, the potential parents will be found for evemypogal node from
the queue (calleequeug (lines 3 to 4). Potential parents of a node is a set of nodes
which are in the communication range of that node (other tharturrent parent). A node
with highest expected duty cycle value will be chosen frompbtential parents as a new
parent. If a child node does not have a potential parent,ittesabsequent children will be

inserted into the queudirfes5 to 10).

6.2.5 Fuzzy Logic System for Determining Duty Cycle

In this section, a fuzzy logic system (FLS) is presented aediuty cycle is estimated for
a future time slot. The process of fuzzy logic system has Ipeesented irAlgorithm 6.2

Fig. 6.5shows the fuzzy logic system with three input parametexd) as current residual
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Table 6.2: Fuzzy decision making rules

Inputs Output
Residual | Predicted harvesting | Expected residual | Duty cycle
energy | energy energy
Low Low Low Very Low
Low Low Medium Low
Low Low High Medium
Low Medium Low Low
Low Medium Medium Medium
Low Medium High High
Low High Low Low
Low High Medium Medium
Low High High Very High
Medium | Low Low Very Low
Medium | Low Medium Low
Medium | Low High Medium
Medium | Medium Low Low
Medium | Medium Medium Medium
Medium | Medium High High
Medium | High Low Low
Medium | High Medium Medium
Medium | High High High
High Low Low Very Low
High Low Medium Low
High Low High Medium
High Medium Low Low
High Medium Medium Medium
High Medium High Medium
High High Low Low
High High Medium Medium
High High High Very High

Table 6.3: Fuzzy input/output variables and their lingaisariables

Input/Output variable

Linguistic values

Residual energy

Low, Medium, High

Predicted harvesting energ

)yow, Medium, High

Expected residual energy

Low, Medium, High

Duty cycle

Very Low, Low, Medium,

High, Very High
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At the end of time slot (t), a node estimates the
future residual energy and predicted harvested energy for
time slot (t+1)

:

The node estimates duty cycle value for time slot (t+1) using fuzzy
logic system by considering the current residual energy,
harvested energy and predicted residual energy

Is duty cycle
more than a
threshold
value?

Switch the children to other Forward active and sleep
potential parent schedule to the children nodes

Figure 6.6: Flowchart of the proposed mechanism

energy, predicted harvesting energy (for a future time) slot predicted residual energy
(for a future time slot) and (one output parameter) expedtay cycle. FLS process has
four steps: (i) Fuzzifier, (i) Fuzzy rule set, (iii) Fuzzyfarence system and (iv) Defuzzi-
fier. The fuzzifier converts the crisp values of input parareto the membership values
and linguistic levels using the triangular membership fioms (ine 2, Algorithm 6.2).
The membership functions of the input and output variabtesshown in Fig.6.4(a)and
Fig. 6.4(b) respectively. The linguistic variables of input variabbre considered dsw,

mediumandhigh and the linguistic variables of output variable (expectatyatycle) are
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considered asgery low, low, medium, higandvery high(as shown in Tablé.3).

Fuzzy rule set is a collection of fuzzy decision making ruidsch are generated from
three input variables as shown in Tabl€. Fuzzy rules are generated based on the follow-
ing principle. A node with high current residual energy,hmgredicted harvesting energy
(for a future time slot), high expected residual energy &éuture time slot) acquires high-
est expected duty cycle value. Fuzzy inference system fivefuzzy output by using the
fuzzy rule set and membership functions. Algorithm 6.2, line 3 to line 9 explains the
fuzzy inference process. Further, the defuzzifier contbgguzzy output to a crisp value
(which indicates the expected duty cycle of a nodi@e(11). In our work,center of area
(COA) method (is also called center of gravity in the literat(B3, 84]) is used in the
defuzzification procesdJ].

The complete working operation of the proposed fuzzy baskegtave duty cycling
algorithm is given in the flowchart as shown in Fi§6. At the end of time slot, a node
estimates the future residual energy and predicted hadestergy for time sloft + 1).
Further, the node determines the expected duty cycle (fwe 8lot(¢ + 1)) using fuzzy
logic system. The parameters current residual energyebting energy (for a future time
slot) and expected residual energy (for a future time stetfansidered as fuzzy inputs and
duty cycle is the fuzzy output. The node switches its chiidieeanother potential parent
node if duty cycle value is less than the threshold valuegrsilse, the node forwards the

active and sleep scheduieits children for reliable data collection.

6.2.6 Analysis of Fuzzy Based Adaptive Duty Cycling Algorithm

In this section, the proposed mechanism has been analyzedwms of time complexity

and overhead. IAlgorithm6.3, line 1 takesO(C“mm) time where(,,.., is the maximum

~

number of children of a node in the tree. The loop on line 2 fon®)(C,,,..) time. Line 3

takesO(1) time. FindPotentialParents() function on line 4 tak€X P, ,....) time where,

~

P, maz 1S maximum number of neighbors of a node in the tree. Line S im@(1) time.

Line 6 takesO(C),4.) time. Lines 8 and 9 run i®(1) time. Line 10 take$)(n) time to

update the treen(is the total number of nodes in the tree). Sinte,, < prmm < n,
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the complexity of SwitchChildren() function Algorithm6.3) is obtained a8 (nC,,q,). In
Algorithm 6.1, the loop on line 1 runs for all nodes in the network. Line 22&R(C,,..)
time. Lines 3 and 4 runs i@(1) time. In line 5, FuzzyDuty_Cycle() function Algorithm
6.2 runsinO(1) time. The Switch functionlgorithm6.3) on line 7 take®) (nC,,,., ) time.
Therefore, the total time complexity of the proposed medmais obtained a@(nzémaz).
Every node in the tree forwardstive and sleep schedubmly to its children in each
time slot (every round) (line 9 iAlgorithm 6.1). A data packet traverses multiple hops to
reach the actor node whereas duty cycle scheduling paaietsravarded only to the chil-
dren nodes (i.e. with one hop). Therefore, in comparisome&ygy consumption for data
packet transmission, the energy consumptions for conaokgt transmissions are mini-
mal for large-scale sensor networks. Assume that, in a nktwaeaximum 1000 number
of control packets are generated for 100 number of nodes@ndafa collection rounds.
The size of the control packet is considered as 10 bytéd fvhich is significantly smaller
than the size of a data packet (refer Tablé). The energy consumption for transmitting
the control packets i$000 * 10 x 8 x F;, = 0.080 Jules (refer Table6.4). Moreover, the
maximum number of. control packets (duty cycle scheduling packets) are trétesnin

the tree for each time slot whengs the number of nodes in the tree.

6.3 Performance Evaluation

In this section, the performance of the proposed mechamisompared with a randomized
switching algorithm 19] by considering network sustainability metrics, such asber of
rounds network is connected, first node disconnected roundper of packets received at

actor node and maximum number of dead nodes.

6.3.1 Simulation Environment

The proposed fuzzy based adaptive duty cycle algorithmnmsllsited using théNetwork
Simulator-3[9]. A sensor tree is constructed using the breadth-firstebealgorithm. In
a data collection round, a node relays the data to a paremt risgssume that, every node

generates 1 unit of data packet (i.e. 960 bits each) in a r¢each time slot)19]. The ini-
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Table 6.4: Simulation Parameters

Parameter Value

Number of sensor nodes 100 to 500 nodes
Transmission range 30meters

Initial energy of a node | 2500k .J

E, = a3 az =50 x 107 Joules/bit

E,. = a9 a9 = 0.787 x 107 Joules/bit
E, = aq; + ad” ayp = 0.937 x 107%Joules/bit,

as = 10 x 10712 Joules/bit /meter?
d = 85 meters

Path lose exponent}) 2

Data generated per event
by a node () 96Mhits
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Figure 6.7: Total number of rounds for which network is carted
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Figure 6.8: First node disconnected round

tial energy of a node i2500.Joules and a node harvests maximumof).Joules per round.
The following simulation parameters are considereg:= 50 x 10~ Joules/bit, ;o =
0.787x 1075 Joules/bit, cy; = 0.937x 1075 Joules/bit, s = 10x 10712 Joules/bit /meter?,

d = 85 meters andn=2 [79, 8]. The number of sensor nodes are varied from 100 to 500
and the simulation results are presented for 100 roundsle Gahshows the parameters

which are considered in the simulation.

6.3.2 Simulation Results and Analysis

Fig. 6.7 shows the comparison of the number of rounds (a parametéinierduration)

in which all nodes are connected between the proposed fuazgdoadaptive duty cycle
mechanism and the randomized switching algoritif.[ It can be observed from Fig.
6.7 that, using the proposed approach the network remains ctethér (on an average)

60.44% of time duration (in rounds) in comparison to the randomigetching algorithm.
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Figure 6.9: Maximum number of dead nodes

Table 6.5: Total (average) number of control packets geee@er data collection round

Number of nodes| Number of control packets

100 99

150 148
200 195
250 239
300 278
350 311
400 339
450 359
500 374

The proposed mechanism estimates the expected duty cyokeofea node for future time

slots. According to the duty cycle value, the node will periahe switching operation

or forwards theactive and sleep schedule the children for sustainability (i.e. till next

rechargeable time slot). On the other hand, the randomizédhsng algorithm performs
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Figure 6.10: Total number of packets received for 100 datactmn rounds

the switching operation to balance the current load fadtbe existing approach does not
consider the sustainability condition. It can be seen frogn &7 that, as number of nodes

increases, the network connectivity rounds decreasesibethe nodes near to the actor
are overloaded with more incoming data traffic. Therefdre,iodes near to the root node
deplete their energy quickly.

Fig. 6.8 shows that the first node die round (first round in which firdendies) and it
occurs first with the randomized algorithiid] in comparison to the proposed mechanism.
The proposed mechanism takes switching decision basecea@xpected residual energy.
This gives the survivability to a node till next rechargeatime. It can be seen from Fig.
6.8 that, a node survives on an averagel©fl3% rounds with the proposed mechanism.
Further, Fig.6.9shows the maximum number of dead nodeslfitr rounds. The proposed
mechanism reduces the maximum number of dead nodes sigtifies compared with
the randomized switching algorithrh).

Fig. 6.10and Fig.6.11show the average number of packets received at the root (loca
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Figure 6.11: Total number of lost packets for 100 data cotd@aounds

actor) node and number of lost packets in a sensor tree,ateggde. In a duty cycle based
network, packets may be dropped if the receiver node is ictiveastate. In the proposed
mechanism, a node forwards thetive and sleep scheduie the children so that children
relay the data at active time periods. This results in rednaf dropping packets (refer Fig.
6.11) with the proposed mechanism as compared to the randomigedtam [19]. Table.

6.5 shows that the total (average) number of control packstve and sleep schedule
packets) generated in a sensor tree per data collectiod rétzan be seen from Tablé.5

that as number of nodes increases the traffic generated loptiel packets increases. It
has been observed from Fig.7, Fig. 6.8and Fig.6.9that the sustainability of the network
is improved and this provides better network stability. tRar, successful reception of

packets is also improved as shown in FiglQ
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6.4 Summary

In this chapter, a fuzzy based adaptive duty cycle algoritlasbeen proposed to achieve
sustainability for an energy harvesting sensor networkty@ycle of a sensor node is
adaptively chosen by the fuzzy logic controller. Fuzzy togystem determines the ex-
pected duty cycle value by considering the residual engapdicted harvesting energy
and expected residual energy. Further, the proposed mieahéakes a switching decision
for survivability of the network. Coordinated duty cycle sdhile has been considered to
improve the reliable data gathering. From the simulaticults, it has been observed that
there is an improvement in network connected rounds on arageeof60.44% with the
proposed mechanism. Survivability of a node is increasedroaverage of7.13% with
the proposed mechanism. Further, there is a reduction imthemum number of dead
nodes and a significant improvement in the total number aived packets at actor node

with the proposed mechanism in comparison to a randomizédrsng algorithm.
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Chapter 7

Conclusion and Future Scope

This thesis investigates the design and development of @éteigng protocols which en-
hance the lifetime and reliable data transmission while&iging stringent delivery delay
in wireless sensor and actor networks. Different data geitpgorotocols which utilize
less energy and delay when gathering data in the sensorrett@ork are presented. The
proposed mechanisms achieve better performance in terthe ehd-to-end delay, energy
consumptions, number of data transmissions and lifetintee @roposed data collection
protocols are implemented and verified using tiegwork simulator-3 A comparative
study of the proposed protocols has been presented andssiégtthrough a number of
experiments in order to demonstrate their merits and chpedi

In this thesis, the main challenges of WSANSs, such as enefgyeeicy, reliable data
delivery and delivery delay have been addressed. For \@applications of WSANSs, it
is important to improve reliable data collection along wetiergy efficiency. Reliable data
transmission depends on packet loss. Retransmission opellgpacket does not satisfy
the strict delivery delay requirement and also it increasesgy consumption. Therefore,
reduction of packet dropping rate improves energy effigiera reduces delay for reliable
data collection. In this thesis, the main parameters, sschuffer overflow, unreliable
link quality and low energy levels (temporary disconnettad nodes due to low energy
levels) are identified that cause the dropping of packetis thiesis has made contributions
by considering the above factors in making data gatheriggrithms in WSANs energy

efficient and reliable. Contributions of this thesis are te@stigate the reduction of packet
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loss (by considering different aspects like buffer occuyalink loss rate and energy levels

of nodes) in the data gathering process.
7.1 The Major Contributions of the Thesis

An adaptive buffer management mechanism using markovidagsocess has been de-
veloped for tree-based sensor and actor networks. Thisesepted in Chapted. The
proposed approach reduces the number of retransmissielngrg delay and improves
the energy efficiency. The state of a node is representedfas lmavels which may change
with dynamic traffic. The buffer states (in which packetslwé dropped) are determined
to minimize the average delivery delay and energy consumptlso, the bounds on vis-
iting times and contact times are estimated for a mobilergotanitigate buffer overflow
problem. The energy consumptions have been estimatedheitbroposed network model.

In Chapterd, a reliable data transmission mechanism using opportamistoding has
been proposed for a WSAN with faulty nodes. A link may be uat#8 in the presence of a
faulty region that results in loss of packets. A network ogdapproach has been designed
by considering link loss rates and appropriate level of nelduncy to achieve reliable data
delivery. Further, a markov decision process is developedgportunistic network coding
decisions. The proposed mechanism determines the levelokEpredundancy adaptively
in the encoding process to improve reliable data gathenmdg@reduce the number of data
transmissions.

A fuzzy based delay and energy-aware intelligent routinghmaism has been pro-
posed in Chapteb to select efficient routes. In a heterogeneous sensor aetaiork,
packet loss may occur due to bad link quality, overflow of dutind low energy levels.
Retransmission of the lost packets leads to increase inggergsgumption and delay. In
the proposed mechanism, routing decisions are taken usirzzalogic system by consid-
ering network resources, such as residual energy, qudlliglg available buffer size and
distance (proximity).

In Chapter6, a fuzzy based adaptive duty cycling algorithm has beengdes to
achieve the network sustainability in harvesting senstoratetworks. In the proposed

approach, current residual energy, predicted harvestieggg (for a futuristic time slot)
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and predicted residual energy parameters are consideredzasinput variables to esti-
mate duty cycle for a sensor node. A node takes a switchingidadased on predicted
duty cycle value for survivability. Also, coordinated dutycling is considered in Chapter
6 to improve reliable data collection. The energy consunmgtim bottleneck zone have

been estimated by considering duty cycle in WSANS.
7.2 Future Scope

Although the proposed data gathering algorithms show @imigiperformance improve-
ments as compared to existing relevant mechanisms awailalihe literature, there are
other aspects and scenarios which could be considered. Sfoiine potential extensions

of our research work presented in this thesis are listed|msvis

¢ In Chapter3, we have formulated a model for an actor to estimate bounduéierb
occupancy and energy consumption with one mobile actor.ddewin anmulti-actor
scenario, the actor-actor coordination during path scivegland packet gathering
can be explored as future scope of research. Further, obseay be extended to
investigate the performance of the proposed MDP approachdaty-cycled flat

network.

e In Chapter4, a network coding based reliable data gathering mechanésybeen
presented. This approach can be further explored in theepcesof node mobility

and rechargeable sensor nodes.

e As a future research scope, the problem addressed in Cliagaearbe further inves-
tigated with duty cycle based sensor network. Further rekeaay be extended by
exploring the proposed delay and energy aware routing pobteith various degree

of node mobility and their movement patterns.

e As future research challenge, energy harvesting sensar raetworks can be further

investigated for different node mobility and network topgikes. .
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