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ABSTRACT

The abundant solar energy is an alternative to fossil fuels to produce green and clean electric-

ity for high energy demands. The popularity of solar energy is limited by its high initial costs

and lower conversion efficiency of photovoltaic (PV) modules. The PV system’s maximum

energy yield at any atmospheric conditions is essential to get back the high initial costs. For

this purpose, several maximum power point tracking (MPPT) techniques are widely used. The

output of PV panels is adversely affected due to atmospheric conditions like partially shaded

conditions (PSC), and even these can physically damage the PV cell. Hence, to protect the PV

panels from damage, the traditional method is connecting a bypass diode across the group of

cells. But, this leads to multi-peak power versus voltage (P-V) curve, which becomes difficult to

track the maximum power point (MPP) with conventional MPPT techniques. Hence, advanced

optimization techniques are used to find the optimum value on the multi-peak P-V curve under

PSC. However, these techniques fail to track GMPP due to improper algorithm design, which

leads to high energy losses. In this thesis, MPPT techniques for PV systems under PSC are

investigated, and new control strategies are proposed for efficient MPPT tracking. In this the-

sis, new fast-tracking global maximum power point tracking (GMPPT) techniques; enhanced

leader adaptive velocity PSO (ELAVPSO), and adaptive butterfly PSO (ABF-PSO) are inves-

tigated for a PV string under partially shaded conditions. The proposed ELAVPSO GMPPT

technique has the advantages of two PSO techniques: leader PSO (LPSO) and adaptive veloc-

ity PSO (AVPSO). The proposed ELAVPSO GMPPT technique overcomes conventional PSO

limitations such as premature convergence and difficulty in parameter tuning. To reduce the

power oscillations in PSO-based GMPPT technique and to improve the tracking speed, first

GP region is easily identified with adaptive sensitivity parameter of the ABF-PSO algorithm

and in the region identified, GMPP tracking is continued with P&O algorithm with variable

length perturbations to avoid the unnecessary exploration of search space even after reaching

GP region.

The PSO-based GMPPT technique’s performance largely depends on the three control

parameters, which are more complex to tune. A bio-inspired salp swarm algorithm (SSA)

based soft computing technique is easy to implement with a single control parameter dependent



on maximum iteration count. Wrongly estimated maximum iteration count may results in the

unnecessary exploration of search space even after reaching the GP region, which is the main

cause for the slow-tracking of GMPP by conventional SSA. Hence, in this thesis, modified SSA-

based MPPT techniques are investigated with an adaptive control parameter. Further, to achieve

faster tracking of GMPP, adaptive SSA (ASSA) is used only to identify the GP region, and in

that region, variable step size P&O continues tracking. To improve the accuracy of ASSA, a

new hybrid GMPPT technique is proposed with the integration of SSA, differential evolution

(DE), and P&O algorithms. Direct duty ratio calculation is adapted without reinitializing the

GP region identification stage during load changes in an off-grid PV system. The robustness of

the proposed method is tested with complex shading conditions and load variations.

Efficient hybrid tracking technology for both stand-alone and grid-connected PV systems

found in the literature uses conventional P&O-based MPPT technique under uniform irradiance

conditions and soft computing (SC) technique under PSC. Hence, to get the optimal perfor-

mance, a simple, fast, and accurate shade detection scheme is proposed in this thesis using a

curve scan with a new steady output P&O (SO-P&O). Further, the proposed curve scan can find

the active power limit required for implementing flexible power point tracking (FPPT) in an on-

grid PV system. A novel hybrid GMPPT technique is proposed by combining the best features

of self-adaptive SSA and DE, which helps in faster convergence and exact GMPP Tracking.

Hence, this work’s main contributions, shade and active power limit detection, adaptive FPPT,

self-adaptive SSA-DE, and SO-P&O are combined to get a faster and efficient hybrid tracking

technique in an on-grid PV system. The proposed MPPT techniques are validated with simu-

lation models and hardware prototypes developed. Finally, the simulation and experimentally

obtained results to support the analysis are provided in this thesis.
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Introduction

1.1 General

In recent years, the electrical energy demand has sharply increased due to the urban and

industrialization in most countries. International energy agency’s (IEA) annual energy outlook

2018 has predicted significant shifts in the energy demand throughout the world and demand

growing faster in developing countries. Nowadays, increasing concern about global warming

and the depletion of fossil fuels increases the use of renewable energy sources. Hence, to meet

this increase in demand use of renewable energy sources is vital. Renewable energy perspectives

in specific about India, which is a 5th leading renewable energy player, are as follows: To meet

the energy demands of the country with an already installed renewable power capacity of 78

GW, India targets 175 GW of energy through renewable sources by the year 2022 and 275 GW

by 2027. Because of abundant solar energy in the form of direct normal irradiance, most of

the regions of the country receiving energy, which ranges 4-7 KWh/sq.mt/day [1, 2]. Hence,

solar energy becomes the major renewable energy source in this country, helping in sustainable

development and combating climate change.

The main reasons for the popularity of solar energy among other renewable energy

sources are plenty of free and abundant solar energy. Converting it to electrical energy with

photovoltaic (PV) panels is simple and leads to the absence of moving or rotating parts [3, 4]

as shown in Figure 1.1. It is possible to generate power from solar energy in remote areas

where the expansion of the grid is not feasible. PV systems are most popular for converting

solar energy into electrical energy using PV panels/modules [5]. PV systems are classified as

grid-connected and stand-alone PV systems based on the connected load.
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PV array

MPPT controller

Inverter

Grid

AC Loads

Battery Bank

SUN

Figure 1.1: Block diagram of a PV system.

1.2 Model description of PV source

PV panels/modules are used to convert photon energy into electrical energy. PV cell is

the basic building block of PV panel/ module. The PV module’s mathematical model is given

by (1.1), and each cell in the module can be represented with a single diode electrical equivalent

circuit as shown in Figure 1.2 [6].

Ipv = Iph− I0×
(

e
(

Vpv+Ipv×Rs
Ns∗a∗VT

)
−1
)
−

Vpv + Ipv×Rs

Rsh
(1.1)

where Ipv is the panel current, Iph is the photo-current, I0 is the diode saturation current, Vpv is

the panel terminal voltage, Rs is the series resistance, Ns is the number of cells in series, a is the

diode ideality factor, VT is the diode thermal voltage, and Rsh is the shunt resistance.

Based on the system’s voltage requirement, several modules are connected in a series

arrangement known as a string. Several strings are connected in parallel to get the required

power output from the PV system, making the PV array as shown in Figure 1.3. For example,

a 300 W PV system can be formed with 50 W solar panels manufactured by solar power mart

3
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Iph

ID
Ish

Rs

Rsh

+

-

Ipv

Vpv

Diode

Figure 1.2: Electrical equivalent circuit diagram of PV panel by using single diode model.

SPM-50M model. Its electrical characteristics are given in Table 1.1, with six panels connected

in either six series one parallel (6S-1P long String) or two 3-panel strings connected in parallel

(3S-2P short string) as shown in Figure 1.4. To get the higher voltage level at the PV terminals

number of modules in the series string is more. The electrical equivalent circuit parameters

of the given solar panels are extracted using an analytical method proposed in [7] and values

obtained are series resistance Rs = 0.24 Ω, shunt resistance Rsh = 613.6 Ω and diode saturation

current I0 = 8.46×10−10 A.

The popularity of the PV systems is limited by the intermittent nature of PV source

during low insolation periods, i.e., during nights or under partially shaded conditions (PSC) and

nonlinear current versus voltage (I-V) characteristics which leads to the single maximum power

point (MPP) where optimum power can be extracted. Other drawbacks of PV systems are the

high initial cost and low conversion efficiency of the solar panels [8]. It is imperative to extract

the maximum possible power from the PV system under varying atmospheric conditions to get

the profit or the high initial cost of the PV system. These atmospheric conditions are classified

as uniform and nonuniform based on the irradiance at each panel of the PV array, as shown in

Figure 1.5

4
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Cell

Module

String
Array

Figure 1.3: PV cell to array configuration.

Table 1.1: Electrical characteristics of solar power mart SPM-050M model 50 WP PV panel at
standard test conditions AM 1.5.

S.NO Parameter Value

1 Maximum Power Pmp(W) 50

2 Voltage at Maximum Power Vmp (V) 18.68

3 Current at Maximum Power Imp (A) 2.68

4 Open-Circuit Voltage Voc (V) 22.32

5 Short-Circuit Current Isc (A) 2.86

6 Temperature Coefficient of Pmp (%◦C) −0.45±0.05

1.3 Partial shading and its effects

The PV modules of string may receive different irradiances due to the shade of buildings,

trees, clouds, ice formation, bird droppings, and dust formation, as shown in Figure 1.6, which

5
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Vpv

Ipv

6S-1P Long string

P1

P2

P3

P4

P5

P6

3S-2P Short string

Vpv

Ipv

P1

P2

P3

P5

P6

P4

Figure 1.4: SPM-50M model PV panels P1-P6 connected in string arrangement.

Atmospheric conditions

Uniform irradiance Non-Uniform irradiance

Fully Shaded
Partially  Shaded

Dynamic Static

Figure 1.5: Classification of atmospheric conditions across PV system based on irradiance.

is treated as a shading condition. The photocurrent generated in the shaded cell is reduced by

20% of un-shaded cells. Hence, under PSC, shaded modules affect the string’s total power,

and power loss due to shading is as high as 40% [6]. Since the I-V curve of the shaded cell is

extended to the negative voltage region to operate at a higher current level of an unshaded cell

in the module, these cells dissipate power and are damaged permanently due to hot-spots.

6
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Shading due to snow

Shading due to adjacent panels 

Shading due to trees 

Shading due to leaves 

Shading due to nearby objects 

Shading due to clouds

Figure 1.6: Partial shading due to various atmospheric conditions.

Mitigation of Mismatch Losses 

Due to Partial Shading 

Array Reconfiguration

 Series

 Parallel 

 Series-Parallel (SP)

 Total cross tied 

(TCT)

 Honey comb (HC)

PV System 

Architecures

 Series connected 

micro converter

 Parallel connected 

micro converter

 Micro inverters

 Bypass and 

Blocking Diodes

Figure 1.7: Methods found in the literature for the mitigation of mismatch losses due to partial
shading.

For mitigating the power loss due to partial shading, the following methods as shown in

Figure 1.7 are found in the literature. PV array reconfiguration and PV system architectures

7
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Figure 1.8: Current flow in a shaded module without and with bypass diodes.
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Figure 1.9: Power losses due to shading.

are costly and complex in nature. The easiest solution is connecting the bypass diode across

the group of cells in the module, which bypasses the string current when it is more than the

8
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maximum current rating of the shaded module, as shown in Figure 1.8. Since the power pro-

duced in the shaded module is bypassed, this loss is considered mismatch losses, as shown in

Figure 1.9. When several modules are connected in series or parallel arrangement in an array to

get the required current and voltage, the power versus voltage (P-V) curve becomes multi-peak

under PSC, which has a single global peak (GP) and multiple local peaks. Whereas under uni-

form irradiance conditions (UIC), the P-V curve obtained is a single peak curve. Most of the

conventional maximum power point tracking (MPPT) techniques are best suited for single peak

P-V curves, whereas it is difficult to track the global peak of the multi-peak P-V curve under

PSC with the same techniques. If the MPPT technique fails to track the GP, the power loss is

considered as power loss due to MPPT failure.

1.4 Model description of MPPT controller

In 1954, Fuller et al. had proposed a practical PV system in which DC load can be

connected directly to the PV panel, as shown in Figure. 1.10, it will not ensure the operat-

ing at MPP, which varies dynamically with the change in insolation and temperature. Hence,

researchers later propose the maximum power point tracker, which is a power electronic con-

verter for medium and high power rated PV systems [9]. By considering the low conversion

Voltage Vpv (V)

C
u
rr

en
t 

I p
v
 (

A
) (Vmpp,Impp)

(Vpv,Ipv)

Vpv

Ipv

DC Load:

Resistive 

Load, 

DC Lamp, 

DC Motor 

etc.

Rmpp   Rload

1/Rload

1/Rmpp

SUN

PV 

panel

Voltage Vpv (V)

C
u
rr

en
t 

I p
v
 (

A
)

(Vmpp,Impp)

(Vpv,Ipv)

Vpv

Ipv

MPPT 

controll

er

Rmpp = R
1

load

1/R
1

load

1/Rmpp

SUN

PV 

panel

DC Load:

Resistive 

Load,

 DC Lamp, 

DC Motor 

etc.

Figure 1.10: PV panel connected to load.
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efficiency of PV panels, it is important to increase the efficiency of the PV system. The use

of maximum power point trackers increases the PV system efficiency by 30% as compared to

the system without MPPT. In recent years, new grid codes also impose maximum power point

tracking for all grid-connected systems to get maximum energy yield and active power limit

control to maintain stability under peak power production periods, i.e., during sunny days [10].

Hence, stand-alone and grid-connected PV systems should have the MPPT controller to extract

the optimum power under all dynamic weather conditions.

The MPPT converter is a power electronic converter that adjusts the effective load re-

sistance at PV array terminals by varying the switches’ control signals. In general DC-DC

converter act as an MPPT converter in a two-stage power conversion system, whereas the in-

verter itself acts as an MPPT converter in a single-stage power conversion system. In this thesis,

the main objective is to verify the performance of various MPPT techniques; only DC-DC con-

version stage of a two-stage power conversion system is used, as shown in Figure 1.11. Based

on the load voltage requirement, a proper DC-DC converter is used among the basic DC-DC

converter types, i.e., buck, boost, and buck-boost. In the case of battery charging application,

the PV input voltage should be scale down to the battery voltage level. Hence, a buck DC-DC

converter is used as an MPPT converter for battery charging applications. For the system inde-

pendent on-line PV MPPT, voltage and current at the terminals of the PV are sensed and given

as input to the MPPT algorithm, as shown in Figure 1.12. Based on the logic used in the algo-

DC-DC Converter

Rin

Rload

PV Module

Control Input

MPPT Converter

Figure 1.11: DC-DC converter as an MPPT converter.
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Figure 1.12: DC-DC buck converter as an MPPT converter.
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Figure 1.13: Operating region of DC-DC buck converter.

rithm, it generates the control signal. Input resistance seen at the PV array terminals is given by

(1.2).

Rin =
Rload

d2 (1.2)
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where Rin is the PV input resistance, Rload is the load resistance, and d is the duty ratio. The

operating characteristics of the buck converter are shown in Figure 1.13. When duty ratio (d)

ranges from 0 to 1, Rin varies from infinity to Rload . As per maximum power transfer principle,

when Rmp = Rload , maximum power is transferred to the load. Where Rmp =
Vmp
Imp

is the PV

resistance at the maximum power point. If the load resistance is greater than Rmp, MPP will not

be covered in the operating region of the buck converter. Hence, Rload should be smaller than

Rmp to track the MPP with a buck converter.

To boost the low input PV voltage to a higher level, a boost converter is used as an MPPT

converter, as shown in Figure 1.14. In the case of a grid-connected solar PV system, the PV

input voltage should be scaled up to the required dc-link voltage. Hence, a boost converter is

used as an MPPT converter for the grid-connected PV system. Input resistance seen at the PV

array terminals is given by (1.3)

Rin = Rload× (1−d)2 (1.3)

MPPT 

Algorithm

Cin Cout

Switch

d
Vpv

Ipv

L Diode

Rload 

PWM

PV 

Array

Rin

Figure 1.14: Boost converter as an MPPT converter.
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Figure 1.15: Operating region of a boost converter.

The operating characteristics of the boost converter are shown in Figure 1.15. When duty ratio

(d) ranges from 0 to 1, Rin varies from Rload to zero. As per maximum power transfer principle,

when Rmp = Rload maximum power is transferred to the load. If the load resistance is smaller

than Rmp, MPP will not be covered in the operating region of the boost converter. Hence, Rload

should be grater than Rmp to track the MPP with boost converter.

To get the MPP tracking without independent of load value, a buck-boost converter is

used as an MPPT converter as shown in Figure 1.16. Input resistance seen at the PV array

terminals is given by (1.4)

Rin = Rload×
(

1−d
d

)2

(1.4)

When duty ratio (d) ranges from 0 to 1, Rin varies from infinity to zero. As per maximum

power transfer principle, when Rmp = Rload maximum power is transferred to the load. There

is no restriction in choosing the load resistance value.

1.5 Overview of MPPT techniques for solar photovoltaic systems

The MPPT controller uses an algorithm to generate the control pulses based on the in-

puts of the controller. Initially, Fox et al. in 1979 had introduced the MPPT to the scientific
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Figure 1.17: Operating region of a buck-boost converter.

world, and it is followed by a high number of research articles on MPPT, which focus on the

improvement of tracking time and MPPT efficiency [11, 12]. The main objective of the MPPT

technique is to extract the optimal power from the PV source. The researcher’s main focus is to

design efficient tracking technology that maximizes energy yield at any atmospheric condition
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by using evolutionary and soft computing techniques. The following are the main features of

an efficient MPPT technique found in the literature:

√
Accurate and faster tracking of maximum power point

√
High steady-state and dynamic efficiency

√
Zero power oscillations during transient and steady-state

√
Lower complexity of design and implementation

√
Low cost

√
System independent design

Even though several MPPT techniques are proposed in the literature, performance optimization

is the major challenge in the field of PV MPPT. While designing an efficient MPPT algorithm,

the important aspects of the PV system which need to be considered are given in Figure. 1.18.

The MPPT control of single-peak P-V curve requires simple algorithms like fixed volt-

age or current method, perturb and observe (P&O), and incremental conductance (INC). How-

ever, the presence of multi-peak P-V curves under PSC degrades these algorithms’ effective-

ness [9]. The conventional gradient-based techniques are popular for tracking MPP of single
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Figure 1.18: MPPT algorithm design considerations.
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peak curves, but these may fail to track the GP of multi-peak P-V curve due to their hill-climbing

nature, and it may cause for reduction of output power up to 40%. Under PSC, the power loss

due to tracking wrong MPP and mismatch losses causes a total loss of 54% [6]. Hence, there

is a need to develop suitable MPPT algorithms to accurately track the GP of the multi-peak

P-V curve under PSC, which ensures maximum energy yield from the PV system under varying

atmospheric conditions.

1.6 Working principles of MPPT techniques

Many techniques are available in the literature to solve the photovoltaic MPPT problem.

These techniques are classified into off-line and on-line methods. The off-line method requires

anyone or more system-dependent parameters such as open-circuit voltage, short-circuit current,

temperature, and irradiation at each PV panel. Whereas on-line search methods are model-

independent methods and generate a control signal based on instantaneous PV voltage and

current.

MPPT techniques are search methods in the defined search space. These techniques are

classified as single and multi-search agent methods based on the number of searching agents

used. Single search agent methods mostly use the gradient information of the P-V or I-V curve,

which are classified as gradient-based MPPT techniques. Whereas multi-search agent methods

use more than one searching agent, exploration of the search space is derived from nature. Bio-

inspired optimization algorithms, which comes under soft computing technique, are popular in

multi-agent search methods because of the system independent search.

1.6.1 Gradient-based MPPT techniques

Among the conventional gradient-based MPPT techniques, P&O, INC are popular be-

cause of the simplicity and ease of implementation. P&O and INC use the single search agent,

which is the control variable of the MPPT converter (duty ratio or voltage). Searching MPP

starts from the initial value, and the direction of the search is based on the change in power

in each perturbation, as shown in Figure 1.19. Perturbations to the control variable are contin-

ued even after reaching the MPP, which is required for finding the new MPP for any irradiance

changes. However, these continuous perturbations to the control variable, even after reaching
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Figure 1.19: Working principle of P&O MPPT technique.

MPP, leads to power oscillations in the steady-state tracking. The speed of tracking MPP de-

pends upon the perturbation step size. If a larger perturbation step size is chosen, it leads to

faster tracking and high power oscillations in the steady-state. Whereas a smaller perturbation

step size results in slower tracking and low power oscillations in the steady-state. Hence, proper

step size is required to balance the tracking time and power oscillations in the steady-state [13].

Under irradiance changes, P&O is able to track the first immediate peak from the initial posi-

tion of tracking, and it may fail to track the global peak of the multi-peak P-V curve under PSC

due to the hill-climbing nature, as shown in Figure. 1.20. Therefore, the gradient-based MPPT

techniques are best suited for single peak P-V curves, i.e., under uniform irradiance, and these

may fail to track GP under PSC.

1.6.2 Soft computing-based MPPT techniques

The soft computing (SC) based MPPT techniques are multi-search agent methods. The

process of exploring the search space is known as exploration, and finding the optimum after

satisfying the convergence criteria is known as exploitation. In the bio-inspired SC technique,

the exploration and exploitation are inherited from either animal’s or bird’s natural searching
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Figure 1.20: Working principle of P&O MPPT technique under irradiance changes.

strategies. In a well balanced optimization algorithm, both exploration and exploitation pro-

cesses should be strong. When these SC techniques are applied in the field of MPPT to optimize

the nonlinear multi-peak P-V or single peak P-V curve, the objective function is maximizing

the PV power. Therefore, the problem formulation for the PV MPPT is given in (1.5). The

constraint in the problem formulation is the control variable limits of the MPPT controller.

Maximize Ppv(d) (1.5)

Sub ject to dmin < d < dmax (1.6)

For example, when meta-heuristic techniques like particle swarm optimization (PSO) is

applied to the on-line PV MPPT problem, the exploration of the search space is explained as

follows [23]. First, the exploration of search space starts with the selection of the number of

search agents (particles) and initialization of the particles (duty ratios) in the search space. For

better understanding exploration phase of PSO in one iteration is explained as shown in Figure

1.21. The current position of the particle Xk
i = 0.6 duty ratio changes its position to Xk+1

i = 0.5

based on the (1.7) which is derived from birds flocking nature in the swarm. The current posi-

tion of the particle moves more towards the Gbesti = 0.35.
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Figure 1.21: Working principle of PV MPPT technique based on PSO.

Therefore, the next position of the next particle is Xk+1
i = 0.5 with the assumed velocity

velk+1
i = 0.1, which can be calculated with (1.8).

Xk+1
i = Xk

i + velk+1
i (1.7)

velk+1
i = w× velk

i + c1× r1×
(

Pbesti−Xk
i

)
+ c2× r2×

(
Gbesti−Xk

i

)
(1.8)

where i indicates particle number, k indicates the present iteration, w is weight factor which

ranges from 0.4 to 0.9, c1 is a cognitive factor which ranges from 0.1 to 2, c2 is social factor

ranges from 0.1 to 2, r1 and r2 are random numbers ∈ R (0,1). In general, c2 is greater than c1

to move the particle position more towards the global best.

1.7 Conclusion

In this chapter, a brief introduction to solar PV systems, partial shading, and MPPT

techniques has been presented. A model description of the various elements in the PV system

is given. To avoid the adverse effects of partial shading like physical damage of solar cells,

bypass diodes are connected across the group of cells. However, this bypassing of shaded

cells/panels cause the multi-peak P-V curves. The overview and basic working principles of

MPPT techniques are given. The conventional gradient-based methods like P&O fail to track

the global peak of the multi-peak P-V curve under PSC due to the hill-climbing nature.
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2.1 Introduction

In recent years, research on maximum power point tracking of the PV system is focused

on extracting maximum available power during all dynamic conditions of weather like PSC and

optimal performance of the tracking technique. To get maximum power from a nonlinear PV

source under all weather conditions, several MPPT techniques are proposed in the literature,

which include gradient and advanced SC-based MPPT techniques [14–16] as shown in Figure

2.1. Further, these MPPT techniques are classified as direct and indirect techniques based on

the PV parameters considered for the design of the algorithm. Based on the data and sensors

required for algorithm implementation, these techniques are further classified as on-line and

off-line PV MPPT techniques.

To improve the tracking speed and power oscillations of the conventional gradient-based

MPPT techniques (P&O and INC) under varying weather conditions, the combination of con-

ventional gradient and artificial intelligence (AI)-based hybrid MPPT techniques are imple-

mented in the literature [16, 17]. However, these hybrid techniques are complex because of

the fuzzy logic controllers used, and implementation requires high-cost advanced digital con-

trollers [18]. AI-based MPPT techniques include neural networks, and fuzzy logic shows rapid

convergence under different weather conditions. However, these techniques require a huge

amount of off-line training [19]. These techniques are system-dependent, which require irradi-

ance, temperature, open-circuit voltage, and short-circuit current of each panel in the PV array.

Hence, the sensors become more, and the cost of the system increases.

Since finding GP on a multi-peak nonlinear P-V curve within a defined search space is

an optimization problem, SC techniques based on swarm intelligence (SI) are used for obtaining

optimum solutions by using exploration and exploitation phases. In the literature, swarm-based

algorithms like PSO, grey wolf optimization (GWO), whale optimization (WO), and evolu-
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Figure 2.1: Classifications of MPPT techniques.

tionary algorithms like differential evolution (DE) are much explored for PV MPPT. The main

advantage of SI techniques are:

√
Ability to track GMPP under PSC.

√
Zero steady-state oscillations.

√
High steady-state efficiency.
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√
Lower complexity of design and implementation as compared to other AI techniques.

√
System independent design.

However, the major drawbacks are:

× Premature convergence.

× Parameter tuning for varying atmospheric conditions.

× Higher power oscillations during the exploration phase.

× Slow tracking of MPP as compared to conventional P&O and INC.

An adverse effect of the above drawbacks on PV MPPT is high energy loss. Hence, overall PV

system conversion efficiency is decreased.

2.2 Literature overview

2.2.1 Gradient-based MPPT techniques

Traditional gradient-based MPPT techniques like P&O and INC are popular because of

their simplicity and easy implementation. Under UIC, since the P-V curve is a single peak

curve, conventional MPPT algorithms like P&O and incremental conductance tracks the MPP

accurately. However, these techniques’ performance is degraded under non-uniform irradiance

conditions and large irradiance changes [20]. Another disadvantage of these methods is the

continuous perturbations after reaching maximum power point results in power and voltage os-

cillations in the steady-state tracking [21]. Hence, to improve the performance of conventional

algorithms (P&O and INC), the combination of conventional and AI techniques is implemented

in the literature. The AI techniques are used to find the optimum value of perturbation step size

for the dynamic atmospheric conditions. However, these hybrid techniques also fail to track

the PSC’s multi-peak P-V curve’s global peak due to the hill-climbing nature of gradient-based

techniques. The failure to track GP of multi-peak P-V curve causes power loss in addition to

mismatch loss of PV system, which may cause an overall reduction of output power up to 54%.

Therefore, the main limitation of the conventional gradient based MPPT techniques is failure

to track the GP of multi-peak P-V curve which may cause for reduction of output power and
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net energy yield. This is mainly due to tracking only the first immediate peak from the starting

point of tracking because of hill climbing nature. Hence, to avoid the failure to track the GP

of the multi-peak P-V curve under PSC and achieve faster and accurate MPP tracking with low

power oscillations, conventional gradient-based MPPT techniques are combined with SC-based

MPPT techniques.

2.2.2 Soft computing-based MPPT techniques

SC techniques can optimize the multiple maxima power curve under PSC, and these

are also called global maximum power point tracking (GMPPT) techniques [22]. PV model-

independent and zero steady-state power and voltage oscillations are the main advantages of

SC techniques [23]. However, these techniques suffer from large initial power oscillations dur-

ing tracking due to the spread of search throughout the power curve in the exploration phase.

Improper algorithm control parameters result in premature convergence, causing high energy

loss due to the wrong optimum found. The frequent, continuous, and rapid change in irradiance

can cause for failure of the GMPPT algorithm in the form of a local optimum. Hence, there

is a need to derive modified MPPT techniques, which can reduce the drawbacks like complex

parameter tuning, initial power oscillations, and MPP tracking failure under dynamic irradi-

ance conditions. Among all SI techniques, PSO is most popular in solving PV MPPT problem

because of its simple structure and easy implementation. However, three fixed control param-

eters of the PSO are not best suited for varying atmospheric conditions. These may degrade

the tracking performance of PSO, which may cause premature convergence, i.e., failing to track

global peak. Hence, parameter tuning is essential for better performance of any soft computing

technique, and these are known as adaptive techniques. The conventional PSO algorithm needs

to be modified to match the requirements of efficient PV MPPT.

In [24, 25], PSO-based GMPPT techniques are proposed for the partially shaded PV

system, and these are off-line search methods. These off-line techniques require irradiance and

temperature sensors to measure irradiation and temperature at each PV panel, which are costly.

PSO-based on-line PV MPPT techniques are evolved as popular GMPPT techniques because of

their simplicity and lower cost of implementation [23]. However, there is a need to investigating

PSO-based techniques for PV MPPT to get faster and accurate MPP tracking with low power

24



CHAPTER 2. LITERATURE OVERVIEW Section 2.2

oscillations during exploration.

In [26], the PSO algorithm parameters are made adaptive to decrease power oscillations

after reaching GMPP, and velocity is limited to avoid skipping any local MPP, which helps

avoid premature convergence. A variable step P&O algorithm is used to maintain GMPP and to

identify irradiance changes. In this method, feedback from the search, which is a distance from

the position of global best to the position of particles, is used to tune the parameters adaptively.

Overall, two parameters are made adaptive by keeping one parameter constant. On account

of parameter control and limited velocity, faster convergence is achieved without premature

convergence, and power oscillations in the GP region are minimized. Since the global best

particle velocity is zero in adaptive velocity PSO (AVPSO), the present leader position is not

updated in the next iteration. However, full tracking of global maximum power point (GMPP)

is done only with the AVPSO, which involves unnecessary exploration of search space even

after reaching the GP region.

In [27], an enhanced leader PSO (ELPSO) method is proposed in which mutations are

applied to global best in each iteration to avoid premature convergence. This paper’s main

idea is that the best leader results in better particles in the exploration and mutations to avoid

stagnation problem at a local peak. However, parameters of PSO algorithm which balance the

exploration and exploitation are not tuned and are considered as constants. Since MPPT is an

on-line/hardware-based search process, the five mutations applied to global best are nothing but

increasing population size, and it causes more tracking time in on-line PV MPPT.

In [28], a deterministic PSO algorithm is proposed in which the velocity equation of the

PSO algorithm is made deterministic. However, the deterministic nature of the PSO algorithm

is derived by removing the control parameters in the velocity update equation. This can degrade

the searching capability of the PSO algorithm.

In [29], the overall distribution PSO algorithm is used to rapidly search the area near the

global maximum power point, which is further integrated with PSO to improve the accuracy of

MPPT. However, the parameters of PSO are considered constant.

In [30], butterfly swarm intelligence is used for the exploration and exploitation of the

PSO algorithm to avoid the limitations like premature convergence and weak exploration capa-

bility. The sensitivity feature of the butterfly PSO (BF-PSO) algorithm can be used to identify

GP region. In the BF-PSO method, sensitivity and weight factors are tuned deterministically
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and are dependent on the maximum iteration count. When this method is used as a PV MPPT

algorithm, the number of iterations required to reach the convergence criterion is unknown ini-

tially since it is an on-line/hardware-based search process. If the estimated number of iterations

for convergence is high, it results in the unnecessary exploration of search space even after

reaching optimum value and results in more tracking time.

In [31], a bio-inspired optimizer for engineering design problems, a salp swarm algo-

rithm (SSA) is proposed. It is simple and easy to implement as compared to PSO, which con-

sists of three control parameters. However, the single control parameter in SSA is dependent

on the maximum iteration count. It results in the unnecessary exploration of search space even

after reaching the GP region in an on-line search process like PV MPPT.

In [32], different metaheuristic techniques are proposed for mitigating the power loss

due to the wrong optimum found during PSC of PV systems in which SSA is simple and easy.

The superiority of SSA over other methods lies in the efficiency of extracting GMPP. However,

the convergence speed and tracking time of the conventional SSA-based MPPT technique is

poor compared to other MPPT methods based on GWO, hybrid method (PSO-GSA).

A memetic salp swarm algorithm (MSSA) based MPPT is proposed in [33], which im-

proves the searching ability and convergence stability by using multiple salp chains. Even this

technique also suffers from slow convergence or slow tracking of GMPP due to dependency

of control parameter on maximum iteration count. Since there are more salps in the form of

multiple salp chains, it results in slower tracking of MPP in an on-line PV MPPT.

Therefore, the main limitations of SI techniques are large initial power oscillations, pre-

mature convergence, improper parameter setting, and slow tracking. These limitations results

in low enrgy yield from the system. To overcome the large initial power oscillations, the veloc-

ity of the particles must be controlled and exploration phase should be limited only to find GP

region, which can give fast tracking also. To overcome the premature convergence, algorithm

parameters needs to be tuned properly.

2.2.3 Hybrid MPPT techniques

To improve the performance of standard versions of SI techniques like faster and more

accurate tracking of MPP, several modified versions or hybrid MPPT techniques are proposed
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for the PV systems under dynamic weather conditions [34]. Hybrid tracking techniques can

be formed by combining two or more conventional or modified SC and gradient-based MPPT

techniques. The complexity of the algorithm is increased with hybridization. However, the

essential need to track global maximum power point under all dynamic weather conditions

encourages the researchers to investigate more on the advanced hybrid tracking techniques.

Under dynamic atmospheric conditions, hybrid MPPT techniques, combining artificial

intelligence and conventional gradient-based MPPT techniques, are proposed [35, 36]. But,

these hybrid techniques are sophisticated in implementation and require large off-line training.

In the literature, several hybrid tracking techniques are proposed for PV systems under

PSC, which are classified as follows. In the first category, conventional gradient-based methods

are used to find all local maximum power points (LMPP) in the first-stage, and in the second-

stage, these MPPs are sorted to get GMPP [4, 29]. These two-stage techniques guarantee an

accurate GMPP. However, traversing all the curve peaks imposes a long tracking time, which is

not a good feature to meet the requirements of an efficient PV MPPT technique.

In the second-category, the SC technique is used to identify the GP region in the first-

stage, and in the second-stage, the tracking is continued with the conventional P&O technique

[37, 38]. These techniques can track the GMPP much faster than the first-category. However,

the exact GP region identification with SC technique and power oscillations in the steady-state

are major challenges of these methods. In most of these methods found in the literature, the GP

region identification is made with an unjustified predetermined number of iterations.

In [39], a hybrid GMPPT method based on PSO and P&O algorithms is proposed. To

identify the type of shading, predefined rules based on the change in current, voltage, and power

are used. Only on the onset of PSC, the PSO algorithm is employed and under uniform irra-

diance conditions, the P&O algorithm with a fixed-step is applied. Because of fixed control

parameters of PSO, there is a high probability for premature convergence and unnecessary ex-

ploration even after reaching a global peak region. Whereas fixed-step P&O results in more

power oscillations in the steady-state tracking.

In [40], a scheme is proposed to identify the global peak region by using enhanced leader

PSO and the conventional algorithm is used in the region so that P&O can track the GMPP. But

basic PSO is becoming more complex by introducing mutations to the leader, and it involves

tuning of more parameters.
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In [37], a hybrid MPPT method based on PSO and P&O is proposed for more accurate

tracking of GMPP. First GP region is identified with PSO with deterministically tuned control

parameters, and thereon tracking is continued with a fixed-step P&O technique. Since the

control parameters of PSO in this method are dependent on the unknown value of the maximum

iteration count, it causes slow convergence to identify the GP region. In this method, three

control variables must be tuned, and PSO needs to be re-initialized for change in insolation as

well as for the load variations while the velocity of particles is not limited, which creates high

initial power oscillations during tracking.

In [38], a gray wolf assisted P&O based MPPT is proposed for fast-tracking of MPP.

GWO algorithm requires two parameters that are to be tuned. The parameters are dependent

on maximum iteration count, which causes slow convergence in identifying the GP region. The

fixed-step P&O algorithm is used in the global peak region, which causes the power oscillations

in the steady-state. The step-size of fixed-step P&O algorithm needs to be selected properly to

get the reduced power oscillations.

In the third-category, two or more soft computing techniques are combined to enhance

the exploration and exploitation of the main SC technique [41–43]. In [41], a hybrid MPPT

technique is proposed for dynamic conditions of partially shaded PV systems. To enhance

the performance of WO, evolutionary algorithm DE is combined in series with WO. The WO

algorithm parameters are sensitive to maximum iteration count, which is unknown initially. The

whole algorithm needs to be reinitialized for any system changes due to either load or insolation

change.

In [42], a hybrid evolutionary algorithm DEPSO is proposed in which PSO is applied in

odd iterations, and DE is operated in even iterations to get the fast-tracking and to improve the

performance of standard PSO. However, in this method, a total of six parameters needs to be

tuned.

In [43], a dual algorithm is proposed in which golden selection search optimization

(GSO) is used to reduce unnecessary oscillations in the global peak region by GWO algorithm.

Even though a new reinitialization judgment is proposed for the sudden changes in power, the

algorithm needs to be reinitialized for both changes in insolation and load.

In this category, the optimum solution obtained in each iteration of the main SC tech-

nique is enhanced by another SC technique, which may be evolutionary or swarm-based. The
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accuracy of the solution obtained will be more than the case of a single SC technique is used.

However, the number of algorithm parameters to be tuned is more and complex. To avoid the

power oscillations due to the irregular searching of the SC technique, tracking MPP with P&O

in the UIC and SC technique during PSC is ideal. The second and third-category methods

should rely on the SC technique for tracking MPP of both UIC and PSC due to a lack of partial

shading identification methodology.

In the fourth-category, shade detection is enabled in the first-stage to find a uniform

or PSC. In the second-stage, the SC technique is used only to identify the GP region of the

PSC, and P&O is used in the steady-state and UIC, so that the use of the SC technique can be

limited to PSC only. An accurate shade detection helps to improve the performance of these

hybrid tracking technologies [39]. The main challenges of fourth-category methods that need

to be investigated more are fast and accurate tracking of maximum power point, accurate shade

detection, low power oscillations in the steady-state tracking, easy parameter tuning, and proper

shifting of algorithms, which comes under optimizing the performance of the hybrid tracking

techniques [44]. Hence, performance optimization of the hybrid tracking technique is most

important and challenging for the researchers in the field of PV MPPT.

In the third and fourth category hybrid MPPT techniques, the major limitations are use

of either conventional or SI technique with out improper parameters can cause for failure in

tracking MPP, and the improper judgment for the shifting the algorithms can cause for delayed

MPP tracking. Hence, modified or hybrid SI techniques can be the best solution for finding

accurate GP region. Adaptive parameters of the algorithm can be used to avoid unjustified

algorithm shifts.

2.2.4 Performance optimization of hybrid tracking technique

With the increase in rooftop grid-connected solar PV systems, penetration of medium

and high-rated PV systems connected to the grid are increased. With the high penetration of

PV systems, the power injected into the grid may become more than the demand during sunny

or peak production periods, which may cause instability and overload [45]. Therefore, the grid-

connected PV system should have the flexibility to deliver the active power within the power

limit known as flexible power point tracking (FPPT) [46]. The new grid codes impose MPPT
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for all grid-connected systems to get maximum energy yield and active power limit control to

maintain stability under peak power production periods. Hence, the MPPT tracking algorithm

should have maximum power point tracking under all dynamic weather conditions and active

power limit control in the form of FPPT, which is a cost-effective solution for active power

control.

In stand-alone PV systems, the sudden change in load causes the change in operating

point from the maximum power point. The change in load causes the reinitialization of SI tech-

nique which results in large power oscillations due to exploration phase. This reinitialization of

SI technique is best suited only for insolation changes where global peak changes. Whereas for

load change, only operating point is changing but not the global peak.

2.3 Motivation

Literature review of the MPPT techniques under partial shading conditions leads to the

following motivations.

To mitigate the partial shading effects, connecting bypass diode across the group of cells

in a module is cost-effective. However, the resulted multi-peak P-V curve becomes a limitation

for the popular conventional gradient-based MPPT techniques like P&O and Inc. The failure of

GP tracking resulted in power loss in addition to mismatch loss. The power loss due to wrong

optimum found by the GMPPT technique results in less energy yield under PSC. Hence, the

overall PV system conversion efficiency decreases. The author of this thesis is motivated to

investigate more on the MPPT techniques of solar PV systems under partial shading conditions

and proposed efficient tracking technologies for the solar PV systems, which gives optimum

energy yield under PSC.

Even though PSO-based GMPPT techniques are evolved as popular GMPPT technique

among SI based MPPT techniques, it has the drawbacks like complex parameter tuning, ini-

tially large power oscillations, and premature convergence. Hence, modified PSO-based MPPT

techniques are proposed in the literature to get faster and accurate tracking of GMPP. Under

dynamic weather conditions, identifying GMPP with less probability of premature convergence

is a major challenge for all GMPPT techniques. The large initial power oscillations due to

exploration of PSO algorithm should be limited in on-line PV MPPT. Hence, there is a need

for further investigations on PSO-based MPPT techniques to get fast and accurate tracking of
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GMPP under PSC with less power oscillations. To avoid the major drawbacks of PSO: weak ex-

ploration and more number parameters (three) to be tuned, there is a need for a simple GMPPT

technique with fewer parameters tuning.

Salp swarm algorithm is a bio-inspired soft computing technique, already proved to be a

simple and efficient optimization algorithm with one control parameter for most of the engineer-

ing design problems which also matches with requirement of fewer control parameters and more

efficient tracking of PV MPPT. The slow convergence or tracking GMPP is primarily due to the

dependence of the deterministically tuned control parameter, which depends on the maximum

iteration count. In an on-line search process like PV MPPT, the wrongly estimated maximum

iteration count results in the unnecessary exploration of the search process even after reach-

ing the GP region, which delays the convergence. Hence, there is a necessity of deriving the

control parameter, which is independent of the iteration count, and avoiding unnecessary explo-

ration of search space in the GP region to get faster tracking with SSA-based MPPT technique.

The essential need to track global maximum power point under all dynamic weather conditions

encourages the researchers to investigate more on the advanced hybrid tracking techniques.

Even though GMPPT techniques are able to identify the GP under PSC, to avoid the

power oscillations of these techniques under uniform irradiance conditions use of conventional

gradient-based MPPT techniques is ideal. Henceforth, fourth category hybrid tracking tech-

nologies are found by the researchers in which shading detection is vital. There is a need for

an exact shade detection scheme in these hybrid tracking technologies. The new grid codes

demand other features like flexible power point tracking. Hence, there is a need for proper

shade and active power limit detection in an on-grid PV system. The combined study of FPPT,

GMPPT, and shade detection has not been investigated in the literature. To get the performance

of hybrid GMPPT technique which is the major challenge for the PV MPPT researchers, the

inclusion of hybrid SI techniques in the two-stage search method is essential, which is not ex-

plored yet in the literature. Whereas in a stand-alone system, load changes demand the tracking

GMPP without large power oscillations. Hence, exact load change detection and rapid tracking

of GMPP under load changes are essential. The main challenges of hybrid tracking techniques

that need to be investigated more are :

• Fast and accurate tracking of maximum power point
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• Accurate shading detection

• Low power oscillations in the steady-state tracking

• Easy parameter tuning and proper shifting of algorithms

Hence, performance optimization of the hybrid tracking technique is most important and chal-

lenging for researchers in the field of solar PV MPPT.

2.4 Thesis Objectives

With the above motivations in the MPPT techniques, the following research objectives

are designed for the research work presented in this thesis.

1) Maximum energy yield from the PV system under partially shaded conditions by eliminating

power loss due to wrong MPP found with the MPPT controller.

2) Optimum use of GMPPT technique under dynamic partial shading conditions.

3) Development of an efficient hybrid MPPT technique to get faster tracking with reduced

power oscillations.

4) Reduction of parameter tuning complexity in the hybrid tracking techniques.

5) Investigation of hybrid MPPT techniques in the stand-alone PV system to get maximum

power under both irradiance and load changes.

6) Investigation of hybrid MPPT techniques in the grid-connected PV system to get the optimal

performance.

2.5 Contribution

This thesis main aim is to propose efficient GMPPT techniques that can overcome the

limitations of state-of-art MPPT techniques for the PV systems under partially shaded condi-

tions. The main focus of the present thesis work is to get the proposed tracking techniques’

optimal performance. Hence, optimum energy yield from the PV system under partially shaded

conditions is ensured.

Various control strategies proposed in this research work are
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Control strategy - 1

To overcome the stagnation of search at local maximum and slower convergence in a PSO-

based on-line PV MPPT technique:

1) A new fast-tracking PSO-based GMPPT technique (Enhanced leader adaptive velocity PSO

(ELAVPSO)) with adaptive parameter tuning and enhanced leader features is proposed.
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Figure 2.2: Experimental setup.
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The proposed technique is tested on 100 W PV experimental setup shown in Figure 2.2 and

results are shown in Figures 2.3 and 2.4. From the simulation results, it is evident that the

P&O and the proposed ELAVPSO MPPT technique results in almost same results under

uniform irradiance. However, under PSC, only the proposed method tracks the GMPP, i.e.,

Pmp = 34.5 W .

2) A new shading detection technique to identify the type of shading based on variable step

P&O is proposed to limit the GMPPT technique only to PSC. Hence, power oscillations

due to the GMPPT technique under uniform irradiance can be avoided. The results of the

proposed shading detection are shown in Figure 2.5. From the simulation and experimental

results, it is evident that the proposed shading detection accurately identifies the uniform
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Figure 2.5: Proposed shading detection technique results in a) Simulation, b) Experimental.
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and PSC conditions and allows the use of ELAVPSO GMPPT technique only under the

occurance of PSC.

In ELAVPSO, mainly premature convergence and parameter tuning are minimized. However,

the other drawback of PSO-based GMPPT technique is that high power oscillations during the

exploration phase remain when ELAVPSO is used alone without shading detection.

Control strategy - 2

To overcome the limitations of PSO-based MPPT methods: high power oscillations during

the exploration phase, stagnation of search at local maximum, and slower convergence in a

PSO-based on-line PV MPPT technique:

1) A hybrid GMPPT method based on butterfly PSO (BF-PSO) and P&O algorithms for a

PV system under partially shaded conditions is proposed. The experimental verification

is done with the setup shown in Figure 2.2 and the results are shown in Figure 2.6. From

the experimental results, it is evident that the proposed hybrid GMPPT technique results in

tracking MPP less than 2.4 sec.

2) A new reinitialization method based on the previous history of tracking GP region under

both medium and severe nonuniformity in irradiance changes is proposed. From the exper-
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Figure 2.6: Experimentally obtained results of the proposed ABFPSO-P&O MPPT technique.
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imental results shown in Figure 2.6, it is evident that the proposed reintialization method

results in faster and accurate tracking, i.e., Tmpp5 = 1.6 sec and Tmpp6 = 0.8 sec under

irradiance changes.

In adaptive BF-PSO, mainly premature convergence, parameter tuning, and power oscilla-

tions during tracking are minimized. Further, the reinitialization of particles under irradiance

changes improves the tracking speed as well as limits the power oscillations during tracking.

However, there are more parameters, i.e., three to be tuned in PSO-based MPPT techniques.

Control strategy - 3

The global maximum power point tracking technique based on adaptive salp swarm algorithm

and P&O technique for a PV string under partially shaded conditions is proposed to reduce

parameter tuning complexity. The experimental verification is done with setup shown in Figure

2.2 and results are shown in Figure 2.7. From the experimental results it is evident that the

proposed GMPPT technique results in faster and accurate tracking of MPP with single control

parameter.
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Figure 2.7: Experimentally obtained results of the proposed ASSA-P&O MPPT technique.

In ASSA-P&O, the number of parameters to be tuned and power oscillations during track-

ing are minimized. However, slower tracking of GP region identification in hybrid MPPT

techniques (formed with SC and gradient MPPT techniques) is mainly due to the least fitness

particles. When these techniques are applied to off-grid PV systems, reinitialization of the GP
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region identification stage for load changes degrades hybrid MPPT techniques’ performance.

Control strategy - 4

In this control strategy, the least fitness particle is accelerated more towards the leader to get

faster GP region identification. The leader salp is enhanced in the food source region to get

better accuracy. In an off-grid PV system, reinitialization of GP region identification only for

irradiance change and direct duty ratio calculation for load change is adopted. Hence, in this

contribution,

1) A hybrid global maximum power point tracking of the partially shaded PV system under

load variation using adaptive salp swarm algorithm and differential evolution – perturb and

observe technique is proposed. The proposed technique is experimentally validated on the

setup shown in Figure 2.8 and the results are shown in Figure 2.9. From the experimental

results, it is evident that the proposed hybrid MPPT technique results in faster and accurate

MPP tracking, where as direct duty ratio calculation helps in identifying GMPP with in a

short time 0.1 sec without reinitializing the SI technique.

ASSADE-P&O based GMPPT technique with direct duty ratio calculation under load changes

has established as a favorable method for the off-grid PV system. However, for a grid-

connected PV system, the hybrid tracking technique’s performance optimization must meet
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Figure 2.9: Experimentally obtained results of the proposed ASSADE-P&O MPPT technique
under load changes.

the grid standards like active power limit control.

Control strategy - 5

Since partial shading is quite a common phenomenon in the grid-connected system and grid

code also demands active power control, MPPT with flexible and global maximum power

point tracking with hybrid tracking technology and shade detection is vital. Hence, in this

contribution,

1) Optimal performance of hybrid tracking technique for maximum and flexible power point

tracking of grid-connected PV system under partially shaded conditions is proposed.

2) A simple, fast, and accurate shade detection scheme is proposed using a curve scan with

a new steady output P&O (SO-P&O). The proposed technique is experimentally validated

by using setup shown in Figure 2.8 and the results are shown in Figure 2.10. From the

experimental results, it is evident that the proposed shade detection results in accurate shade

and active power limit control to activate FPP mode or MPP mode. self adaptive parameter
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tuning results in accurate tracking of MPP under PSC. SO-P&O technique results in zero

steady-state oscillations.

The hybrid tracking technique’s proposed optimal performance guarantees both faster and

accurate FPP and GMPP tracking with zero steady-state oscillations in a grid-connected PV

system.

2.6 Thesis organization

The thesis has been structured into seven chapters, which are organized as explained

below:

Chapter 1 briefly introduces an overview of solar photovoltaic systems and maximum

power point tracking techniques for photovoltaic systems under partially shaded conditions.

Chapter 2 explores the relevant literature overview of the proposed research work.

Chapter 3 describes the modified PSO-based maximum power point tracking techniques

for PV system under partial shading conditions.

Chapter 4 addresses the global maximum power point tracking of partially shaded PV

system with adaptive hybrid salp swarm algorithms.

Chapter 5 describes the performance optimization of hybrid tracking techniques for an

on-grid PV system.

Chapter 6 presents the comparison of the proposed MPPT techniques with the state-of-

art techniques in the literature.

Finally, Chapter 7 summarizes the main findings of the research work reported in this

thesis and suggests the scope for future work.

2.7 Conclusion

In this chapter, a comprehensive bibliographical review on maximum power point track-

ing techniques of solar PV systems under partial shading conditions has been presented. The

shortcomings of all existing approaches have been discussed. Finally, the motivation and con-

tribution to research have been presented. The main contributions and thesis organization are

presented.
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Chapter 3

Modified PSO-based maximum power point tracking
techniques for PV system under partially shaded conditions

3.1 Introduction

Under uniform irradiance conditions, since the P-V curve is a single-peak curve, con-

ventional MPPT algorithms like P&O and incremental conductance tracks the MPP accurately.

But under PSC, the P-V curve is a multi-peak curve, and because of the hill-climbing nature

of P&O [4, 47], it may be struck at a local peak. Hence to find the GMPP on multi-peak P-V

curve, soft computing techniques like PSO are used. PSO-based GMPPT technique becomes

very popular because of its strong exploitation capability. But its popularity is limited due

to weak exploration, because of which there could be premature convergence. The weak ex-

ploration is due to the attraction of all particles more towards the swarm leader in conventional

PSO, as discussed in [48,49]. To balance the exploration and exploitation of the PSO algorithm,

control parameters need to be tuned, these being problem-specific. This parameter setting or

tuning affects the convergence speed of the PSO algorithm. In the case of PV MPPT, tracking

speed depends on the convergence rate of the PSO algorithm [39, 50, 51]. Hence, to get faster

tracking of GMPP using the PSO algorithm, parameter control pertaining to the PSO algorithm

is essential. In the conventional PSO-based GMPPT technique, power oscillations at the begin-

ning of the exploration process are high due to the high velocity of particles, and this may cause

skipping of any local peak. To avoid this, the velocity of particles should be limited. Power

oscillations due to the long exploration process of PSO GMPPT technique can be reduced by

limiting search space.

Hence, to improve the performance of the basic PSO algorithm, in recent years, several

modified versions of conventional PSO algorithm have been proposed for PV MPPT prob-

lem [26,27,52] in which the main objective is to avoid premature convergence. In [27], a leader

PSO-based GMPPT is proposed in which the global best found in each iteration is enhanced by
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using five mutations to the leader or global best. The main idea of authors of this paper [27] is

that the best leader results in better particles in the exploration and mutations to avoid stagnation

problem at a local peak. However, parameters of PSO algorithm which balance the exploration

and exploitation are not tuned and are considered as constants. In [26, 52], an AVPSO-based

GMPPT is proposed to control the parameters adaptively during the search. The adaptive pa-

rameter control updates the values of inertia factor ’w’ and cognitive factor ’c1’ adaptively

based on distance from the global best position. On account of parameter control and limited

velocity, faster convergence is achieved without premature convergence, and power oscillations

during exploration are minimized. Since the global best particle velocity is zero in AVPSO,

the present leader position is not updated in the next iteration. The enhanced leader feature of

LPSO helps us to explore the global region further to find the best leader. By adding this feature

to the exploration process of AVPSO, faster convergence and faster tracking of GMPP can be

achieved. In [39], PSO and P&O based GMPPT technique is proposed in which the main idea

is to apply P&O algorithm in uniform irradiance conditions and to apply PSO algorithm only

in the occurrence of PSC. Using the proposed scheme, unnecessary power oscillations of PSO-

based GMPPT in uniform irradiance can be avoided. To detect the occurrence of PSC, change

in voltage, current, and power at the instant of irradiance change is considered. However, the

window-based search reduces the search space of PSO while control parameters are not tuned

to avoid premature convergence.

With the aforementioned advantages of enhanced leader and parameter tuning, an en-

hanced leader adaptive velocity PSO-based GMPPT technique is proposed. The proposed algo-

rithm uses the advantages of LPSO and AVPSO so that the leader is enhanced in each iteration

and parameters of PSO algorithm are tuned adaptively. Furthermore, a new shading detection

scheme is proposed in which P-V curve is scanned for multi-peak with variable step P&O (VS-

P&O) algorithm. Only in PSC, the proposed GMPPT method with limited search space may

be used to find GMPP; From that point onwards, tracking is continued with P&O algorithm.

Therefore, the main contributions of this work are: (a) a new fast-tracking PSO based GMPPT

technique with adaptive parameter tuning and enhanced leader features. (b) a new shading de-

tection technique to identify the type of shading.
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Contributions of this chapter are

• Premature convergence and parameter tuning of most popular PSO based GMPPT tech-

niques are minimized with ELAVPSO.

• High power oscillations during exploration phase of PSO based MPPT techniques are

minimized with ABF-PSO P&O hybrid GMPPT technique.

• A new shading detection scheme is proposed, which accurately finds the type of shading

from P-V curve scanning.

• A new reintialization method is proposed.

3.2 Proposed MPPT technique based on ELAVPSO algorithm

PSO is a meta-heuristic optimization algorithm to solve nonlinear objective functions. It

is mostly used soft computing technique to solve MPPT problems [39] because of its simplic-

ity in implementation. The proposed ELAVPSO algorithm is derived from conventional PSO

algorithm and its variants ELPSO and AVPSO algorithms.

3.2.1 Conventional PSO algorithm

PSO is used to find the global maximum in a given search space by using the exploration

and exploitation process. It involves the following steps to find the global best.

Step 1: Initialization of the particles.

Step 2: Find the fitness of each particle and updating local best and global best.

Step 3: Find the velocity of each particle by using (3.1).

Step 4: Update the position of each particle by using (3.2) and repeat the steps 2 to 4 until the

convergence criteria are reached.

velk+1
i = w× velk

i + c1× r1×
(

Xlb i−Xk
i

)
+ c2× r2×

(
Xgb−Xk

i

)
(3.1)

Xk+1
i = Xk

i + velk+1
i (3.2)
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where i indicates particle number, k indicates the present iteration, w is weight factor which

ranges from 0.4 to 0.9, c1 is a cognitive factor which ranges from 0.1 to 2, c2 is social factor

ranges from 0.1 to 2, r1 and r2 are random numbers ∈ R (0,1). In general, c2 is greater than c1

to move the particle position towards the global best.

3.2.2 Enhanced leader PSO algorithm

In the conventional PSO algorithm, the initial velocity of particles is high and decreases

as the global maximum is reached. The initial high velocity of particles may move the particle

position out of the search space or may cause skipping of any local peak. Hence, there is

a chance for skipping the global peak also, resulting in premature convergence. One of the

methods to avoid premature convergence is the enhancement of global best by using mutations

so that particles do not struck at any local maxima [27]. In this work, mainly three mutations are

applied, which are categorized into a short jump and long jump mutations. They are 1) Gaussian

mutation, 2) Cauchy mutation, and 3) Scaling mutation. The first two are used to enhance the

role of the leader in the local best region while the third one used for enhancement in the region

far away from local best so that the tendency of movement of all particles towards global best

does not cause premature convergence. Following are the steps to implement enhanced leader

PSO (ELPSO) algorithm.

Step 1: Initialization of the particles.

Step 2: Find the fitness of each particle and updating local best and global best.

Step 3:

[i] Apply Gaussian mutation to the leader by using (3.3). If the fitness value of the leader is

more than previous, update the leader.

[ii] Apply Cauchy mutation to the leader by using (3.4). If the fitness value of the leader is

more than previous, update the leader.

[iii] Apply Scaling mutation to the leader by using (3.6). If the fitness value of the leader is

more than previous, update the leader.
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Step 4: Find the velocity of each particle by using (3.1), update the position of each particle by

using (3.2) and repeat the step 2 to 4 until the convergence criteria are reached.

Xg1 = Xgb +(Xmax−Xmin)×Gaussian(o,h) (3.3)

where Xg1 is the global best after Gaussian mutation, Xgb is the global best, Xmax and Xmin are

maximum and minimum values of the control variable, Gaussian(o,h) is the Gaussian distribu-

tion function where ’o’ is the mean of all particles in the present iteration, and ’h’ is the standard

deviation. If the fitness of Xg1 is higher than the fitness of Xgb, replace Xgb with Xg1.

Xg2 = Xgb +(Xmax−Xmin)×Cauchy(o,s) (3.4)

where Xg2 is the global best after Cauchy mutation, Xmax and Xmin are maximum and minimum

values of control variable, Cauchy(o,s) is the Cauchy distribution function where ’o’ is the

mean of all particles in the present iteration and ’s’ is the scaling parameter which decreases

linearly as the iteration number increases to improve the exploitation capability. If the fitness of

Xg2 is higher than the fitness of Xgb, replace Xgb with Xg2.

s(k+1) = s(k)−
[

1
tmax

]
(3.5)

Xg3 = Xgb +S f ×
(

Xk
i −Xk

j

)
(3.6)

where Xg3 is the global best after scaling mutation, Xk
i and Xk

j are two random particles in the

present iteration, and ’S f ’ is the scaling factor. If the fitness of Xg3 is higher than the fitness of

Xgb, replace Xgb with Xg3.

3.2.3 Adaptive velocity PSO algorithm

The velocity equation of both conventional PSO and ELPSO algorithms is same, and

weight factor w is constant. It causes the oscillations of global best even after reaching the

region of the global peak and slower convergence. In [39] cognitive factor c1 and social factor
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c2 range from 0 to 2, w and c1 are kept constant which causes for high velocity of particles at

the beginning of the search process, and velocity of the particles is not limited. Even though

the ELPSO algorithm can avoid premature convergence by mutations, the parameters need to

be tuned for better performance. The present AVPSO algorithm is derived from [26, 52] for

direct duty ratio control of the MPPT controller. In the AVPSO algorithm, an adaptive velocity

equation is derived based on the distance from the present particle to the global best particle.

3.2.3.1 Selection of adaptive weight factor

The weight factor is selected based on the distance from the present global best to particle

position. Thus the oscillations in the vicinity of the global peak decreased.

w =
∣∣∣Xgb−Xk

i

∣∣∣ (3.7)

where Xgb is the global best position in the present iteration, and Xk
i is the present particle

position.

3.2.3.2 Selection of adaptive cognitive factor

In general, c2 is greater than c1 to make the velocity of the particle more towards the global

best. In the AVPSO algorithm, c2 is fixed and ranges (0-2). The c1 is made adaptive and

changes according to the difference in the global best position and local best position of the

particle as given in (3.8). Factor 0.5 is taken to make the cognitive term less than social term

under all conditions.

c1 =
0.5× c2

1+ round
[
|Xgb−Xlb i|

velmax

] (3.8)

where Xlb i is the local best of ith particle, and velmax is the maximum velocity. The velocity of

each particle should be limited to avoid the skipping of any peak of the multi-peak P-V curve.

The velocity of a particle is nothing but a change in duty ratio ∆d. Hence, velocity should
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satisfy the relation 0 < vel < velmax and

velmax =
(Xmax−Xmin)

m
,m>n (3.9)

where velmax is the maximum velocity, Xmax and Xmin are the maximum and minimum values of

duty ratio, and n is the number of modules in the string. With the minimal value of maximum

velocity, it takes more time to reach the global maximum and converge. By considering all

weather conditions and aging of modules m>n is justified. With all these considerations, the

adaptive velocity equation is derived as follows:

velk+1
i =

∣∣∣Xgb−Xk
i

∣∣∣× velk
i +


0.5× c2

1+ round
[
|Xgb−Xlb i|

Velmax

]
× r1×

(
Xlb i−Xk

i

)

+ c2× r2×
(

Xgb−Xk
i

)
(3.10)

where r1 and r2 are the random variables and r1 = r2 = random (0, 1). In [52] AVPSO based

GMPPT technique, to control the voltage changes during the start of the search process, particles

are sorted in the sequence of ascending order followed by descending order and then to the

ascending order of the particle positions in the search space. Hence voltage regulation during the

tracking of global maximum is improved. The implementation of AVPSO algorithm involves

the following steps:

Step 1: Find maximum velocity by using (3.9). Initialization of the particles by using the

following expression.

Xi = Xi min + rand(0,1)× velmax, i = 1,2,3,4 (3.11)

Step 2: Find the fitness of each particle and updating local best and global best.

Step 3: Find the velocity of each particle by using (3.10).

Step 4: Update the position of each particle by using (3.2).

Step 5: Sort the particles and repeat steps 2 to 4 until the convergence criteria are reached.
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Figure 3.1: Flowchart of the proposed ELAVPSO algorithm.
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3.2.4 Proposed enhanced leader adaptive velocity PSO algorithm

An adaptive velocity equation is derived based on the distance from the present parti-

cle to the global best particle to tune the parameters of PSO adaptively in AVPSO algorithm.

Even though AVPSO has adaptive parameter tuning, there is a chance for further improving

convergence speed by enhanced leader feature. By considering all advantages of both ELPSO

and AVPSO, a new efficient fast-tracking algorithm is proposed with the dynamic leader and

adaptive velocity features. The proposed ELAVPSO algorithm uses the same mutations dis-

cussed in section 3.2.2 and the velocity of each particle found from (3.10). The advantage of

the dynamic leader as the best leader is that it always results in better performance of other

particles and adaptive velocity guaranties parameter tuning of PSO for all dynamic conditions.

ELAVPSO starts from the initialization of particles by using (3.11). The proposed algorithm

uses three randomly chosen particles in the search space, and the other three particles are based

on the knowledge of global best and generated by mutations. The maximum velocity is found

from (3.9). Fitness of the global best position is calculated by applying Gaussian, Cauchy, and

Scaling mutations. The flowchart of the proposed algorithm is shown in Figure 3.1.

3.2.5 Proposed shading detection technique with variable step P&O

The main idea of the shading detection technique is to apply a conventional algorithm

to uniform shading conditions and GMPPT algorithm to non-uniform shading conditions after

detecting the type of P-V characteristics under present weather conditions [53–55]. For both

conditions, the P-V curve is different and the hill-climbing nature of P&O algorithm is used

to identify the occurrence of a single-peak P-V or multi-peak P-V curve. Variable step P&O

algorithm uses the variable value of perturbation ∆d, and its value is large during the initial

tracking process and small in the vicinity of maximum power point. This feature is used to

identify the peaks of the P-V curve. The proposed detection scheme scans the P-V curve by

using three duty ratios d1, d2 and d3, where d1 = dmin,d2 =
(d1+d3)

2 ,d3 = dmax and dmin,dmax

are the minimum and maximum values of the search space. After applying each duty ratio,

perturbations to the duty ratio are applied by using (3.13).
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dk
j = dk−1

j ±∆dk,where j = 1,2 and 3 (3.12)

where dk
j is the duty ratio after perturbation, and dk−1

j is the duty ratio before perturbation.

∆dk = M×
∣∣∣∣dP
dV

∣∣∣∣ (3.13)

where ∆dk is the perturbation step size, M is a multiplying factor, dP is the difference in power

(Pk−Pk−1), dV is the difference in the voltage (Vk−Vk−1).

∆d 6 ∆dcritical (3.14)

where ∆dcritical is the duty ratio perturbation required for the three-point behavior of the P&O

algorithm is given in [13]. Whenever (3.14) is satisfied more than three times, as shown in

Figure 3.2, it guarantees that the peak is reached and the corresponding value of duty ratio

d j f inal is stored. To identify the shading type, the following conditions are to be tested.

(Max(d j f inal))− (Min(d j f inal))6 velmax⇒ single peak P−V curve

(Max(d j f inal))− (Min(d j f inal))> velmax⇒ multi peak P−V curve (3.15)

Once the shading detection is completed, a fixed-step P&O algorithm is used for tracking

MPP of a single-peak P-V curve starting from the duty ratio d = Max(d j f inal), and in the case

of multi-peak P-V curve, the proposed ELAVPSO algorithm is used for finding the global peak.

Once the GMPP is found, all PSO variant’s duty ratio does not change unless the particles are
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Figure 3.2: Shading detection method by using VS-P&O algorithm.
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reinitialized. Hence, in the proposed shading detection scheme, if the GMPP is found, tracking

is continued with a fixed-step P&O algorithm until another irradiance change is detected. With

a fixed-step P&O algorithm, the operating point is maintained at GMPP even for small changes

in irradiance, which cannot be detected as a change in weather conditions with the help of (3.17)

& (3.18) that have been used for irradiance change detection. The value of perturbation ∆d in

the fixed-step P&O algorithm is smaller than ∆dcritical in the VS-P&O algorithm to maintain

start

Initialize three duty ratios d1,d2 
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Figure 3.3: Flowchart of proposed shading detection technique.

52



CHAPTER 3. MODIFIED PSO-BASED MPPT TECHNIQUES FOR PV SYSTEM UNDER PSC Section 3.2

less steady-state power oscillations. The flowchart of the proposed shading detection technique

is shown in Figure. 3.3. The initial value of the population in ELAVPSO algorithm during

GMPP tracking is

d1 = Min(d j f inal)

d2 =
d1 +d3

2

d3 = Max(d j f inal) (3.16)

Irradiance change is detected by using (3.17) & (3.18).∣∣∣∣Vk−Vk−1

Vk

∣∣∣∣> 0.2 (3.17)∣∣∣∣Ik− Ik−1

Ik

∣∣∣∣> 0.1 (3.18)

With the proposed scheme of shading detection, MPP tracking is started with shading

detection, and if uniform shading is detected, tracking is continued with fixed-step P&O algo-

MPPT 

Algorithm

Cin = 22 μF
Cout = 22 μF

Switch

d

Vpv

Ipv

L=7 mH
Diode

Load 

RL=100 Ω 

PWM

PV String

Figure 3.4: Schematic diagram of MPPT controller.
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rithm, if non-uniform shading is detected, GMPP is found with ELAVPSO algorithm and from

that point onwards tracking is continued further with fixed-step P&O algorithm . Hence, there

is no need for the GMPPT technique for tracking MPP during the starting of the system and for

uniform irradiance conditions.

3.2.6 Simulation and experimental justification

3.2.6.1 Simulation studies of the proposed algorithms

The proposed algorithms are simulated using MATLAB/ Simulink software. A boost DC-DC

converter is used as an MPPT controller, and the schematic diagram is given in Figure. 3.4.

Direct duty ratio control is used for generating PWM pulses to control the switch in the DC-

Table 3.1: Details of PV system used in simulation and hardware.

S.No Parameter Specifications

1 Number of modules in the string 4
2 Each module rating VOC = 14 V, ISC = 2.5 A,

VMPP = 11.25 V, PMPP = 25 W.
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Figure 3.5: P-V and I-V curve of 4 panel string a) Uniform irradiance, b) PSC.
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Figure 3.6: Simulation results of P&O MPPT algorithm under a) uniform irradiance, b) PSC.

DC converter. In this method, Vpv and Ipv are the inputs to the MPPT algorithm block, which

generate a duty ratio that is converted to PWM pulses by using a comparator. The proposed

algorithms are simulated at a sample time Ts = 10 msec and a switching frequency of fs =

20 KHz. Simulation results of the proposed algorithm under the uniform irradiance and PSC

are given in Figure 3.6, Figure 3.7, and Figure 3.8.

Case (1): Under uniform irradiance conditions the irradiance is set as PV1: 1 KW/m2, PV2:

1 KW/m2, PV3: 1 KW/m2, PV4: 1 KW/m2 as shown in Figure 3.5. The P-V curve obtained

with this irradiance is a single-peak curve and MPP is at Vpv = 45 V , Ipv = 2.2 A, Ppv = 100 W .

P&O algorithm is simulated by using duty ratio perturbation ∆d = 0.03 to get three-

point behavior in the steady-state. The tracking of MPP is started from duty ratio dinit = 0.1

and under uniform irradiance conditions, P&O algorithm reaches the peak within time Tmp =

0.1605 sec. In Fig. 3.6.a), it is observed that power, voltage and current oscillate around

Pmp = 99.99 W , Vmp = 45.27 V and Imp = 2.209 A in steady-state. These oscillations are a

drawback of conventional P&O algorithm.

Table 3.2: Parameters of PSO used in simulation and hardware.

S.No Parameter Specifications

1 Inertia Constant w 0.4
2 Acceleration Constants c1,c2 1.2,2
3 Limits of Search

Space [dmin,dmax] [0.1, 0.9]
4 Scaling Factor F 0.8
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The conventional PSO and its variants overcome this drawback. All these algorithms

are forced to run with the same parameters as given in Table 3.2. In the conventional PSO

algorithm, four particles are initialized randomly in the search space, and tracking of MPP

is completed at Tmp = 0.402 sec. The tracking time of the PSO algorithm is given by Tmp =

(Ts×number o f particles× iteration count). Once the GMPP is found at Vmp = 45.31 V, Imp =

2.207 A and Pmp = 99.98 W there is no further oscillations in the power. It is because the conver-

gence criteria are satisfied and convergence criteria used for the given system is the difference

in the maximum and minimum value of fitness of particles which is less than 10 percent of

rated power while the difference in the maximum and minimum value of particle positions is

less than 0.05.

Max(P)−Min(P)<0.1×Prated

Max(d)−Min(d)<0.05 (3.19)
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Figure 3.7: Simulation results of PSO-based GMPPT algorithms under uniform irradiance con-
ditions a) PSO, b) ELPSO, c) AVPSO, d) ELAVPSO.
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In a conventional PSO algorithm, since the velocity of each particle is not limited, and parame-

ters of the PSO algorithm are fixed, there is a chance of premature convergence. The mutations

are applied to the global leader in ELPSO algorithm to avoid premature convergence, and it

takes Tmp = 0.524 sec to reach GMPP. It takes more time for convergence than the conventional

PSO algorithm due to additional three mutations applied along with four particles. Therefore, in

each iteration, the number of particles used for searching GMPP becomes seven. In the AVPSO

algorithm, the same number of particles used in PSO algorithm is used with the adaptive veloc-

ity in (3.10). AVPSO algorithm parameters are made adaptive to the global best, and velocity

of each particle is limited to velmax. In the simulation, constant m in (3.9) is taken as five, which

is greater than the number of panels (= 4) in the string. In the simulation result shown in Figure

3.7. (c), it is observed that voltage oscillations are regulated due to the sorting of particles.

The AVPSO GMPPT technique reaches GMPP in time Tmp = 0.2431 sec and a steady-state is

attained at Pmp = 99.96 W,Vmp = 45.58 V and Imp = 2.192 A.

The proposed ELAVPSO algorithm uses mainly three particles, while the other three

particles are generated from the mutations of the global best to search the GMPP in the given

search space. Even though a total of six particles are applied in each iteration, it is observed

that convergence criteria are reached quickly than AVPSO algorithm with four particles due

to the combined effect of dynamic leader and adaptive velocity. It takes a tracking time Tmp =

0.1715 sec and steady-state operating points of Pmp = 99.98 W,Vmp = 45.3 V and Imp = 2.216 A

to reach the GMPP.

Case (2): under PSC the irradiance is set as PV1: 1 KW/m2, PV2: 0.7 KW/m2, PV3: 0.3

KW/m2, PV4: 0.1 KW/m2 as shown in Figure 3.5. The P-V curve obtained with this irradiance

results in multi-peak and the MPPs are at LMPP1 (9.173 V, 19.74 W), LMPP2 (21.74 V, 34.59

W), LMPP3 (34.8 V, 24.5 W), and LMPP4 (47.16 V, 11.08 W). Among the local peaks, LMPP2

is the global peak for the given PSC. Hence, all the MPPT algorithms presented in this work are

tested with the multi-peak P-V curve.

From simulation results of P&O algorithm shown in Figure 3.6.b), it is observed that

tracking of GMPP on multi-peak P-V curve is not possible as it may be struck at any local MPP.

For the present PSC case, P&O algorithm track MPP at LMPP3, and it is not GMPP. Even

though P&O algorithm and the proposed GMPPT method draw the same amount of power

under uniform irradiance conditions, i.e., 99.99 W and 99.98 W respectively, the proposed

57



CHAPTER 3. MODIFIED PSO-BASED MPPT TECHNIQUES FOR PV SYSTEM UNDER PSC Section 3.2

0
20
40

60

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time(sec)

0
1

2
3

Vmp: 21.85 V

Tmp: 0.3856 sec

Imp: 1.583 A

V
p

v
 (
V

)
I p

v
 (
A

)

(a) 

P
p
v
 (
W

)

0
20

40

60

Pmp: 34.57 W

0
20
40
60

0
20
40
60

Pmp: 34.47 W

Vmp: 21.05 V

V
p

v
 (
V

)
I p

v
 (
A

)
P

p
v
 (
W

)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time(sec)

0
1
2
3

Tmp: 0.4018 sec

Imp: 1.636 A

(b) 

0
20
40
60

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time(sec)

0
1
2
3

Pmp: 34.5 W

Tmp: 0.1758 sec

Imp: 1.571 A
V

p
v
 (
V

)
I p

v
 (
A

)
P

p
v
 (
W

)

(d) 

0
20
40
60

Vmp: 21.96 V

0
20

40

60
Vmp: 21.12 V

V
p
v
 (
V

)
I p

v
 (
A

)
P

p
v
 (
W

)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time(sec)

0
1
2
3

Tmp: 0.2111 sec

Imp: 1.634 A

(c) 

0
20

40

60
Pmp: 34.51 W

Figure 3.8: Simulation results of PSO based GMPPT algorithms under PSC a) PSO, b) ELPSO,
c) AVPSO, d) ELAVPSO.
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Figure 3.9: Simulation results of velocity variations of a) PSO, b) ELPSO, c) AVPSO, d)
ELAVPSO GMPPT techniques.
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Table 3.3: Simulation results of MPPT techniques.

P&O PSO ELPSO AVPSO Proposed
Tmp (sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic

Uniform
(GMPP=100 W) 0.16 99.99 99.99 0.402 99.98 99.98 0.524 99.98 99.98 0.2431 99.96 99.96 0.1715 99.98 99.98

PSC
(GMPP=34.59 W) 0.07 24.43 70.62 0.3856 34.57 99.94 0.402 34.47 99.65 0.211 34.51 99.77 0.1758 34.5 99.77

GMPPT method extracts more power under partially shaded conditions. From the simulation

results shown in Figure 3.8 and Table 3.3, the Pmp achieved by the proposed method is 34.5

W, whereas P&O draws 24.43 W only. There is a power difference of 10.07 W between Pmp

achieved by the proposed GMPPT method and P&O algorithm. All the PSO GMPPT algorithms

can reach GMPP; among all algorithms, ELAVPSO GMPPT algorithm takes the lowest time

and iterations to reach the global peak. Further, the P&O MPPT technique has an advantage

over PSO GMPPT methods, such as fewer power oscillations during transient part of MPPT

in uniform irradiance conditions, and this motivated the authors of this thesis to propose the

shading detection technique, as discussed in section 3.2. The change in velocity of each particle

of the PSO GMPPT algorithms is shown in Figure 3.9. With conventional PSO based GMPPT,

global peak can be reached, but during tracking, when the velocity of particles is not limited,

the position of particles may go outside the search space, and it takes ten iterations to converge.

In the ELPSO GMPPT technique, the leader is updated in any of three mutations. Hence global

peak is found without any premature convergence. The ELPSO algorithm takes a tracking time

Tmp = 0.4018 sec, which is more than that of the conventional PSO algorithm. This is due to

the fact that the number of population applied in each iteration is more, and the velocity of the

particles is not limited. With the AVPSO algorithm, GMPP is reached in time Tmp = 0.2111

sec, and within five iterations, all particles converge, and the velocity is limited to velmax = 0.16

which helps to avoid the skipping of any local MPP and thus avoid the premature convergence.

The proposed ELAVPSO algorithm takes advantage of both ELPSO and AVPSO algo-

rithms as it takes less time to converge in both cases of irradiance conditions. Even under PSC

also ELAVPSO algorithm takes tracking time of Tmp = 0.1578 sec, and in steady-state, it oper-

ates at global peak Pmp = 34.58 W and Vmp = 21.96 V.

Case (3): When weather conditions are dynamic, changing from uniform to PSC, the proposed

shading detection technique is simulated, and the result is shown in Figure 3.10. Time instants
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Figure 3.10: Simulation results of proposed shading detection technique.

0 to 6 indicates a sequence of algorithms applied to change in irradiance conditions. At instant

0 shading detection is started and VS-P&O algorithm uses three duty ratios d1 = 0.1,d2 = 0.5

and d3 = 0.9 for scanning P-V curve.

At instant 1 based on (3.15) a single-peak is detected and a fixed-step P&O algorithm

with a small value of perturbation ∆d= 0.001 is used for tracking MPP from initial duty ratio

dim f inal where dim f inal is the duty ratio which gives maximum power during the scanning of P-

V curve among di f inal . At instant 2, irradiance change is detected, and the algorithm changed

from fixed-step P&O algorithm to VS-P&O algorithm for scanning P-V curve. At instant 3,

multi-peak P-V curve is detected, and ELAVPSO GMPPT technique is activated with the initial

population as given in (3.16). After reaching convergence criteria, GMPP is found, and at

instant 4, a fixed-step P&O algorithm is activated to continue tracking of GMPP. At instant 5,

again irradiance changes from PSC to uniform and VS-P&O algorithm is activated to detect

the type of P-V curve. Since, uniform irradiance is applied after instant 5 onwards, at instant

6, the proposed shading detection finds a single-peak P-V and then fixed-step P&O algorithm

is activated. Therefore, with this proposed shading detection technique, the GMPPT algorithm

is used for tracking GMPP under PSC, in uniform irradiance conditions, conventional P&O

algorithm is applied.
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Figure 3.11: Experimental setup.

3.2.6.2 Hardware prototype and experimental validation of proposed algorithms

To validate the proposed algorithms experimentally, a laboratory prototype of the Dc-DC boost

converter shown in Figure 3.11 is used as an MPPT converter. The details of the prototype are

Table 3.4: Details of the prototype used for experimental validation.

S.No Component Specifications

1 PV Simulator Each Module Rating VOC = 14 V ,
ISC = 2.5 A,VMPP = 11.25 V,
PMPP = 25 W.

2 dSPACE Control
Control Board RTI platform

support RTI1104
3 Power Switch MOSFET IRF840
4 Power Diode MUR1560
5 Inductor 7 mH
6 Buffer Capacitor 22 µF
7 Output Capacitor 22 µF
8 Resistive Load 100 Ω

9 Switching Frequency 20 KHz
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Figure 3.12: I-V and P-V curves used for emulating a) uniform irradiance, b) PSC.
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Figure 3.13: Experimentally obtained results of P&O MPPT algorithm under a) uniform irradi-
ance, b) PSC.

given in Table 3.4. The behavior of the PV string under uniform and PSC are emulated with I-V

and P-V curves shown in Figure. 3.12 by using a Chroma made 62100H-600S PV simulator.

A) Experimental validation under uniform irradiance

Experimental validation of uniform irradiance conditions is done with emulation of single-

peak P-V curve and MPP is at (Pmp = 100 W,Vmp = 45.27 V ). All the algorithms are made

to run with the same sample time Ts = 0.5 sec. P&O algorithm is made to run with initial

duty d = 0.3 and ∆d = 0.05. From the results shown in Figure 3.13.a), the P&O algorithm

tracks the MPP in 4 sec and the results obtained are (Pmp = 97 W,Vmp = 45.54 V ). All

the PSO algorithms are made to run under the same constraints and results are shown in

Figure 3.14. Conventional PSO GMPPT technique tracks GMPP within 20 sec and the

results obtained are (Pmp = 99.92 W,Vmp = 45.34 V ). Duty ratio oscillations are more in

the initial stage of tracking, and all particles converge in steady-state, which results in zero
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Figure 3.14: Experimentally obtained results of PSO based GMPPT algorithms under uniform
irradiance a) PSO, b) ELPSO, c) AVPSO, d) ELAVPSO.

steady-state power oscillations. ELPSO algorithm uses the mutations to avoid premature

convergence and takes more time to converge because of more particles in each iteration.

The results obtained with ELPSO GMPPT technique are (Pmp = 99.95 W,Vmp = 45.21 V ),

and reach the GMPP in 23 sec. The AVPSO GMPPT technique results in less voltage

variations during tracking than PSO and ELPSO algorithms and takes less time to converge

due to its adaptive velocity nature. The results obtained with AVPSO GMPPT technique are

(Pmp = 99.98 W,Vmp = 45.22 V ), and it reaches GMPP in 14 sec.

The proposed ELAVPSO GMPPT technique reaches GMPP faster than conventional PSO,

ELPSO, and AVPSO GMPPT techniques because of its superior leader enhancement capa-

bility and adaptive velocity. The results obtained with ELAVPSO GMPPT technique are

(Pmp = 99.99 W,Vmp = 45.21 V ), and it takes 9 sec to reach GMPP.

B) Experimental validation under irradiance changes

Irradiance changes are emulated with two conditions: first, a 40-sec single-peak P-V curve

is applied and after that multi-peak P-V curve is applied. Irradiance change is detected with
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Figure 3.15: Experimentally obtained results of PSO based GMPPT algorithms under irradiance
changes a) PSO, b) ELPSO, c) AVPSO, d) ELAVPSO.

Table 3.5: Experimentally obtained results of MPPT techniques.

P&O PSO ELPSO AVPSO Proposed
Tmp (sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic

Uniform
(GMPP=100 W) 6 99.5 99.5 20 99.9 99.9 21 99.9 99.9 12 99.8 99.8 9 99.9 99.9

PSC
(GMPP=38.8 W) 1 30.2 77.83 22 30.3 78.09 24 38.6 99.48 12 38.7 99.74 12 38.7 99.74

(3.17) and (3.18). From the Figure 3.13.b), P&O algorithm is not able to track GMPP, and

the operating point under PSC is (Pmp = 30.2 W,Vmp = 31.57 V ), and it operates at LMPP3.

Thus, PSO algorithms are tested for achieving GMPP and results are shown in Figure 3.15

and Table 3.5. Conventional PSO algorithm takes more time to converge under PSC due

to oscillations of particles before convergence which may lead to premature convergence.

Hence, ELPSO algorithm is tested for irradiance changes, and it is able to reach GMPP

without any tendency of premature convergence, but it takes more time for convergence

because of increased particles in the form of mutations. AVPSO algorithm results in almost

the same tracking time for both the irradiance conditions.

But, as discussed in section 3.2.4, ELAVPSO algorithm results in faster convergence and

from the observations in simulation and experimental results, performance comparison be-
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Figure 3.16: Experimentally obtained results of the proposed shading detection technique.

tween PSO algorithms is given in Table 3.6. Since ELAVPSO algorithm results in faster

tracking, it is used as GMPPT algorithm in the proposed shading detection technique.

C) Experimental validation of proposed shading detection technique

The proposed shading technique is verified under three irradiance changes. For the first 30-

sec uniform irradiance is emulated with a single-peak P-V curve, for the next 40 sec PSC

Table 3.6: Performance comparison between PSO algorithms.

S.No Algorithm Parameter Control Mutations to Convergence
Global Best Speed

1 PSO Remains constant - slow
2 ELPSO Remains constant Three mutations slow
3 AVPSO Adaptive - fast
4 ELAVPSO Adaptive Three mutations faster
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is emulated with multi-peak P-V curve, and in the last 30 sec uniform irradiance is applied

as shown in Figure 3.16. After the PV simulator is on, shading detection is done with VS-

P&O algorithm. It detects uniform shading because of which fixed-step P&O algorithm

is activated with perturbation ∆d = 0.01. When irradiance change is found at t = 30 sec,

shading detection is activated, and multi-peak P-V curve due to PSC is found. Thus the

proposed GMPPT technique ELAVPSO is activated to detect GMPP. Once the global peak

is found, fixed-step P&O algorithm is operated until irradiance change is detected. At t =

70 sec, uniform shading is introduced, and the proposed shading detection algorithm finds

the single-peak, and tracking is continued with fixed-step P&O algorithm. From the results,

it is evident that the necessity of GMPPT technique is to find GMPP only when PSC occurs.

During uniform shading, the conventional algorithm is able to track MPP.

3.3 Proposed hybrid GMPPT technique based on adaptive butter-
fly PSO and P&O algorithms

In the proposed ELAVPSO based GMPPT technique discussed in the previous section.

3.2, mainly premature convergence and complexity of parameter tuning are minimized. How-

ever, the other drawback of PSO-based GMPPT technique, i.e., high power oscillations dur-

ing the exploration phase, remains when ELAVPSO is used alone without shading detection.

This is mainly due to full tracking of GMPP is done only with the PSO technique under PSC,

which involves unnecessary exploration of search space even after reaching the GP region.

Since MPPT is an on-line/hardware-based search process, the five mutations applied to global

best are nothing but increasing population size, and it causes more tracking time as well as

high power oscillations. Hence to solve the problem of high power oscillations in PSO-based

GMPPT techniques, the solutions found in the literature are: 1) reducing exploration phase, and

2) distribution of particles in the limited search space.

Hence, in this chapter, a new hybrid PSO-based GMPPT technique is proposed to get

accurate and faster GMPP tracking with reduced power oscillations. To reduce the exploration

phase of the SC technique, it is used only to identify the GP region and in that region gradi-

ent based technique (P&O) is used to track exact GMPP. Since GP region identification is the

most important in this hybrid method, for switching between two algorithms, sensitivity fea-

ture of BF-PSO helps to identify the vicinity of GP region accurately, and BF-PSO is the best
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alternative to ELPSO which improve the exploration capability of PSO algorithm without in-

creasing the population size of the search in on-line-PV MPPT. Hence, BF-PSO is selected as

SC technique in the proposed hybrid GMPPT technique.

3.3.1 Butterfly PSO algorithm

The butterfly PSO algorithm is derived from the basic PSO algorithm. It uses the but-

terfly swarm intelligence to find the optimal location based on the sensitivity of the flower, and

the probability of nectar. The location of nectar (food source) represents the global best and the

amount of nectar (food) is represented with fitness [30]. Hence, new parameters sensitivity and

probability are added in the velocity and particle update equations of the basic PSO algorithm.

Sensitivity is expressed using a mathematical function:

sk = exp−
(IT Rmax−IT Rk)

IT Rmax (3.20)

where sk is the sensitivity of kth iteration, IT Rmax is the maximum iteration count for conver-

gence, and IT Rk is the kth iteration count. The probability is expressed as:

pk =
f itness(gbestk)

∑( f itness(lbestk))
(3.21)

where pk is the probability of kth iteration, f itness(gbestk) is the fitness of global best in the

kth iteration, and f itness(lbestk) is the fitness of local best in the kth iteration. The values of

acceleration coefficients c1 and c2 are kept constant and same as the PSO algorithm. Weight

factor w is expressed as

wk =
(IT Rmax− IT Rk)

IT Rmax
(3.22)

where wk is the weight factor of kth iteration, IT Rmax is the maximum iteration count for conver-

gence, and IT Rk is the kth iteration count. Therefore, the velocity and particle update equations
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of BF-PSO algorithm are given as:

velk+1
i = wk× velk

i + sk× (1− pk)× c1× r1×
(

Xlb i−Xi
k
)
+ c2× r2×

(
Xgb−Xk

i

)
(3.23)

Xk+1
i = Xk

i +αk× velk+1
i (3.24)

where i indicates particle number, k indicates the present iteration, w is weight factor which

ranges from 0.4 to 0.9, c1 is cognitive factor which ranges from 0.1 to 2, c2 is social factor

which ranges from 0.1 to 2, r1 and r2 are random numbers εR(0,1), sk is the sensitivity of kth

iteration, pk is the probability of kth iteration and αk is the time-varying probability coefficient

given in (3.25).

αk = rand× pk (3.25)

where rand is the random number and ranges [0-1].

The sensitivity and probability in (3.23) lead to faster convergence and more accurate

solutions. But these are tuned deterministically and depend on maximum iteration count. In

the case of the PV MPPT problem, each particle is applied to the MPPT controller for a fixed

sample time to evaluate the fitness. Hence, the convergence speed depends on the number of

population in each iteration and maximum iterations required for convergence. At the beginning

of the search process, estimating the maximum iterations required is difficult. If maximum

iteration count considered is large, it affects the convergence speed because of oscillations of

weight factor even after reaching the GP region and causes slower convergence. If it is small, the

optimum solution may not be reached and causes premature convergence. In the standard PSO

algorithm, the convergence occurs after a large number of iterations due to the improper setting

of algorithm parameters. Hence, in the proposed technique, conventional BF-PSO algorithm

parameters are tuned adaptively and are independent of the maximum number of iterations.

The adaptive sensitivity parameter is used to detect the global region accurately.
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3.3.2 Adaptive butterfly PSO algorithm

In this thesis, adaptive parameter control is used to avoid the time-dependent nature of

deterministic parameter control of the BF-PSO algorithm. The sensitivity and weight factors

are made adaptive based on feedback from the search process.

3.3.2.1 Adaptive sensitivity

Sensitivity and probability are the main features of the BF-PSO algorithm, which controls ex-

ploration and exploitation. Sensitivity varies from [0-1], and its value is low during the starting

of exploration and high during exploitation. Hence in this thesis, adaptive sensitivity is derived

based on the distance between maximum and minimum particle positions in each iteration. The

distance between randomly distributed particles is more during the beginning of exploration,

and it reduces as exploitation is reached,i.e., when all the particles come to the GP region.

Hence, the proposed adaptive parameter control inherits the sensitivity parameter control of the

basic BF-PSO algorithm, and it makes the parameter control independent of the maximum iter-

ation count. The adaptive sensitivity in the proposed adaptive BF-PSO (ABF-PSO) algorithm

is given by (3.26).

sk = exp−
(Xk

max−Xk
min)

ub (3.26)

where Xk
max is the maximum value of particle position in kth iteration, Xk

min is the minimum value

of particle position in kth iteration, and ub is the upper bound of search space.

3.3.2.2 Adaptive weight factor

The weight factor of the BF-PSO algorithm is given in (3.22) and varies with respect to the

iteration count. At the beginning of exploration, value is high and decreases as the exploitation

reaches. An adaptive weight factor is proposed in this chapter to avoid unnecessary oscillations

of weight factor even after reaching the GP region, as given in (3.27).

wk =
(Xk

max−Xk
min)

ub
(3.27)
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where Xk
max is the maximum value of particle position in kth iteration, Xk

min is the minimum value

of particle position in kth iteration. The adaptive weight factor inherits the features of (3.22),

and its value becomes smaller as the global peak region is reached. Hence, the deterministic

parameter control of the BF-PSO algorithm can be replaced with adaptive parameter control

proposed in the ABF-PSO algorithm for the PV MPPT problem.

3.3.3 Hybrid GMPPT technique based on adaptive butterfly PSO and

P&O algorithms

Even though the ABF-PSO algorithm avoids the deterministically tuned parameters in

the BF-PSO algorithm, it cannot stop the exploration until all the particles meet the given con-

vergence criterion. Even though the optimum solution is found before exploitation, because of

lower fitness particle, convergence is delayed. Hence, it results in the unnecessary exploration of

search space even after reaching the GP region, which leads to slower tracking of GMPP. Hence,

in the proposed hybrid GMPPT technique ABF-PSO and P&O, first GP region is identified with

the adaptive control parameter sensitivity (s), which depends on the distance between the max-

imum and minimum position of the particles in each iteration. Since the adaptive sensitivity

factor in the ABF-PSO algorithm is derived based on the distance between particle positions in

the search space, it can guarantee a global peak region based on the condition that its value is

more than a threshold value. When s reaches a threshold value (=0.7), the solution obtained,

which may be a complete or partial solution, is given to the variable step P&O (VS-P&O) by

which unnecessary power oscillations in the GP region are avoided, and faster tracking can

be achieved. The threshold value of s is important in identifying the GP region; a large value

results in complete exploitation of the ABF-PSO algorithm, while a small value results in the

inclusion of both local peak and GP regions. Hence, Based on the threshold value of s, the

solution obtained, which may be the complete or partial solution, is given to the VS-P&O by

which unnecessary power oscillations in the GP region are avoided, and faster tracking can be

achieved. If complete tracking of GMPP is done with ABF-PSO only, it causes unnecessary

exploration of search even after reaching the GP region by which tracking time is increased.

Hence, in the proposed hybrid GMPPT technique, the ABF-PSO GMPPT technique is used

only for identifying the GP region. The GP region can be identified with the adaptive sensi-
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tivity factor, and in that region, tracking GMPP is continued with a variable step P&O MPPT

algorithm.

The perturbation in variable step size of P&O algorithm [53–55] is calculated by (3.13).

Because of the smaller value of dP
dV as the peak is reached, it leads to a smaller step size because

of which there are smaller power oscillations in the steady-state tracking by P&O as compared

to fixed-step size [13]. Since the steady-state tracking is continued with the P&O algorithm and

ABF-PSO stops exploration when the GP region is identified, to start the exploration of search

space to find the new GMPP due to irradiance change, particles of ABF-PSO GMPPT technique

should be reinitialized to find the new GMPP.

3.3.3.1 Reinitialization of particles under irradiance changes

In the algorithm point of view, choosing the initial position of particles based on the estimated

knowledge of global best helps in finding accurate optimum value without premature conver-

gence. Hence, there should be proper initialization of particles at the beginning of the explo-

ration of search space for identifying an accurate GP region.

In PV MPPT, when Irradiance changes, i.e., either increase or decrease in irradiance,

result in shifting of GMPP to the right or left of the present GMPP [51]. In PSO-based MPPT

algorithms, the operating point is fixed at the global best after reaching the convergence cri-

teria. Hence, to find the change in GMPP due to change in irradiance, the reinitialization of

particles of PSO-based algorithms is necessary. The shift in the global peak depends on the pre-

vious irradiance value and magnitude of irradiance change. By considering medium irradiance

changes, the new GMPP for the next irradiance change may be nearer to the present GMPP.

In the case of severe non-uniformity in the irradiance pattern during irradiance change, it may

result in new GMPP, which could be far from the previous GMPP. By considering both the

possible cases of irradiance, i.e., medium and severe non-uniformity in the irradiance change, a

novel reinitialization method is proposed in this hybrid GMPPT technique.

Since in the proposed hybrid GMPPT technique, ABF-PSO GMPPT technique is used

only for identifying GP region and at the end of this identification stage, all the particles lie

in the vicinity of GP region and the best solution obtained so far will be given to the P&O

algorithm, which will continue further tracking. Hence, the knowledge of particles in the last
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Figure 3.17: Proposed reinitialization method during a) medium irradiance change, b) severe
non-uniformity in irradiance change, c) irradiance increase, d) irradiance decrease.
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iteration of identifying the GP region stage for the previous irradiance conditions can be used

as initial values in the reinitialization process for starting exploration of search space for iden-

tifying the new GMPP after irradiance change by considering both the GMPPS are nearer. In

the case, if the new GMPP is far from the present GP region where most of the particles are

distributed as per the proposed reinitialization, to cover the other parts of the search space, one

of the particles in the list is kept at the boundary of search space based on increase or decrease

in irradiance. Irradiance change can be identified with a change in power. If N is the number

of particles or search agents and k is the iteration count of the GP region identification stage,

during reinitialization of particles, first particles of kth iteration are sorted in ascending order.

Either maximum or minimum particle position, which is Nth or first particle in the sorted list

is kept at the boundary of search space based on the change in irradiance condition, i.e., either

increase or decrease as shown in Figure 3.17. The remaining (N-1) particles are in the same

position as the previous GP region identification stage. The change in irradiance patterns from

pattern-1 to pattern-2, pattern-1 to pattern-3, which can be used to explain the proposed reini-

tialization when the new GMPP after irradiance change is nearer and far to previous GMPP as

shown in Figure 3.17. In Figure 3.17.a), when irradiance decreases from pattern-1 to pattern-2,

maximum duty ratio particle will be kept at the upper boundary of search space, and the three

remaining particles are kept in the same position as they are in the GP region of pattern-1. Dur-

ing irradiance increase from pattern-2 to pattern-1, minimum value duty ratio is kept at lower

bound of the search space, and remaining particles are kept in the same position as they are in

the GP region of pattern-2. Since both the GMPPS are nearer due to medium irradiance change,

the proposed reinitialization of particles covers the GP region of both the changes of irradiance,

and it helps in identifying an accurate GP region. In the case if the GMPPS are far as shown

in Figure 3.17.b), when irradiance decrease from pattern-1 to pattern-3 which is considered as

severe non-uniformity in irradiance, the maximum value of duty ratio is kept at upper bound and

the remaining particles are kept in the same position as they are in the GP region of pattern-1.

Since both the GMPPS are far away, the particles kept at boundaries help to explore the search

space, which includes new GMPP. Hence, the proposed reinitialization helps in identifying the

GP region accurately for any irradiance changes.
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3.3.3.2 Steps to implement the proposed GMPPT technique

The sequential process of the proposed hybrid GMPPT technique is indicated from stages 1 to

20, which are marked in the flowchart shown in Figure 3.18. Steps to implement the proposed

hybrid GMPPT technique are:

I) Initialize four particles dc[i] which are uniformly distributed in the search space limited

from ub=0.85 to lb=0.1, set particle count u=1. Set fitness of particles p[i] and their best

positions Pbest [i] to zero.

II) Apply each particle from u=1 – 4 to the MPPT converter to find their fitness as shown in

flowchart stages 2 to 6. If any particle has the better fitness in the present iteration, update

Start

Set u=1, initialize particles dc[i], fitness p[i], best 

position Pbest[i] where i=1 to 4.
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find its fitness Ppv.

Find gbest, maximum and minimum position of 
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Figure 3.18: Flowchart of the proposed hybrid GMPPT technique based on ABF-PSO and P&O
algorithms.
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the particle fitness and its best position as given in stage 4.

III) Find better fitness particle gbest among the four particles, maximum and minimum position

of particles, and calculate coefficients sensitivity as given in (3.26), probability as given in

(3.21), weight factor as given in (3.27) and alpha as given in (3.25)

IV) Check for convergence criteria: is sensitivity ’s’ greater than the threshold or not? if

[i] No, Update velocity and particle position by using (3.23) & (3.24). Set u=1 to start

next iteration and repeat the steps I to IV.

[ii] Yes, the global region is identified and calls the variable step P&O to start tracking

GMPP from the best solution obtained in the ABF-PSO. Initialize the variables in P&O as

given in stage 11.

V) Calculate M from the change in power dP, dV, and find dI. Calculate the perturbation step

size by using (3.13).

VI) Apply perturbation to duty ratio based on the change in power as given in (3.12).

VII) Check for irradiance change. if

[i] No change is identified; save the present value of duty ratio, voltage, and power as

given in stage 16 and repeat steps V and VII.

[ii] Change in irradiance identified; apply proposed reinitialization of particles as

shown in stages 17-20. First, sort the particles in ascending order: if irradiance decrease

is identified through the change in power; set the last particle in the list dc[4]=ub, if irra-

diance increase is identified; set the first particle in the list dc[1]=lb. Repeat the steps I to

VII.
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3.3.4 Simulation and experimental results

3.3.4.1 Simulation results

The proposed hybrid GMPPT technique and other conventional MPPT techniques are tested

with MATLAB/ Simulink model of PV string connected to a DC-DC boost converter, which

is used as MPPT converter, as shown in Figure 3.19. The details of the PV system and boost

converter are given in Table 3.7. The uniform and complex partially shaded conditions are emu-

lated with different irradiance patterns of 3S-1P short string and 6S-1P long string arrangement

shown in Figure 3.19. a) and their P-V characteristics are shown in Figure 3.20 and details of ir-

Table 3.7: Details of the PV system and ratings of boost DC-DC converter used in the simula-
tion.

S.No Parameter Specifications

1 Number of modules in the string Short string-3
Long string-6

2 Each module rating Voc = 19.25 V, Isc = 2.502 A,
Vmpp = 14.97 V, Pmpp =33.3 W.

3 Inductance, L 7 mH
4 Output capacitance, Cout 22 µF
5 Input buffer capacitance, Cin 22 µF
6 Load Resistance, RL 185 ohm
7 Switching Frequency, fs 50 KHz
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Figure 3.19: a) PV string arrangement, b) PV string connected to DC-DC boost MPPT con-
verter.
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Figure 3.20: P-V curves under different patterns a) 3S-1P short string, b) 6S-1P long string.

Table 3.8: Details of irradiance patterns used for simulation and hardware.

String Type
Irradiance

Pattern
Irradiance profile (KW/sq.mt) Number of

Peaks
Global Peak

P1 P2 P3 P4 P5 P6 Vgp (V) Igp(A) Pgp(W)

3S-1P
Short String

Pattern-1 1 1 1 – – – 1 45.6 2.18 99.4
Pattern-2 1 0.5 0.5 – – – 2 47.4 1.05 50.01
Pattern-3 0.8 0.3 0.1 – – – 3 13.64 1.71 23.42

6S-1P
Long String

Pattern-4 1 1 0.8 0.6 0.6 0.4 4 79.59 1.32 105.4
Pattern-5 1 1 0.8 0.6 0.4 0.2 5 63.54 1.35 85.96
Pattern-6 1 0.7 0.5 0.4 0.3 0.2 6 63.12 0.87 54.98

radiance patterns are given in Table 3.8. Temperature of each module is considered constant and

same (T = 25oC). All the MPPT algorithms are simulated with the same constraints; sample

time Ts = 15 msec, population count = 4, search space limits ub=0.85 & lb=0.1, and remaining

parameters are given in Table 3.9.

Results shown in Figure 3.21 are used to verify the performance improvement of the

proposed hybrid GMPPT technique in terms of faster tracking over its counterpart BF-PSO

GMPPT techniques. From the simulation results, it is observed that all three GMPPT tech-

Table 3.9: Details of algorithm parameters used for simulation and hardware.

S.NO Algorithm Parameters
1 P&O ∆d = 0.03, d init = 0.1
2 PSO w = 0.4, c1 = 1.2, c2 = 2, vel max = 0.18

3 PSO P&O
w = [0.1 1], c1 = [1 2],c2 = [1 2]
vel max = 0.18, itr max = 20, ∆d = 0.01

4 GWO P&O itr max = 20, ∆d = 0.01
5 BF-PSO c1 = c2 = 2, itr max = 20, vel max = 0.18
6 ABF-PSO P&O M = 0.01, ∆dmax = 0.03, ∆dmin = 0.001, vel max = 0.18
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niques can reach GMPP of the single-peak curve resulting from pattern-1, i.e., due to uniform

irradiance conditions. In BF-PSO GMPPT technique, tracking is continued until the given con-

vergence criteria (maximum iteration count = 10) is reached and algorithm control parameters

are time-varying and highly dependent on the maximum iteration count, The results obtained

in the steady-state are Pmpp = 99.33 W, Vmpp = 45.69 V, Impp = 2.174 A, dmpp = 0.6526, and

Tmpp = 0.6 sec. Slow tracking is mainly due to wrongly estimated maximum iteration count,

and it may take a longer time for convergence or tracking GMPP with a large iteration count.

In the ABF-PSO GMPPT technique, the dependency of control parameters on unknown

maximum iteration count required for convergence is avoided by the adaptive weight factor and

sensitivity as given in (3.27) & (3.26). These adaptive parameters can influence the exploration

and exploitation of ABF-PSO and result in a faster tracking time of Tmpp = 0.408 sec shown

in Figure. 3.21. (b). Even though the ABF-PSO GMPPT technique can give faster tracking

than the conventional BF-PSO GMPPT technique, tracking speed can be further improved with

0 10 20 30 40 50   
0

20

40

60

80

100

120
Pattern-1

P
p
v
 i

n
 w

at
ts

Vpv  in volts

GP1

GP- Global Peak (45.6 V,99.4 W)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.2
0.4
0.6
0.8

0

50

100

0

50

Time(sec)

Pmpp: 99.33 W 

(GP1)
Ppv (W)

Vpv (V)Vmpp: 45.69 V

(a)

0
1
2
3

Tmpp: 0.6 sec

Impp: 2.174 A Ipv (A)

dmpp: 0.6526

Duty ratio (d)

Time(sec)(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.2
0.4
0.6
0.8

1
dmpp: 0.6508

0

50

100

0

50

0
1
2
3

Tmpp: 0.408 sec

Pmpp: 99.37 W 

(GP1)

Impp: 2.179 A

Ppv (W)

Vpv (V)

Ipv (A)

Vmpp: 45.53 V

Duty ratio (d)

Time(sec)(c)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.2

0.4
0.6
0.8

0

50

3

0

50

100

0
1
2

Tmpp: 0.211 sec

Pmpp: 99.39 W 

(GP1)

Impp: 2.165 A

Ppv (W)

Vpv (V)

Ipv (A)

Vmpp: 45.66 V

ABF-PSO

P&O Duty ratio (d)

dmpp: 0.6369

Figure 3.21: Simulation results of GMPPT techniques a) BF-PSO, b) ABF-PSO, c) Proposed
hybrid GMPPT technique.
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the integration of the ABF-PSO and P&O. From simulation result shown in Figure 3.21. (c),

ABF-PSO gives a partial solution to VS-P&O, and tracking GMPP is achieved within a short

time Tmpp = 0.211 sec. From the simulation results obtained, it is observed that the proposed

hybrid GMPPT technique is much faster than conventional BF-PSO and ABF-PSO GMPPT

techniques. The variation of parameters of the BF-PSO and ABF-PSO GMPPT technique dur-

ing the search process is shown in Figure 3.22. From the simulation result, it is verified that

the adaptive sensitivity factor which uses feedback from search, i.e., the distance of maximum

and minimum particle positions, helps in faster convergence. It also helps in identifying the GP

region.

The performance of the proposed hybrid GMPPT technique under uniform and shading

conditions is compared with both conventional and hybrid techniques shown in Figure 3.23,

and the results are tabulated in Table 3.10. To measure the accuracy of tracking, static MPPT

efficiency ηstatic can be used which is given by (3.28)

%ηstatic =
Ppv

Pmp
×100 (3.28)

where PPV is the power measured at steady-state, Pmp is the actual maximum power. Since

the uniform irradiance pattern (pattern-1) results in a single-peak P-V curve, all the five MPPT

techniques can reach GMPP. However, for the multi-peak P-V curve, which is due to partially

shaded conditions (Pattern-3), the conventional P&O MPPT technique can track the immedi-

ate peak just after the irradiance change and in this case, it tracks only local peak LP31 due
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Figure 3.22: Simulation results of parameter variation of GMPPT techniques a) BF-PSO, b)
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Figure 3.23: Simulation results of MPPT techniques a) P&O, b) PSO, c) PSO-P&O, d) GWO-
P&O, e) Proposed hybrid GMPPT technique.

to its hill-climbing nature. Whereas the remaining swarm intelligence (SI) based techniques;

conventional PSO, and hybrid GMPPT techniques: PSO-P&O [37], GWO-P&O [38], and the

proposed hybrid GMPPT technique can track the global peak. Because of fixed control param-

eters in conventional PSO-based GMPPT technique, there are unnecessary oscillations even

after reaching the GP region, and it results in slow tracking (Tmpp1 = 0.683 sec and Tmpp3 =

0.767 sec). Even though the parameters in PSO-P&O based hybrid GMPPT technique [37]

are deterministically tuned, the over estimated maximum iteration count (= 20) causes for slow

convergence (Tmpp1 = 0.618 sec and Tmpp3 = 0.46 sec) to identify the GP region and fixed-step

P&O in steady-state results in constant power oscillations. Even in GWO assisted P&O based

MPPT technique [38] also slow tracking (Tmpp1 = 0.36 sec and Tmpp1 = 0.68 sec) is due to the

dependency of parameters on maximum iteration count. The proposed hybrid method achieves
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fast-tracking (Tmpp1 = 0.2624 sec and Tmpp3 = 0.198 sec) over the other methods with the help

of adaptive sensitivity and weight factor, which depends on the feedback of distance between

particles. The power oscillations in the steady-state are minimized by using variable step P&O

which has the small step size after reaching GMPP over the fixed-step P&O. From the results

obtained, it is evident that the proposed hybrid GMPPT method tracks the GMPP in less time

under both cases of irradiance when compared with other MPPT techniques.

Simulation results shown in Figure 3.24 are used to verify the concept of the reinitial-

ization of particles under irradiance changes. The shift in GMPP may be nearer or far to the

present GMPP after irradiance change due to medium and severe nonuniformity in irradiance,

which are simulated with the change in irradiance patterns from pattern-1 to pattern-2 and from

pattern-2 to pattern-3 respectively. In the conventional PSO GMPPT technique, when irradiance

change is identified, particles need to be reinitialized in the search space without the knowledge

of shift in GMPP due to irradiance change. Hence, in the Figure 3.24.a), it causes the slow

tracking Tmpp1 = 0.453 sec,Tmpp2 = 0.247 sec, and Tmpp3 = 0.318 sec respectively for three

irradiance patterns. Apart from the slow tracking, the selection of same initial particles dur-

ing reinitialization for all irradiance changes along with improper parameter setting may cause

premature convergence. In this case, the conventional PSO-based MPPT technique tracks the

local peak LP31 = 18.84W , whereas GMPP for the pattern-3 is GP3 = 23.42W . The results

obtained with the ABF-PSO and P&O GMPPT technique with and without proposed reinitial-

ization are compared with the help of results obtained in Figure 3.24.b) and Figure 3.24.c) to

know the effectiveness of proposed reinitialization technique. When irradiance changes from

pattern-1 to pattern-2, which is considered as medium irradiance change, GMPP of pattern-2

after irradiance change is nearer to GMPP of pattern-1. Hence, based on the proposed reini-

tialization of particles, when same particles which are at the last stage of previous GP region

identification stage of pattern-1 is used for the reinitialization of particles in pattern-2, it results

in fast-tracking of GMPP, i.e., Tmpp2 = 0.102 sec whereas without the proposed reinitialization

it takes Tmpp2 = 0.27 sec. When the shift in GMPP far from present GMPP of pattern-2 after

irradiance changes to pattern-3, because of the extreme particles in the sorted list which are

kept at boundaries of search space allows the exploration of new GMPP without restricting the

exploratory nature of proposed PSO-based algorithm only to the small region, i.e., previous

GP region in the search space. Because of the proposed adaptive parameter setting and added
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Figure 3.24: Simulation results of GMPPT technique under irradiance changes a) PSO, b) ABF-
PSO and P&O without proposed reinitialization, c) ABF-PSO and P&O with the proposed
reinitialization.
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features of BF-PSO like sensitivity and probability, the proposed GMPPT tracks the GMPP

accurately, and results obtained are Pmpp3 = 23.42 W, and Tmpp3 = 0.26 sec. Hence, from the

simulation results, it is evident that the proposed reinitialization of particles gives faster tracking

of GMPP in the case of medium irradiance changes when the shift in GMPP after irradiance

change is nearer to previous GMPP.

Since the PSO-based MPPT techniques are population-based GMPPT techniques, where

the particles explore the entire search space because of which there are oscillations in the wave-

forms. Whereas SI technique (ABF-PSO) used only for identifying GP region in the proposed

hybrid GMPPT technique and small step size of variable step P&O algorithm after reaching

steady-state, power oscillations in the proposed hybrid GMPPT technique, during GP region

identification stage and steady-state tracking are minimized. Whereas in conventional PSO

technique, these oscillations are high due to long exploration and high velocity of particles

during the initial stage of exploration. Hybrid GMPPT methods: PSO-P&O [37] and GWO-

P&O [38] are also suffered from oscillations in the power, voltage, and current due to fixed

control parameters during the GP region identification stage and fixed-step P&O in stead-state.

Even these steady-state oscillations may further increase if the large step size is selected. Hence,

as compared to the conventional and hybrid GMPPT methods given in this chapter, the proposed

GMPPT method has low power oscillations.

3.3.4.2 Experimental results

A laboratory prototype of a boost converter, which is used as an MPPT converter, is developed,

and the experimental setup is shown in Figure 3.25 to test the performance of the proposed

hybrid GMPPT method. The details of the experimental setup are given in Tables 3.7 and 3.11.

Chroma make programmable DC power supply model 62100H-600S is used as a solar

PV array simulator to emulate different irradiance conditions by inserting corresponding P-V

curves. Voltage and current at the input of converter are sensed with LEM made hall effect

sensors and measured signals are given as analog input to the analog to digital converter (ADC)

of the digital controller. Implementing an MPPT algorithm in real-time requires a digital con-

troller with sufficient computational capability. To implement conventional MPPT algorithms,
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Table 3.11: Details of the experimental setup.

S.No Component Specifications
1 PV Simulator Chroma make

programmable DC
power supply

62100H-600S model
2 Digital Controller ARDUINO UNO

Rev3 board, Micro-controller-
ATmega328P, 14 Digital I/O pins

3 Voltage sensor LEM LV-25-P
4 Current sensor LEM LA-55-P
5 Power MOSFET 47N60C3 N Channel MOSFET
6 Power Diode MUR 1560

A

B

C

PC With 

ARDUINO IDE 

and Chroma Soft Panel 

Software

BOOST Converter

MDO

MOSFET Driver

ARDUINO UNO

Signal Conditioning 

Circuit

Voltage Probe

PV Simulator

Current Probe Blocking Diode

Load

LEM Hall Effect 

Volatge and Current 

Sensor

Figure 3.25: Experimental setup of the MPPT controller.
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even though low-cost micro-controllers are used for reducing the cost of the system, low-speed

microcontrollers that can handle low computational burden can not be used for fast MPP track-

ing with algorithms like PSO having mathematical operations. The Minimum requirements for

the digital controller to implement MPPT techniques based on soft computing techniques are;

to sample the voltage and current signals, two ADCs with a minimum speed of 10 ksps [56], to

do the mathematical operations of PSO-based algorithms and to store the algorithm variables,

a minimum 8-bit microcontroller with 16 KB memory is required. Hence, in the present hard-

ware setup, ARDUINO UNO Rev3 board with an 8-bit micro-controller: Atmega-328P with
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Figure 3.26: Experimentally obtained results of the GMPPT techniques a) Irradiance profiles
b) BF-PSO, c) ABF-PSO, d) Proposed.
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16MHZ clock is used as a digital controller to generate a 50 KHz gate pulses. The PV voltage

and current are sensed with hall effect sensors and are given as inputs to the analog pins of the

controller through a signal conditioning circuit. The MPPT algorithm uses voltage, current and

generates a pulse width modulated (PWM) signal, which is given to the MOSFET driver circuit

of the boost converter. The sample time for the digital controller is taken as Ts= 50 msec for all

the algorithms.

Three irradiance patterns (pattern-1, pattern-2, and pattern-3) of a 3S-1P short string are

used to test the performance improvement of the proposed hybrid GMPPT method over conven-

tional BF-PSO GMPPT technique. Each pattern is emulated for 12 sec. The results obtained

are shown in Figure 3.26. Experimental results obtained with the BF-PSO GMPPT technique

are Tmpp1 = Tmpp2 = Tmpp3 = 4sec. Since the maximum iteration count taken for convergence

is 20, it takes Tmpp = 4 sec to reach GMPP of three patterns, and it may increases if the max-

imum iteration count is increased. More tracking time in the BF-PSO GMPPT technique is

due to unnecessary exploration even after reaching the GP region and dependency of algorithm

parameters on maximum iteration count. ABF-PSO GMPPT technique is proposed with adap-

tive sensitivity and weight factor to avoid the time-dependent nature of the deterministically

tuned BF-PSO-based GMPPT technique. The experimental results of ABF-PSO GMPPT tech-

nique are Tmpp1 = 1.6sec,Tmpp2 = 1.65sec, and Tmpp3 = 4sec. ABF-PSO GMPPT technique

reaches GMPP faster than the BF-PSO GMPPT technique for the first two irradiance patterns,

and it takes same time (Tmpp3 = 4 sec) as BF-PSO to reach GMPP of pattern-3. Even though

parameters of ABF-PSO are adaptively tuned, unnecessary exploration of particles even after

reaching the GP region is not avoided because of which ABF-PSO results in slow tracking

of GMPP. Further, to improve the tracking time, a hybrid GMPPT technique based on ABF-

PSO and P&O is proposed. Experimental results of the proposed hybrid GMPPT technique are

Tmpp1 = 1.6sec,Tmpp2 = 0.75sec, and Tmpp3 = 0.7sec. The proposed hybrid GMPPT technique

takes less than 1.6 sec for tracking the GMPP. Further, with the proposed reinitialization method,

much faster tracking for medium irradiance changes is achieved. Hence, from the experimen-

tal results, it is evident that the proposed hybrid GMPPT is much faster than the conventional

BF-PSO GMPPT technique by using added features of adaptive parameter control, GP region

identification using adaptive sensitivity, and proposed reinitialization method.

Further to test the performance of proposed technique ABF-PSO and P&O under com-
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plex shading conditions, which consist of more than three peaks (4, 5, and 6 peaks) of 6S-1P

long string are used. Each irradiance pattern is applied for 12 sec, and results are shown in Fig-

ure 3.27. The results obtained are Tmpp4 = 2.4sec,Tmpp5 = 1.6sec, and Tmpp6 = 0.8sec and static

MPPT efficiency obtained are 99.51 %, 99.50%, and 99.31% for the three irradiance patterns.

In the hybrid GMPPT method, the GP region is identified with the ABF-PSO GMPPT technique

and in the region identified, the variable step P&O algorithm can reach GMPP accurately. The

GP region is easily identified using the adaptive sensitivity parameter of the ABF-PSO GMPPT

technique. Hence, unnecessary exploration even after reaching the GP region can be avoided,

which results in faster tracking. From these experimental results, it is evident that the proposed

hybrid GMPPT method guarantees faster and accurate GMPP tracking even under complex

shading conditions.

Pattern-5Pattern-4
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Ppv  (50W/div)

Vpv  (50V/div)

 Ipv (2 A/div)

PV Simulator on Time (10 sec/div)
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Tmpp6 = 0.8 sec

Pattern-4 Pattern-5 Pattern-6

ABFPSO

P&O

Pattern-6

Figure 3.27: Experimentally obtained results of the proposed GMPPT technique under complex
shading conditions of 6S-1P long string.
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Figure 3.28: Experimentally obtained results of the MPPT techniques a) P&O, b) PSO, c) PSO-
P&O, d) GWO-P&O, e) Proposed hybrid GMPPT technique.

The performance of the hybrid GMPPT technique is compared with conventional and

hybrid MPPT techniques shown in Figure 3.28, and the results are given in Table 3.12. For the

first 12 seconds, uniform irradiance is applied by emulating a single-peak P-V curve of pattern-

1 and in the next 24 seconds, PSC is emulated with a multi-peak P-V curve of pattern-2 and

pattern-3 (each for 12 sec). From the results obtained with P&O MPPT technique under uniform

irradiance condition, it is evident that conventional P&O can track the MPP of a single-peak P-

V curve, but for a multi-peak P-V curve, i.e., under PSC, it may be struck at a local peak or

tracks the GMPP based on the immediate peak after the transition due to irradiance change. In
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this case, the P&O MPPT technique can track only Pmpp3 = 30.8W for irradiance change form

pattern-2 to 3, while GMPP of pattern-3 is 33.3 W. The power oscillations in the steady-state

are dependent on the step size [17] and are large in this case due to the large and fixed-step size

(∆d = 0.01). Even though PSO GMPPT technique can reach GMPP under uniform and PSC,

slow tracking of GMPP (Tmpp1 = Tmpp2 = Tmpp3 = 4sec) is due to the fixed control parameters

and unnecessary exploration in the search space even after reaching the GP region. From the

experimental results shown in Figure 3.28. b), it is evident that the conventional PSO takes

more time (4 sec) for tracking, and accuracy of the solution obtained is less (less than 99 % in

some cases), and oscillations of the waveform are high due to the fixed control parameters and

unnecessary exploration of the search space even after reaching GP region.

In the case of hybrid GMPPT techniques; PSO-P&O [37], GWO-P&O [38], and pro-

posed hybrid GMPPT technique, unnecessary exploration of search space even after reaching

GP region is avoided by identifying GP region by SI technique and in that region identified

tracking is continued with the P&O technique. Because of parameters dependency on max-

imum iteration count in PSO-P&O [37], and GWO-P&O [38] GMPPT techniques, these are

resulted in slow tracking and in the steady-state because of fixed-step P&O, power oscillations

are more. The proposed hybrid GMPPT method can track the GMPP within a time less than

2.4 sec for all the tested patterns, and the average static tracking efficiency of this technique

is 99.43 %. The proposed hybrid GMPPT technique results in faster and more accurate track-

ing of GMPP as compared to given conventional and hybrid techniques because of adaptively

tuned parameters, proper identification of GP region with adaptive sensitivity factor, and a fur-

ther improvement in tracking speed under irradiance changes due to the proposed reinitializa-

tion method. Since the PSO-based MPPT techniques are population-based GMPPT techniques

where the particles explore the entire search space because of which there are oscillations in the

waveforms. However, in the proposed GMPPT technique, the power oscillations during the GP

region identification stage and steady-state tracking are minimized with the help of fast and ac-

curate tracking of GP region with adaptive sensitivity and smaller step size of the variable step

P&O in the stead-state. Further, the proposed reinitialization method also helps reducing power

oscillations as compared to the particle-initialization randomly in the search space. Whereas

in the case of conventional PSO technique, it is observed that the waveform oscillations are

high due to fixed parameters and long exploration process. In the experimental results shown
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Figure 3.29: Experimentally obtained result of the GMPPT technique under irradiance changes
a) PSO, b) ABF-PSO and P&O without proposed reinitialization, c) ABF-PSO and P&O with
proposed reinitialization.

in Figure 3.28, the power oscillations during the GP region identification stage are marked with

a red line. From the experimental results, it is evident that the power oscillations during the

GP region identification stage and steady-state tracking are minimized in the proposed hybrid

GMPPT method.

Pattern-1, patten-2, and pattern-3, which include moderate and severe nonuniformity

in the irradiance changes, are used to verify the proposed reinitialization of particles during

irradiance changes. For the first 12 seconds, pattern-1 is applied, as shown in Figure 3.29.

Four particles are uniformly distributed in the search space without the knowledge of GP for

pattern-1 to start the exploration of the ABF-PSO GMPPT technique. After finding the GP

region, the algorithm is shifted to the variable step P&O algorithm, which continues tracking

of GMPP. At the time of algorithm shifting, all the particles of ABF-PSO are present in the

GP region of pattern-1 and are stored for use in the reinitialization of particles when the next

irradiance change (pattern-1 to pattern2) is identified. The time taken for tracking GMPP, in
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this case, is Tmpp1 = 1.6 sec. After 12 seconds, the irradiance pattern is changed to pattern-

2 which is identified with variable step P&O algorithm. To start the exploration for new GP

region, particles of ABF-PSO GMPPT technique are reinitialized with the help of the previous

history of tracking GP region and based on the decrease in irradiance. In this case, two GMPPS

are nearer, and the time taken to reach GMPP is Tmpp2 = 0.75 sec which is less than the case

when particles are initialized without the knowledge of GP region (Tmpp2 = 1.6 sec) shown in

Figure 3.29. b). Again, after 12 seconds, irradiance is decreased to pattern-3. In this case,

two GMPPS are far due to severe nonuniformity in the irradiance; particles are reinitialized

as given in section 2.3.1 which results in faster and accurate tracking of GMPP without losing

exploration capability. The time taken to reach the GMPP of pattern-3 is Tmpp3 = 0.7 sec. In

all the other four MPPT methods, particles should be reinitialized without any knowledge of

the GP position, and it results in more tracking time. In Figure 3.29. a), reinitialization in the

conventional PSO technique is shown. Hence from the experimental results, it is evident that

the proposed reinitialization method further improves the tracking speed of the ABF-PSO and

P&O GMPPT technique.

3.4 Conclusion

In this work, a new modified PSO, ELAVPSO GMPPT technique is proposed with adap-

tive velocity and enhanced leader capability. Both simulation and experimental results show that

the convergence speed of the proposed algorithm is faster without problems associated with pre-

mature convergence. The proposed shading detection would help in predict the type of shading,

i.e., uniform and partial shading, under dynamic weather conditions. VS-P&O algorithm is

used for detecting multi-peak and single-peak of the P-V curve. The proposed technique has

the advantage of applying conventional algorithms for tracking GMPP under uniform irradiance

conditions; in the case of PSC, GMPPT technique is used for finding GMPP and from that point

onwards fixed-step P&O algorithm is used for tracking. Further, to reduce power oscillations

during GMPP tracking, a new hybrid GMPPT technique is proposed based on adaptive butterfly

PSO and P&O algorithms. The proposed GMPPT technique is compared with existing popular

MPPT techniques in the literature to find the superiority of the proposed technique in terms of

fast and accurate tracking of GMPP. From the simulation and experimental results analysis, the

following detailed conclusions can be made:
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1) The proposed ABF-PSO algorithm avoids the time-dependent nature of the butterfly PSO

algorithm by using adaptive sensitivity and weight factor, which avoids the unnecessary

exploration due to the high value of maximum iteration count. With adaptive parameters of

the ABF-PSO algorithm, tracking speed and convergence rate are improved.

2) To get faster tracking of GMPP by avoiding unnecessary exploration even after reaching the

GP region, the ABF-PSO GMPPT technique is only used to identify the GP region, and in

the region identified, tracking is continued using variable step P&O algorithm. Identifying

the global peak region is easily done with only one parameter, i.e., adaptive sensitivity of the

ABF-PSO GMPPT technique.

3) The variable step size derived in the P&O algorithm results in smaller perturbation as the

steady-state is reached, because of which there are smaller power oscillations in the steady-

state tracking as compared to other techniques that use the fixed-step P&O algorithm. Hence

in the proposed hybrid GMPPT technique, power oscillations in the steady-state are reduced

drastically as compared to existing benchmark hybrid GMPPT techniques: PSO-P&O and

GWO-P&O.

4) The power oscillations during the GP region identification stage and steady-state tracking are

minimized with the help of fast and accurate tracking of GP region with adaptive sensitivity

and smaller step size of the variable step P&O in the steady-state. Further, the proposed

reinitialization method also helps reducing power oscillations as compared to the particle-

initialization randomly in the search space.

Hence, from the simulation and experimental validation of the proposed PSO-based

GMPPT techniques, it is evident that ABF-PSO and P&O GMPPT technique guarantees faster

and accurate GMPP tracking with less power oscillations even under complex shading condi-

tions.
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Chapter 4

Hybrid GMPPT techniques based on adaptive salp swarm
algorithm

4.1 Introduction

Among all swarm intelligence techniques, PSO is most popular in solving MPPT prob-

lems. From the modified PSO-based GMPPT techniques discussed in previous chapter 3, it is

evident that the conventional PSO algorithm needs to be modified to match the requirements

of the MPPT problem [39]. So, parameter tuning is essential for better performance of any

soft computing technique, and these are known as adaptive techniques. In any soft computing

technique, if few control parameters are involved, the complexity of parameter tuning reduces.

In an on-line or hardware-based search process, the population size of the swarm intel-

ligence algorithms should be small for faster convergence [57]. But smaller population size

may cause premature convergence. Performance of these techniques in terms of tracking speed,

power oscillations during tracking, avoiding premature convergence depends on the selection of

initial agents in the search space, and communication between them during exploration should

be improved [34]. In ELAVPSO and ABFPSO-P&O GMPPT techniques, control parameters

are tuned adaptively. However, there are more control parameters (three) that need to be tuned.

With the advantages and disadvantages of swarm intelligence methods mentioned above,

a new integrated method based on a salp swarm inspired algorithm and P&O is used for finding

GMPP with fewer control parameters, low power oscillations, and limited search space during

irradiance changes. Fewer control parameters help in the easy design and implementation of

the proposed technique. In [31], a bio-inspired optimizer for engineering design problems, a

salp swarm algorithm is proposed. It is simple and easy to implement as compared to PSO.

However, the single control parameter in SSA is dependent on the maximum iteration count; it

results in the unnecessary exploration of search space even after reaching the GP region in an

on-line search process like PV MPPT. It also results in slow convergence of conventional SSA-
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based MPPT technique. A memetic salp swarm algorithm (MSSA) based MPPT is proposed

in [33], which improves the searching ability and convergence stability by using multiple salp

chains. Even this technique also suffers from slow convergence or slow tracking of GMPP due

to dependency of control parameter on maximum iteration count. In [32], different metaheuris-

tic techniques are proposed for mitigating partial shading conditions of PV systems in which

SSA is simple and easy, which also motivated the authors of this thesis to propose a GMPPT

method based on SSA. As per authors in [32], the superiority of SSA over other methods lies

in the efficiency of extracting GMPP. However, the convergence speed and tracking time of

conventional SSA-based MPPT technique is poor as compared to other MPPT methods based

on grey wolf optimizer (GWO), hybrid method (PSO-GSA). The slow convergence or track-

ing GMPP is primarily due to the dependence of the deterministically tuned control parameter,

which depends on the maximum iteration count. In an on-line search process like PV MPPT,

the wrongly estimated maximum iteration count results in the unnecessary exploration of the

search process even after reaching the GP region, which delays the convergence. Hence, there

is a necessity of deriving the control parameter, which is independent of the iteration count and

avoiding unnecessary exploration of search space in the GP region to get faster tracking with

SSA-based MPPT technique.

Hence, in this chapter, a new GMPPT technique is proposed in which SSA is modi-

fied with an adaptive control parameter, adaptive SSA is used only to identify the GP region.

Hence, unnecessary exploration in the GP region can be eliminated. In that GP region, tracking

is continued with variable step P&O for the faster tracking of GMPP accurately with low power

oscillations in the steady-state. The main objective of this chapter is to propose a simple, easy,

and fast-tracking GMPP technique by using adaptive SSA and P&O algorithms for a PV string

under partially shaded conditions and has a better performance than conventional and already

existing modified SSA-based MPPT techniques. The novelty of the presented work lies in: 1)

adaptive parameter tuning of the control parameter in the conventional SSA-based MPPT tech-

nique. 2) GP region identification with ASSA and in that region identified tracking is continued

with a variable step size of the P&O algorithm. These two features help in achieving faster

GMPP tracking by the proposed GMPPT technique. With a single control parameter that is

adaptively tuned, the proposed GMPPT technique is becoming simpler than conventional PSO,

where three control parameters need to be optimized. The performance of the proposed method
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is compared with conventional P&O, PSO, SSA, and memetic SSA-based MPPT techniques

under uniform and partial shading conditions.

Contributions of this chapter are

• To overcome the more number of parameters, i.e., three to be tuned in PSO based MPPT

techniques, simple SI technique SSA based MPPT with one control parameter is pro-

posed.

• To get the better accuracy and performance under load changes in off-drid PV system, a

novel hybrid SI technique is proposed by using ASSA and DE.

4.2 Salp swarm algorithm

The salp swarm algorithm is derived from the biological nature of salps hunting food in

the sea. Salps make the largest swarm in nature. These swarms are known as salp chains [31].

The population in the salp chain is divided into two parts. One is the leader, while the remaining

are followers. The leader is at the beginning of the chain, and the follower follows the leader.

During hunting for food source F in the search space, the leader guides the swarm, and food

source may be stationary or moving. The leader position update is based on the food source,

and it is given by (4.1).

X1 =

F +C1× ((ub− lb)×C2 + lb), i f C3 > 0.5

F−C1× ((ub− lb)×C2 + lb), i f C3 < 0.5
(4.1)

where X1 is the position of the first salp, F is the position of the food source, ub upper bound

of search space, lb lower bound of search space, C2, and C3 random numbers ∈ [0,1]. C1 is the

most crucial parameter in SSA. It balances exploration and exploitation.

C1 = 2× e−(
4l
L )

2

(4.2)
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where l is the current iteration number, and L is the maximum iteration number. (4.1) can be

rewritten as

X1 =

F +V1, i f C3 > 0.5

F−V1, i f C3 < 0.5
(4.3)

where V1 is the velocity of leader and V1 = C1× ((ub− lb)×C2 + lb). To update the position

of follower salps X i, (4.4) is used.

X i =
1
2
×
(

X i +X (i+1)
)

(4.4)

In the PV MPPT problem, GMPP is the food source that is unknown initially [33]. In

this case, the best solution obtained so far is the food source. In the first iteration, a uniformly

distributed population or salps in the search space is considered. In this case, the salps position

is nothing but the duty ratio. Based on the fitness values of the population, they are sorted in

descending order. The first one in the list becomes the food source for the next iteration. In the

next iteration, the position of the first salp is updated using (4.1), and if evaluated fitness is more

than the fitness of food source, the food source is updated with the first particle. Otherwise, the

first salp’s position and fitness remain the same as that of the food source. The remaining salps

in the salp chain are updated based on the adjacent higher fitness salp in the chain, as given in

(4.4). Hence it can be observed that in the first iteration itself, the salp chain is formed, and

the food source is updated with better fitness value in the exploration process. It can be seen

that only the leader salp may go out of search space at the time of starting iterations when C1

is large. In this case, the leader can be brought back to boundaries, and the possibility of salps

going out of search space is very low because all follower salps move toward the food source.

The main features of the SSA algorithm which are suitable for MPPT problem:

1) SSA algorithm updates the position of the leader with respect to a food source, so the leader

always explores and exploits the global best region. It is similar to enhancing the leader in

PSO. It inherits the feature of a dynamic leader and avoids stagnation at a local peak.

2) SSA algorithm updates the position of follower salps with respect to each other, so they move

gradually towards the leading salp. It results in better voltage regulation during tracking.
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3) Sorting PSO in [25], uses sorting of particles to eliminate random movement of particles and

results in low power fluctuations during tracking, whereas SSA inherits this feature naturally.

4) SSA algorithm has only one main controlling parameter C1.

4.3 Proposed GMPP tracking based on adaptive salp swarm algo-
rithm and P&O

Controlling parameter C1 in the exploration and exploitation process of the leader in

the salp chain, and it depends on maximum iteration count [31]. Initially, C1 value is high,

so that leader explores the search space. As the iteration number l increases, C1 becomes low

and allows the leader to exploit. But for the MPPT problem, even the maximum number of

iterations for convergence is low and is an unknown value. The maximum number of iterations

for convergence is considered 10. From (4.2), after five iterations, the value of C1 becomes

very small, which leads to the exploitation of the leader. C1 equation is modified to balance the

exploration and exploitation of the leader.

C1 = 2× e−
(

4×
(

1−
(

dmax−dmin
ub

)))2

(4.5)

where dmax is the maximum value of duty ratio in the present iteration, and dmin is the minimum

value of duty ratio in the present iteration, and ub is the upper bound of search space. From

(4.5) control parameter C1 changes with respect to the length of the salp chain. The length

of the salp chain is nothing but the difference between maximum salp position and minimum

salp position. In the first iteration, the length of the salp chain is large, and based on (4.5), C1

becomes high, and it allows exploration of the leader in the search space. As the number of

iterations increases, the population changes its position gradually and moves towards the food

source. When all the population comes to the global peak region, the length of the salp chain

decreases, which results in a minimal value of C1, and it allows the leader to exploit. When C1

is less than some critical value, the velocity of the food source becomes very small, and the salp

position of the leader is not changed.

From the above discussion, it is evident that C1 can be used for knowing the global peak

region. So, in the proposed hybrid method ASSA P&O, based on C1 value global peak region,

is identified, and the food source identified so far is the starting point of the variable step P&O
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algorithm. From thereon, P&O efficiently tracks the global peak. Hence, from the above dis-

cussion, it is evident that there is smooth switching between ASSA and P&O. The advantage

of continuous tracking with P&O after reaching a global peak region is faster convergence in

finding a global peak with lesser power oscillations. After finding the global peak region by

ASSA, tracking of GP is continued with P&O until irradiance change is detected. When irradi-

Start
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each particle, find the food source  F  and its fitness  Pf . 

Arrange the salps in salp chain in the 

descending order of their fitness
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Figure 4.1: Flowchart of adaptive salp swarm algorithm with P&O.
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ance is changed, it results in a change in the P-V curve, and global peak shifts from the previous

value. If the irradiance change results in a multi-peak curve, the P&O algorithm may not be

able to find the new GMPP, and it is stuck at any one local peak. Hence the ASSA algorithm is

re-triggered to find the new global region. If the irradiance change is a result of partial shading,

the shift of global peak is nearer to the previous operating point. The reinitialization of ASSA

requires only the change in food source for starting the exploration. In the first iteration, after

irradiance change is detected, the first particle is chosen based on the knowledge of previous

global peak and change in power due to irradiance change. From [51], Fnew = Fprev∓k where -

sign denotes an increase in power, + sign denotes a decrease in power, and k is constant. Hence

the salp chain for the first iteration after irradiance change must be formed between the previ-

ous food source and any one of the search space boundaries ub or lb to reduce the search space,

which results in a decrease of power oscillations during tracking and faster convergence. Only

one population either at the beginning or ending in the previous salp chain is modified as given

in (4.6), and the remaining particles are unchanged. The values are the same as before the P&O

algorithm was activated.

dc1 = ub, i f dP < 0

dcn = lb, i f dP > 0 (4.6)

where dc1 is the first salp in salp chain, dcn is the last salp in salp chain, and dP is the change

in power at the time of irradiance change. Therefore, the history of exploring the global peak

region for previous irradiance conditions helps in limiting the search space of the next irradi-

ance conditions. Hence, the search space is limited for identifying the global peak region with

ASSA-P&O for irradiance changes. The process of identifying a global region for new irradi-

ance conditions and switching between ASSA and P&O is the same as discussed above. The

proposed methodology under irradiance changes results in low power oscillations during track-

ing, and only at the start of the system, there is a need for exploring the entire search space,

i.e., ub to lb. So, the number of times there occurs a change of power from zero to rated value

during tracking is reduced, which is the main drawback of all GMPPT methods. The flowchart

of the proposed GMPPT method is given in Figure 4.1.
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4.3.1 Simulation results of the proposed GMPPT technique

Performance of ASSA P&O algorithm and other algorithms is tested with the Simulink

model of a PV system, which is described in Table 3.7 by using MATLAB/Simulink software

and string arrangement of PV panels to study the different partial shading conditions is given

in Figure 4.2. Boost converter with input buffer capacitor connected to resistive load is used as

MPPT controller. Direct duty ratio control is used to generate the pulse width modulated gate

signals to trigger the controlled switch used in a boost converter, as shown in Figure 3.19. All

the MPPT algorithms shown are simulated with proper same sample time Ts = 15 msec.
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Figure 4.2: a) Different shading patterns on PV string, b) P-V curves under the given shading
patterns.

Case (1): First, to know the performance improvement of ASSA-P&O over its conventional

counterpart SSA, both are simulated with a single-peak P-V curve with pattern-1, as shown in
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Figure 4.2 b). Since all three panels are under the same irradiance conditions, it resulted in a

single-peak P-V curve with pattern-1, and GP1 = 100 w is the global peak. Simulated results

of SSA, ASSA, and ASSA-P&O are given in Figure 4.3. The maximum number of iterations
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Figure 4.3: Simulation results of MPPT techniques under the shading pattern-1 a) SSA, b)
ASSA, c) ASSA-P&O.

considered in SSA for simulation is 10. Four populations or salps are involved in the explo-

ration of a given search space, and initially, these salps are uniformly distributed in the search

space [0.1 0.85]. From the simulation results of proposed SSA algorithms, with the same initial

population, all three algorithms can reach the global peak. From Figure 4.3.a), it is evident that

the SSA algorithm track GP1, which is the food source in the 10 th iteration. The maximum

number of iterations required for an on-line/hardware search process like MPPT is not known

initially. However, the SSA algorithm can find the global best solution before maximum itera-

tion, and it continues exploring search space until the maximum number of iterations is reached.

As discussed in section 4.2, the exploration and exploitation of the SSA algorithm is dependent

on a single parameter C1 and from Figure 4.4.a), it is evident that when C1 is smaller, the food

source is unaltered in further iterations and salp chain length becomes small. From the result,

C1 and salp chain length are related, and (4.5) is derived. With the proposed equation for C1,

the variation of C1 in each iteration of ASSA is shown in Figure 4.4.b). ASSA GMPPT can find
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a global peak in a fewer number of iterations and faster than SSA GMPPT, as shown in Figure

4.4.b). Even in ASSA-based GMPPT also, the exploration of search space is continued until

the given convergence criteria are satisfied. Since all the salps come closer when exploration is

completed, the convergence criteria used for ASSA GMPPT is

(dcmax−dcmin)≤ 0.05 (4.7)

where dcmax is the maximum value of duty ratio in salp chain, and dcmin is the minimum value

of duty ratio in salp chain. In ASSA-P&O, the exploration of search space is stopped when the

global peak region is found. The convergence criteria used to find a global peak region is based

on the length of the salp chain, which influences C1. In this case, the convergence criterion is:

(dcmax−dcmin)≤ 0.2 (4.8)

From Figure 4.5.c), it is evident that the exploration of search space is completed if the global

region is found, and variable step P&O [55] with step size given in (3.13) can continue tracking

GMPP with any small change in irradiance also. From the above simulation result analysis

among three SSA algorithms, the ASSA-P&O GMPPT technique can track GMPP within a

short time Tmp = 0.2307 sec. Since the exploration is stopped when the global region is found,

oscillations of power and voltage during the transient part of MPP tracking are minimized. Fur-

ther, the variable step P&O with small step size is used during steady-state operation of MPP

tracking results in low power oscillations.

Case(2): When partial Shading occurs, the performance of the proposed ASSA-P&O GMPPT

technique is compared with conventional P&O and PSO-based GMPPT techniques. Dynamic
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Figure 4.4: Simulation results of variation of C1 in a) SSA, b) ASSA.

105



CHAPTER 4. HYBRID GMPPT TECHNIQUES BASED ON ADAPTIVE SALP SWARM ALGORITHM Section 4.3

shading conditions are simulated with the help of pattern-1 and pattern-4 P-V curves of Figure

4.2.b), and simulated results are shown in Figure 4.5. The parameters of tested MPPT algo-

rithms are given in Table 4.1. As discussed in [13, 53], P&O MPPT technique tracking time

depends on sample time and perturbation step size, and in the present simulation, ∆d = 0.03

and Ts = 15 msec are considered, which result in stable three-point behavior around MPP. Under

uniform irradiance conditions, P&O can reach the global peak GP1 on a single-peak P-V curve

of pattern-1 within a time Tmp = 0.28 sec. But when irradiance is changed to pattern-4,i.e., par-

tial shading condition, the conventional P&O algorithm with fixed perturbation step size tracks

local peak LP41, and it becomes stuck at that local peak of multi-peak P-V curve of pattern-4.

Hence P&O algorithm may fail to track the global peak on the multi-peak P-V curve and able

to track the only GP of a single-peak curve. Therefore, to track the global peak in both cases,

soft computing techniques are used. In this case, the proposed ASSA-P&O is compared with

the popular GMPPT technique PSO GMPPT and from the results obtained, ASSA P&O is seen

to give better performance. Both techniques are simulated with the same initial population and

sample time. PSO can reach the GP in Tmp = 0.4317 sec and 0.408 sec under uniform irradia-

tion and PSC, respectively, with the convergence criteria in (4.8). Because of low adaptiveness

in the velocity equation of PSO, the particle movement is large at the beginning of exploration,

and it results in long tracking time and more power oscillations during tracking of GMPP.

In order to see the contribution of modifications done to original SSA in the proposed

GMPPT technique, it is compared with conventional SSA [31], and memetic SSA [33] un-

der PSC. Since memetic SSA presented in [33] is an off-line process that requires temperature

and irradiation data at each panel. The remaining MPPT techniques presented in this chapter,

including the proposed GMPPT technique, are an on-line process that requires only instanta-

neous PV voltage and current at the string terminals. For the fair comparison between all the

MPPT techniques, memetic SSA in [33] is implemented as an on-line process in which two

salp chains, each having two salps, are considered because of total salps in all three SSA al-

gorithms are same. Regrouping of salps in two chains after each iteration is done in the same

way as discussed in [33]. From the simulation results shown in Figure 4.5.c), it is evident

that conventional SSA can track the GMPP of both pattern-1 and pattern-4, i.e., uniform and

PSC. However, the slow-tracking of GMPP (Tmp1 = 0.3668sec and Tmp4 = 0.504sec) in both

the cases is due to the unnecessary exploration of search space even after reaching GP region.

106



CHAPTER 4. HYBRID GMPPT TECHNIQUES BASED ON ADAPTIVE SALP SWARM ALGORITHM Section 4.3

Table 4.1: Parameters of MPPT algorithms in the simulation and hardware.

S.No Algorithm Parameters

1 P&O ∆d = 0.03
2 PSO Population size = 4, Inertia constant w = 0.4

Acceleration constants C1 = 1.2,C2 = 2,
Maximum Iteration count itrmax = 10

Limits of search space [lb ub] = [0.1 0.85]
3 SSA Population size = 4, Maximum Iteration count itrmax = 10

Limits of search space [lb ub] = [0.1 0.85]
4 Memetic SSA Population size in each chain = 2, salp chains = 2

Maximum Iteration count itrmax=10,
Limits of search space [lb ub] = [0.1 0.85]
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Figure 4.5: Simulation results of MPPT algorithms under PSC a) P&O, b) PSO, c) SSA, d)
Memetic SSA, e) ASSA-P&O.

This unnecessary exploration is mainly due to the dependency of the control parameter C1 on

the maximum iteration count (=10). Whereas in the case of memetic SSA, the results obtained
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Table 4.2: Simulation results of MPPT techniques.

P&O PSO SSA Memtic SSA Proposed
Tmp (sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic

Uniform
Pattern-1

(GMPP=99.4W)
0.28 98.77 99.36 0.4317 99.21 99.8 0.3688 99.39 99.98 0.541 99.39 99.98 0.2734 99.35 99.94

PSC
Pattern-4

(GMPP=23.43W)
0.075 18.28 78.02 0.4 08 22.82 97.39 0.504 23.41 99.91 0.413 23.41 99.91 0.205 23.42 99.95

under PSC shown in Figure 4.5.d) are better than the conventional SSA in terms of tracking

speed (Tmp4 = 0.413sec). However, the dependency of the control parameter C1 on the max-

imum iteration count (=10) resulted in the unnecessary exploration of search space even after

reaching the GP region, which delays the convergence. Hence, memetic SSA resulted in slow

tracking of GMPP as compared with the proposed GMPPT technique. With the proposed hy-

brid GMPPT algorithm, unnecessary exploration in the GP region is reduced due to the soft

computing technique is used only for identifying global peak region in the limited search space.

At the same time, a variable step P&O can track the global peak in a short time.

As discussed in the case (1), with a single control parameter (C1), the ASSA-P&O

GMPPT technique can reach the global peak as shown in Figure 4.5.e) within a short time

Tmp = 0.2734 sec and 0.205 sec under uniform irradiation and PSC, respectively. From the

simulation result analysis, it is evident that the proposed GMPPT technique is much faster than

other conventional and memetic SSA-based MPPT techniques. In the worst case, i.e., under

pattern-1, the proposed GMPPT technique is 1.34 times faster than conventional SSA-based

MPPT technique. Whereas under PSC, the proposed GMPPT technique is 2.45 times faster
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Figure 4.6: Simulation results of the proposed GMPPT technique under irradiance change.
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than conventional SSA-based MPPT technique.

Case (3): Under irradiance changes, the global peak obtained so far is not fixed, and its position

is changed based on the irradiance pattern. This change in irradiance is easily identified with a

P&O algorithm with a change in power or with changes in voltage and current operating points.

In this case, both an increase in irradiance and a decrease in irradiance are simulated with

pattern-1,pattern-3, and pattern-2, respectively. When pattern-1 is applied first, GP is found,

and variable step P&O can find the irradiance changes with the help of (4.9).∣∣∣∣Vk−Vk−1

Vk

∣∣∣∣≥ 0.2∣∣∣∣Ik− Ik−1

Ik

∣∣∣∣≥ 0.1 (4.9)

where Vk and Ik are PV voltage, and current in the present perturbation, and Vk−1 and Ik−1 are

PV voltage and current in the previous perturbation. From the simulation results, it is evident

that the proposed ASSA-P&O GMPPT technique with limited search space can track GP under

irradiance changes, as shown in Figure 4.6.

4.3.2 Hardware prototype and experimental validation of the proposed

GMPPT technique

A laboratory prototype of the boost converter, as shown in Figure. 3.25 is used as an

MPPT converter to validate the proposed GMPPT technique experimentally. The different

shading patterns 1 to 4 are emulated by using chroma soft panel software of the PV simula-

tor. The proposed hybrid algorithm and other algorithms are run with the same sample time

Ts = 300 msec. In a hardware implementation, the sample time is more than the simulation

sample time because of the slow response time of the PV simulator.

4.3.2.1 Experimental validation of the proposed ASSA-P&O GMPPT technique

To validate the superiority of the proposed ASSA-P&O GMPPT algorithm over the SSA GMPPT

technique, both are tested with pattern-1, and the experimentally obtained results are shown in

Figure 4.7. The maximum number of iterations in the SSA GMPPT technique is considered as
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10, and the results obtained are Pmpp = 99.9 W,Vmpp = 44.47 V, Impp = 2.24 A and Tmp = 13 sec.

Even though SSA GMPPT reaches GP around 9 sec, exploration is continued till ten itera-

tions are completed, which causes unnecessary oscillations in power and requires more time for

steady tracking of GMPP.

The proposed ASSA GMPPT technique with an adaptive C1 equation, as given in (4.5),

results in faster tracking and avoids unnecessary exploration due to the dependence of C1 on

maximum iteration count. The results obtained are Pmpp = 99.9 W,Vmpp = 44.45 V, Impp =

2.24 A and Tmp = 8.7 sec. The performance of ASSA GMPPT is further improved with a

combination of ASSA and P&O, and it is verified with results shown in Figure 4.7.c). The

results obtained are Pmpp = 99.9 W,Vmpp = 44.47 V, Impp = 2.24 A and Tmp = 5 sec. The time

taken for tracking GP is significantly reduced in the proposed ASSA-P&O, and it is 2.6 times

faster than the conventional SSA GMPPT technique.

The performance of the proposed GMPPT technique under PSC is compared with the

conventional P&O MPPT technique and PSO GMPPT technique. Uniform irradiance condi-

100 W

44.92 V

2.26 A

44.92 V

Pattern-1
Ppv  (50W/div)

Vpv  (20V/div)

Tmp = 13 sec

Pmpp = 99.9 W

Vmpp = 44.47 V

 Impp = 2.24 A

PV Simulator on

 Ipv (2 A/div)

Time (10 sec/div)

Tmp = 8.7 sec

Pmpp = 99.9 W

Vmpp = 44.45 V

 Impp = 2.24 A

PV Simulator on

Ppv  (50W/div)

Vpv  (20V/div)

 Ipv (2 A/div)

Time (10 sec/div)

(a)

(b)

Tmp = 5 sec

Pmpp = 99.9 W

Vmpp = 44.47 V

 Impp = 2.24 A

PV Simulator on

Ppv  (50W/div)

Vpv  (20V/div)

 Ipv (2 A/div)

Time (10 sec/div)

(c)

Figure 4.7: Experimentally obtained results of MPPT algorithms under uniform irradiance con-
ditions a) SSA, b) ASSA, c) ASSA-P&O.
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tions are emulated with pattern-1 for 40 sec, and then the next 50 sec PSC is emulated with

pattern-4. The results obtained are shown in Figure 4.8. Conventional P&O is run with a step

size ∆d = 0.05, and the three-point behavior of P&O in steady operation is clearly observed in

Figure 4.8.a). Under PSC, the results obtained are: Pmpp4 = 30.4 W,Vmpp4 = 29.82 V, Impp4 =

1.02 A and Tmp4 = 1 sec. From this result, it is evident that P&O is not able to track GP, and

in this case, GP for pattern-4 is 33.35 W. Soft computing techniques like PSO can reach GP,

but it results in more time to track GP with large power oscillations during exploration. The

results obtained with PSO GMPPT are Pmpp4 = 33.2 W,Vmpp4 = 15.1 V, Impp4 = 2.2 A and

Tmp4 = 11.2 sec. The slow-tracking of the PSO GMPPT technique is fixed control parameters

and unnecessary exploration of search space even after reaching the GP region. Whereas the

SSA-based MPPT technique is easy to implement with a single control parameter. Because of

the wrongly estimated maximum iteration count (10), which affects the control parameter and

results in slow-convergence. The experimentally obtained results with conventional SSA under

PSC are Pmpp4 = 33.2 W,Vmpp4 = 15.02 V, Impp4 = 2.21 A and Tmp4 = 11 sec.

For the fair comparison of Memetic SSA with other on-line methods presented in this

chapter, memetic SSA also designed for the on-line search process. The results obtained with

this technique under PSC are Pmpp4 = 33.25 W,Vmpp4 = 15.11 V, Impp4 = 2.2 A, and Tmp4 =

12 sec. The slow-tracking of memetic SSA is due to the same reason as conventional SSA, i.e.,

the dependency of control parameter on maximum iteration count. Even though memetic SSA

results better in MPPT based on the off-line search process, in the case of on-line/ hardware-

based search, it results in slow-tracking (Tmp1 = Tmp4 = 12 sec) due to more salps in the form

of salp chains and deterministic control parameter.

From the experimentally obtained results of ASSA-P&O, as shown in Figure 4.8.e),

it is evident that the proposed algorithm tracks GP quickly with less power oscillations dur-

ing irradiance changes or PSC due to limited search space. The results obtained are Pmpp4 =

33.1 W,Vmpp4 = 15.5 V, Impp4 = 2.13 A and Tmp4 = 4 sec. From the experimental results, it is

evident that the proposed GMPPT technique is faster (approximately 2.5 times) than the con-

ventional SSA-based GMPPT technique.
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Figure 4.8: Experimentally obtained results of MPPT algorithms under PSC a) P&O, b) PSO,
c) SSA, d) Memetic SSA, e) ASSA-P&O.

4.3.2.2 Experimental validation of the proposed ASSA-P&O GMPPT technique under

irradiance changes

Under irradiance changes, the method proposed to reduce the search space discussed in section

III is verified with a decrease and increase in irradiance with the help of transitions from pattern-

Table 4.3: Experimentally obtained results of MPPT techniques.

P&O PSO SSA Memtic SSA Proposed
Tmp (sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic Tmp(sec) Pmpp(W) %ηstatic

Uniform
Pattern-1

(GMPP=100W)
6 97.9 97.9 12 99.8 99.8 12 99.8 99.8 12 99.8 99.8 5 99.8 99.8

PSC
Pattern-4

(GMPP=33.35W)
1 30.4 91.15 11.2 33.3 99.85 11 33.2 99.55 12 33.25 99.7 4 33.1 99.25
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1 to pattern-3 and pattern-3 to pattern-1. Each pattern is applied for 30 sec, as shown in Figure

4.9, and the results obtained with pattern-1 are Pmpp1 = 99.8 W,Vmpp1 = 44.5 V, Impp1 = 2.24 A

and Tmp1 = 6 sec. After 30 sec, when irradiance changes from pattern-1 to pattern-3, the results

obtained are Pmpp3 = 55.5 W,Vmpp3 = 43.41 V, Impp3 = 1.28 Aand Tmp3 = 4.2 sec.In this case,

faster convergence and low power oscillations are due to reduced search space. After a 30-sec

increase in irradiance is emulated with a change in pattern-3 to again pattern-1 and the results

obtained are Pmpp1 = 99.9 W,Vmpp1 = 44.4 V, Impp1 = 2.24 A and Tmp1 = 7 sec. In this case,

it is observed that the power oscillations during tracking GP are minimized compared to the

previous occurrence of pattern-1 at the beginning.

100 W

44.92 V

2.26 A

44.92 V

55.9 W

43.64 V

1.281 A

43.64 V

Pattern-3

Pattern-1

Tmp1 = 6 sec

Pmpp1 = 99.8 W

Vmpp1 = 44.5 V

 Impp1 = 2.24 A

PV Simulator on

Vmpp3 = 43.41 V

 Impp3 = 1.28 A

Tmp3 = 4.2 

sec

Pmpp3 = 55.5 W

Tmp1 = 7 sec

Pmpp1 = 99.9 W

Vmpp1 = 44.4 V

 Impp1 = 2.24 A

Ppv  (50W/div)

Vpv  (20V/div)

 Ipv (2 A/div)

Time (10 sec/div)

Pattern-1 Pattern-3 Pattern-1

Figure 4.9: Experimentally obtained results of ASSA P&O under irradiance changes.

4.4 Proposed hybrid GMPPT technique: ASSADE-P&O

In ASSA-P&O, the number of parameters to be tuned and power oscillations during

tracking are minimized. However, slower tracking of GP region identification in hybrid MPPT

techniques (formed with SC and gradient MPPT techniques) is mainly due to the least fitness

particles. When these techniques are applied to off-grid PV systems, reinitialization of GP

region identification stage for load changes degrades the performance of the GMPPT technique.

Hence, the least fitness particles should be accelerated more towards the leader to get faster

GP region identification. To get the better accuracy, leader salp should be enhanced in the

food source region. Hence, in this chapter, to get accurate and fast-tracking of GMPP, a hybrid

GMPPT method ASSADE-P&O is proposed. The overview of each part of the proposed method

is discussed in detail below.
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4.4.1 Overview of DE

DE is an evolutionary algorithm to search for an optimal solution in the defined region

by using mutation, crossover, selection operators [41,58]. Differential evolution starts from the

selection of three target or parent vectors Di1(G), Di2(G)and Di3(G), while trail vectors Ui(G)

are generated by mutation (4.10). The scale factor of mutation ξ is important to generate the

trail vector, which varies from [0.1 1].

Ui(G) = Di1(G)+ξ × (Di2(G)−Di3(G)) (4.10)

where i is the population number. During crossover (4.10), child vector D
′
i(G) is selected from

trial vector Ui(G) and best parent Di1(G) by using a random number and crossover probability

ρ , which range from 0 to 1.

D
′
i(G) =

Ui(G), i f rand ≤ ρ

Di1(G), i f rand > ρ

(4.11)

Finally, DE selects the best solution Di(G+1) for the next generation based on the fitness value

f of child and parent vectors given in (4.12).

Di(G+1) =

D
′
i(G), i f f (D

′
i(G))> f (Di(G))

Di1(G), i f f (D
′
i(G))< f (Di(G))

(4.12)

4.4.2 Details of the Proposed ASSADE–P&O GMPPT technique

In SSA, all salp positions depends on leader position. Whereas leader position is influ-

enced by control parameter C1. In conventional SSA, C1 value is a time varying and depends on

the maximum iteration count required for convergence which is an unknown value. If a large

value of iteration count is considered, the leader position will be updated even after reaching

optimum solution and causes for unnecessary exploration. Whereas a smaller value of iter-
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ation count results in premature convergence. Therefore, the control parameter needs to be

independent of maximum iteration count. Hence, in this proposed hybrid GMPPT technique,

a time-independent adaptive control parameter is derived. C1 in (4.2) is modified as (4.13) in

adaptive SSA (ASSA)

Ci
1 = 2× e

−
(

4×
(

1−
(

di
max−di

min
ub

)))2

(4.13)

where di
max is the duty ratio maximum in the current iteration and di

min is the duty ratio minimum

in the current iteration, and ub is the upper boundary of search space. Control parameter Ci
1 in

(4.13) changes w.r.t. to salp chain length. Salp chain length is nothing but distance between

maximum and minimum salp positions. In the first iteration, this distance is large since all the

salps are distributed uniformly throughout the search space. Based on (4.13), a high value of C1

allows exploration of leader in the search space. As the iterations proceeds, there is a gradual

change in salp position and moves closer to the food source, i.e., GP in the kth iteration. When

all the salps enter into GP region, the salp chain length decreases, and C1 becomes very small,

which allows the leader to exploit. Even though ASSA avoids the dependence of algorithm

performance on an unknown maximum iteration count, with few salps both SSA and ASSA

can not guarantee optimum solution under all dynamic conditions. Hence ASSA algorithm is

integrated with DE.

To get the fast-tracking by satisfying the defined convergence criteria other than maxi-

mum iteration count like the distance between each particle is lower than some threshold value,

the least fitness particles should be accelerated more towards the leader. Hence in the proposed

method, DE is applied on both food source as well as least salp in salp chain to reach the best

solution to achieve faster tracking of GMPP, as shown in Figure 4.10. Applying DE on leader

salp helps in finding a better solution without stagnation at local peak. Hence, the integration

of ASSA with DE helps obtain a better solution with few salps in the ASSA. In the proposed

method ASSA and DE are in series. The solutions obtained with ASSA are given to the DE in

each iteration to get a better solution. For the food source, the mutation is defined as (4.14),

while (4.15) is for the least fitness salp.

U1(G) = D1(G)+ξ ×|(D2(G)−D3(G))| (4.14)
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D1(G)D2(G)D3(G)

U1

U3

Search space

SSA

DE

D3
|(G) D1

|(G)

Figure 4.10: Salp movements in SSA-DE.

U3(G) =



D3(G)+ξ ×|(D1(G)−D2(G))| ,

i f D3(G)≤ D1(G)

D3(G)−ξ ×|(D1(G)−D2(G))| ,

i f D3(G)> D1(G)

(4.15)

where U1(G) is the trail vector of leader salp, U3(G) is the trail vector of least fitness salp in

salp chain, D1, D2, D3 are solutions obtained in ASSA in each iteration, D1 is the leader salp

and D3 is least fitness salp in the chain. The scale factor of mutation increases linearly from

ξmin=0.1 to ξmax=0.6 as given in (4.16).

ξ = ξmin +

(
it

itrmax

)
× (ξmax−ξmin) (4.16)

where it is the present iteration and itrmax is the iteration count maximum. Since MPPT is a

on-line process in which each duty should be applied to the MPPT converter to find the fitness,

there is a delay of tracking time if the same duty ratio is applied to find fitness in the form of

target vector in the crossover as per [58]. Hence, without increasing tracking time in the form of

DE, in crossover stage, selection of child vector for leader salp or least fitness salp is provided

instead of choosing the same target vector. Hence, either DE on leader salp or DE on least

fitness salp is executed in each iteration. Therefore, the crossover of the proposed method is
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given in (4.17)

D
′
1(G) =U1(G), i f rand ≤ ρ

D
′
3(G) =U3(G), i f rand > ρ (4.17)

where ρ is crossover probability constant varies from 0 to 1, and in the proposed method, 0.67

is considered as crossover probability constant. In conventional DE, selection of child or parent

is based on the fitness f (D
′
1(G)). Without affecting the sorting order of salp chain, the selection

of next-generation salps are based on (4.18).

D1(G+1) =

D
′
i(G), i f f (D

′
1(G))> f (D1(G))

D1(G), i f f (D
′
1(G))< f (D1(G))

D3(G+1) =


D
′
3(G), i f f (D

′
3(G))> f (D3(G))&

f (D
′
3(G))< f (D2(G))

D3(G), i f f (D
′
3(G))< f (D3(G))

D2(G+1) =


D
′
3(G), i f f (D

′
3(G))> f (D2(G))&

f (D
′
3(G))< f (D1(G))

D2(G), i f f (D
′
3(G))< f (D2(G))

(4.18)

After reaching the global peak region by ASSADE, to avoid unnecessary power oscillations

due to exploration process of ASSA, in the proposed algorithm, tracking is shifted to P&O

algorithm with variable steps. In variable step P&O, tuning M value is tedious. Hence M is

automatically tuned by (4.19) before starting the perturbations.

M =
∆Dmax

d p
dv |∆Dmax

(4.19)

where ∆Dmax is the maximum value of step size in fixed-step P&O. Partial solution obtained

during identification of GP region is used as starting point of variable step P&O algorithm
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Table 4.4: Change in voltage and current during insolation change and load variation.

Change Due to dV Sign dI Sign

Insolation Increase Positive Positive

Insolation Decrease Negative Negative

Load Increase Positive Negative

Load Decrease Negative Positive

which leads to a more accurate solution in steady-state with reduced power oscillations. The

convergence criteria used for finding the GP region is given by the distance between each salp

which is less than one percent.

After reaching steady-state, the output power changes due to either change in insolation

or load variation. With the change insolation, GMPP shifts from the previous position, and due

to load variation, GMPP is fixed at the same position just as it was before the load variation

occurs [59], but the operating point changes and may lead to operating at any local peak in both

the cases due to nature of P&O. Hence reinitialization of ASSADE is required for finding new

GMPP due to shifting in GMPP when insolation change occurs; but for the same GMPP in the

case of load change, reinitialization may result in unnecessary initial power oscillations during

the exploration of ASSADE. To avoid initial power oscillations during this process, direct duty

ratio is calculated for the load change based on the history of PV resistance at MPP and present

load value. Direct duty ratio calculation for the load change results in rapid tracking of MPP

for new load without facing power oscillations due to reinitialization of ASSADE. Resistance

value at MPP (Rmp) is calculated using (4.20)

Rmp =Vmp/Imp; (4.20)

where Vmp is the voltage at MPP and Imp is the current at MPP. Load resistance Rload of boost

converter in terms of input resistance Rin where Rin =Vpv/Ipv is

Rload =
Rin

(1−Dmp)2 (4.21)

where Dmp is the duty ratio at MPP. Once load change is identified, the new duty ratio Dnew is

118



CHAPTER 4. HYBRID GMPPT TECHNIQUES BASED ON ADAPTIVE SALP SWARM ALGORITHM Section 4.4

Start

Set l=1, L=10,Initialize three salps 

dc[1],dc[2],dc[3] in search space [0.1 0.8] and 

find the fitness of each particle, Find the Food 

source  F  and its fitness  Pf . 

Sort the salps in descending order

Update the remaining salps in 

the salp chain by  (4.6) and 

find their fitness.

is P[1]>Pf

dc[1]=F

P[1]=Pf

F=dc[1]

Pf=P[1]

If the fitness of any salp is 

more than Pf,

Update food source 

Is |D1-D2|&&

|D2-D3|<0.01 ?

Global region 

found and 

Call P&O

Adaptive SSA

Yes No

No

Yes

l=l+1,

Apply DE with D1(G), D2(G) and 

D3(G) as target vectors

Find  C1  by using (4.13).

Update the leader salp  dc[1]  in the salp chain 

by using (4.4) and find it s fitness  P[1] .

Apply perturbation to duty ratio

Start

M by applying ΔDmax to converter

Observe dP and dV.

Based on dP and dV decide the next perturbation direction i.e 

D=Dold±Δd

is |dP|>

0.1*Prated

Dold=D, Vold=V, 

Iold=I, Pold=P.

is 

change in power 

is due to insolation 

?

Yes

No

Yes

Calculate dP=Pnew-Pold,dV=Vnew-Vold, dI=Inew-Iold

and ΔD= M*|dP/dV|

Return to 

ASSA and 

initialize

Calculate Dnew for 

load change  by 

using (18) 

Dold=Dnew, Vold=V, 

Iold=I, Pold=P.

set  Dold = F, Pnew=Pf, Vnew=Vf, Inew= 

If,Vold=0, Pold=0,and Iold=0; ΔDmax =0.001

No

Variable step P&O

Start

Find ξ by using (4.16)

Apply mutation to find trail vectors by using 

(4.14) & (4.15)

is 

rand<=ρ 

Apply D1'(G) to 

converter and 

find fitness 

f(D1'(G))

Yes

Find D1(G+1),D2(G+1),D3(G+1) 

based on conditions given in (4.18)

No

Apply D3'(G) to 

converter and 

find fitness 

f(D3'(G))

Return to 

ASSA

DE

Figure 4.11: Flowchart of the proposed algorithm ASSADE-P&O.

calculated as (4.22).

Dnew = 1−
√

Rmp

Rload
(4.22)

The difference in the load change and insolation change is identified with the change in voltage

and current direction as given in Table 4.4. The change in steady-state of the system is identified

with change in power given by (4.23)

dP > Prated ∗0.1 (4.23)

where dP is the change in power in one sample time.

Steps to implement the proposed ASSADE–P&O method as given in Figure 4.11 are:

1) Apply three salps, i.e., duty ratios D1, D2, and D3 uniformly in the search space in the first

iteration and calculate the fitness of each salp, i.e., power. Sort the salps in descending order
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of their fitness. Find the food source F , i.e., first salp in the salp chain which is formed by

sorting.

2) Apply DE on the food source or least fitness salp in the chain formed after the first iteration

of ASSA.

3) Update the position of leader based on (4.4) with adaptive control parameter in (4.13). If

the fitness of leader is more than food source, update the food source with leader; otherwise,

keep the leader as food source.

4) Update the positions of the remaining salps in the chain by using (4.6). If the fitness of any

salp is more than food source fitness, update food source with that salp.

5) Sort the salps given to DE. Find the fitness of evaluated particles in DE. If the fitness of

evaluated particles of food source or the least fitness salp is more than the fitness obtained

in ASSA, update the corresponding salp with the solution obtained in DE. Repeat steps 3, 4,

and 5 until convergence criteria are reached, i.e., the distance between each salp is less than

1%.

6) Apply VS-P&O with the partial solution obtained in ASSADE. In the starting find M using

(4.19).

7) Find step size using (3.13) and Repeat this step until change in power is identified either due

to change in load or insulation.If

[i] the load change is identified, calculate the new value of duty directly using (4.20) –

(4.22) and repeat steps 6 and 7 until insolation change is identified.

[ii] the insolation change is identified, repeat steps 1 to 7.

4.4.3 Simulation case studies

To test the performance of the proposed method, MATLAB/Simulink model of DC-DC

converter and with short string and long string arrangement of PV panels are used as shown in

Figure 4.12. In this simulation study, a 300 W PV system is studied with six panels connected

in either six series one parallel (6S-1P long String) or two 3-panel strings connected in parallel
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Figure 4.12: Block diagram of PV system under partially shaded conditions.

(3S-2P short string) as shown in Figure 4.13. A 50 W solar panels manufactured by solar power

mart SPM-50M model are used. Its electrical equivalent circuit parameters are extracted as

given in the appendix. With the insolation profiles from PSC-1 to PSC–6 shown in Figure 4.14,

multi-peak P–V curves from 1–6 peaks as given in Table 4.6 can be simulated.

The dependence of tracking time on maximum iteration count for various conventional

SI techniques is studied with the same number of population (=4). From the simulation results

Table 4.5: Parameters of boost converter used in the simulation and hardware.

S.NO Parameter Value

1 Inductance L 1.5 mH

2 Output capacitance Cout 22 µF

3 Input capacitance Cin 4.7 µF

4 Load RL 100 Ω

5 Switching frequency fs 50 KHz
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Figure 4.13: PV panels P1-P6 connected in string arrangment.

Table 4.6: Details of irradiance profiles used for simulation and hardware.

String Type
Irradiance

Pattern
Irradiance profile (KW/sq.mt) Number of

Peaks
Global Peak

P1 P2 P3 P4 P5 P6 VGP (V) IGP(A) PGP(W)

3S-2P
Short String

PSC-1 1 1 1 1 1 1 1 55.87 5.38 300.6
PSC-2 1 1 0.5 1 1 0.5 2 36.07 5.434 196.01
PSC-3 0.8 0.5 0.2 0.8 0.5 0.2 3 37.19 2.77 102.9

6S-1P
Long String

PSC-4 0.5 0.5 0.4 0.4 0.2 0.1 4 73.12 1.08 79.09
PSC-5 1 1 0.6 0.4 0.3 0.2 5 56.69 1.663 94.26
PSC-6 0.7 0.5 0.4 0.3 1 0.2 6 77.19 0.91 85.07

shown in Figure 4.15, it is evident that in all the presented algorithms, convergence time is

directly related with iteration count under the same insolation conditions in an on-line search

process like PV MPPT, and it leads to unnecessary exploration even after finding optimum

value because of which power oscillations before reaching steady-state and tracking time are

increased. The convergence time of three popular SI techniques for the PV MPPT in the liter-

ature PSO, GWO, and WOA are highly dependent on maximum iteration count, which is not

known initially. In the case of SSA, even though the dependence of SSA on maximum iteration

count is lower compared to the other three techniques. A large value of maximum iteration
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Figure 4.14: PSC profiles used for simulation and hardware a) 3S-2P short string, b) 6S-1P long
string.

count (30) results in unnecessary power oscillations in the GP region even after optimum solu-

tion is reached. It causes slow tracking of MPP, i.e., 0.26 sec for PSC1, 0.2494 sec for PSC2,

and 0.216 for PSC3. In the case a small value of iteration count (10), even though convergence

speed is fast (0.144 sec for PSC1), it may cause convergence before reaching optimum solution

with few salps. Hence, it is better to avoid the dependency of control parameter on maximum

iteration count. In this work , self-adaptive parameter tuning based on the feedback of position

of search agents during each iteration is proposed, which is also best suited for identifying GP

region accurately.

The simulation results of the MPPT techniques are shown in Figure 4.16 and results

are tabulated in Table 4.7, 4.8, and 4.9. In Figure 4.16.a), even though WOA results in better

accuracy in the case of PSC1, i.e., Pmp=300.6 W than the other three SI techniques, but conver-

gence largely depends upon the maximum iteration count, and takes more time to track the MPP
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Figure 4.15: Barchart of maximum iteration count vs tracking time of conventional SI tech-
niques.

Tmp=0.48 sec for PSC1. The three SI techniques, PSO, GWO, and WOA, suffers from more

number of parameters tuned for dynamic changes in irradiance. Whereas for SSA, accuracy of

tracking is less (Pmp=299 W in the case of PSC1). Even though SSA is faster (Tmp=0.268 sec

in the case of PSC1) than the other three algorithms, it also faces the same problem of power

oscillations in the GP region due to he wrong value of maximum iteration count chosen. Hence,

in the proposed method, an adaptive control parameter is proposed which is not dependent on

maximum iteration count, and depends on the distance between the salp position. In Figure

4.16.b) shows, gradual improvement of the proposed method, while deriving it from conven-

tional SSA and integrating with DE and P&O. From the result, it is evident that the proposed

method is superior to conventional SSA technique and takes less time to track the GMPP in all

the three cases of shading with the convergence criteria as distance between the salps is less

than 0.01. The conventional SSA takes Tmp= 0.26 sec to reach GMPP with Pmp=298.8 W for

PSC1. Under the same insolation condition, whereas the proposed method takes Tmp= 0.16

sec to reach GMPP with Pmp=300.3 W. The proposed hybrid method is approximately 1.6 times

much faster than its conventional SSA technique. The control parameter of conventional SSA is

tuned adaptively in ASSA. However, the complete tracking of GMPP with ASSA only results in
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Figure 4.16: Simulation results under irradiance changes a) SI techniques, b) Gradual improve-
ment of the proposed technique, c) Hybrid GMPPT techniques.

Table 4.7: Simulation results of the SI based GMPPT techniques.

PSO GWO WOA SSA
Tmp (sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic

PSC1
(GMPP=300.6W) 0.398 300.2 99.86 0.45 300.2 99.86 0.49 300.2 99.86 0.272 299.3 99.57

PSC2
(GMPP=196.01W) 0.46 195.9 99.94 0.454 195.6 99.79 0.485 195.8 99.89 0.289 195.9 99.94

PSC3
(GMPP=102.9W) 0.404 102.5 99.61 0.436 102.5 99.61 0.483 102.5 99.61 0.285 102.2 99.32

unnecessary power oscillations even after finding the optimum value and slower convergence.
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Table 4.8: Simulation results of the SSA based GMPPT techniques.

SSA ASSA ASSADE Proposed
Tmp (sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic

PSC1
(GMPP=300.6W) 0.272 299.3 99.27 0.164 300.3 99.9 0.128 300.3 99.9 0.14 300.3 99.9

PSC2
(GMPP=196.01W) 0.289 195.9 99.84 0.28 195.9 99.94 0.145 195.9 99.94 0.17 195.9 99.94

PSC3
(GMPP=102.9W) 0.285 102.2 99.32 0.164 102.4 99.51 0.13 102.5 99.61 0.12 102.5 99.61

Table 4.9: Simulation results of the hybrid GMPPT techniques.

PSO-P&O [35] GWO-P&O [36] GWO GSO [41] Proposed
Tmp (sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic

PSC1
(GMPP=300.6W) 0.25 300.2 99.87 0.17 300.1 99.83 0.27 299.6 99.67 0.14 300.3 99.9

PSC2
(GMPP=196.01W) 0.7 195.9 99.94 0.16 195.8 99.89 0.21 195.7 99.84 0.17 195.9 99.94

PSC3
(GMPP=102.9W) 0.398 102.5 99.61 0.26 102.2 99.32 0.2 102.5 99.61 0.12 102.5 99.61

The main reasons for slower convergence of ASSA for on-line search process of PV

MPPT are more number of search agents and unnecessary exploration of search space even

after reaching GP region or optimum is found. If less number of salps is selected, it may cause

premature convergence. Hence, with minimum number of search agents in ASSA, to avoid the

premature convergence and to increase the convergence rate by accelerating the least fitness

salp and enhancing the leader salp, DE is cascaded with ASSA. The number of salps selected in

ASSADE are three in ASSA, and one more salp is generated in DE based on the history of three

salps in ASSA exploration. Even though ASSADE results in accurate tracking of GMPP, the

tracking time can be further improved by limiting the ASSADE only for GP region identification

stage and in that region tracking is continued with P&O. The fastness of the proposed method

in the tracking GMPP is due to integration of DE in series with ASSA which can improve the

solution obtained in the each iteration of ASSA, where a more accurate solution is obtained with

integration of P&O with variable step. From the simulation results shown in Figure 4.16.b) it

is evident that the proposed hybrid GMPPT technique shows the gradual improvement in terms

of accuracy and speed of tracking.

To know the superiority of the proposed method in terms of fast, accurate tracking and

robustness, the proposed method is compared with existing hybrid algorithms PSO–P&O [37],

GWO–P&O [38], GWO–GSO [43] based MPPT techniques. From the Figure 4.16.c), it is
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evident that the proposed method is much faster and more accurate than other three hybrid

methods. The results obtained with PSO-P&O hybrid GMPPT technique proposed in [37] are

Tmp = 0.2536 sec, Pmp = 300.3 W for PSC1. Since the velocity of particles is not limited,

the parameters of the algorithm are dependent on the maximum iteration count and P&O used

in the steady-state are with fixed-step, the PSO–P&O algorithm results in slow tracking. In

the case of GWO-P&O GMPPT technique proposed in [38], the fixed control parameters and

fixed-step size in P&O algorithm result in Tmp = 0.16 sec, Pmp = 300.2 W for PSC1. The

GWO-GSO base MPPT technique proposed in [43] results in Tmp = 0.2721 sec, Pmp = 300.2 W

with zero steady-state oscillations for PSC1. Whereas the proposed method results in Tmp =

0.14 sec, Pmp = 300.3 W for PSC1 with fewer power oscillations during GP region identification

as well as steady-state tracking. The power oscillations are reduced due to gradual change in

salp positions, and the adaptive control parameter avoids the unnecessary power oscillations in

GP region. In steady-state, the power oscillations are reduced with variable step P&O, which

operates with a very small step size after reaching peak.

Further, the performance of proposed hybrid GMPPT method is optimized with the di-

rect duty ratio calculation under load changes in an off-grid PV system. From the simulation

result shown in Figure 4.17, it is evident that the proposed hybrid GMPPT technique is able to

track the GMPP rapidly within a time TLmp1 = TLmp2 = TLmp3 = 12 msec due to the direct duty

ratio calculation for load changes from 100 Ω to 50 Ω vice versa. With the change in the di-

rection of voltage and current change, insolation and load change can be easily identified. Only

during the insolation change, ASSADE is reinitialized, and in the case of load change, direct

duty ratio calculation is adapted by which unnecessary GP region identification can be avoided

during the load change where GP is unaltered. Whereas in the case of the other three hybrid

GMPPT techniques, PSO–P&O [37], GWO–P&O [38], and GWO–GSO [43], even for load

changes also GP region identification stage has to be reinitialized for the load changes. Hence,

direct duty ratio calculation in the proposed hybrid GMPPT technique results in rapid tracking

of GMPP under load changes without the large power oscillations due to reinitialization of AS-

SADE. Hence, the performance of the proposed hybrid GMPPT technique is optimized for the

load changes in off-grid PV system.
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Figure 4.17: Simulation result of proposed hybrid GMPPT method under irradiance and load
changes.

4.4.4 Experimental results and discussions

To test the performance of the proposed method during different irradiance conditions

and load variation, the experimental setup shown in Figure 4.18 is used. To emulate the different

shading conditions of 3S-2P short string and 6S-1P long string, chroma make programmable

solar array simulator is used. PSC-1 to PSC-6 are emulated by using chroma soft panel software

in which 128 data points of the I-V curves are imported. Test bench supports the real-time shad-
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1. PV Simulator, 2. Boost Converter, 3. Sensor Circuit, 4. Mosfet Driver Circuit, 5. 

dSPACE rti 1104 Board, 6. Resistive Load, 7. Host PC- Chroma Soft Panel Software, 

8. Host PC- dSPACE Control Desk Software, 9. Mixed Domain Oscilloscope.

2

3

8

9

Figure 4.18: Experimental setup.
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PSC-1

PSC-2

PSC-3

Figure 4.19: I-V and P-V curves emulated by using solar array simulator.

ing due to clouds, and calculates the static and dynamic MPPT efficiency of MPPT techniques.

The parameters of DC-DC converter for both simulation and hardware are same as given in

Table 4.5. In view of the slow response of the PV simulator and to observe the output clearly,

proper sample time Ts = 0.05 sec is used for implementing all the algorithms by using dSPACE

digital controller board. dSPACE rti 1104 digital controller board has the slave DSP for gen-

erating high frequency (50 KHz) PWM switching signals. LEM-made hall effect sensors are
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used for sensing the voltage and current at the input of converter. These measured voltage and

current signals are given as input to the MPPT algorithm through analog to digital converter

(ADC) ports of digital controller board. The MPPT algorithm uses PV voltage, current and

generates a pulse width modulated (PWM) signal, which is amplified by the MOSFET driver

circuit made with HCPL A3120 and applied to the power MOSFET (IRFP-460) of the boost

converter. Rheostats bank is used as variable resistance load connected to the boost converter,

which is used for creating load changes as in the off-grid PV system.

4.4.4.1 Experimental results under partially shaded conditions

Complex shading conditions are emulated using P-V profiles from PSC-1 to PSC-6, which are

multi-peak P-V curves up to 6 peaks with the help of chroma soft panel software, as shown in

Figure 4.19. The results of the hybrid MPPT methods are tabulated in Table 4.10. To study the

performance of presented algorithms, shading conditions PSC1,PSC2 and PSC3 (each one for

12 sec) are applied as shown in Figure 4.20. Even though all the algorithms track the GMPP

with the same number of searching agents(=4) and convergence criteria, PSO–P&O and GWO–

P&O results in large power oscillations during GP region identification stage as well as in the

steady-state tracking. The large power oscillations in the steady-state are due to the large step

size of the fixed-step P&O. GWO–GSO results in faster convergence and lower steady-state

power oscillations than PSO–P&O and GWO–P&O, but it also suffers from large power oscil-

lations during tracking GP region. The conventional SI techniques: PSO and GWO algorithms

used in these hybrid GMPPT techniques are fixed and best suited for only few irradiance condi-

Table 4.10: Experimentally obtained results of the hybrid GMPPT techniques.

PSO-P&O [35] GWO-P&O [36] GWO GSO [41] Proposed
Tmp (sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic Tmp(sec) Pmp(W) %ηstatic

PSC1
(GMPP=297.2W) 3 294.7 99.16 3.6 295.1 99.29 3.6 297.2 100 1.58 297.14 99.98

PSC2
(GMPP=193.7W) 1.4 190.31 98.25 1.2 188.35 97.24 1 193.19 99.74 1.6 193.5 99.89

PSC3
(GMPP=100.4W) 2.4 99.83 99.43 3.2 99.48 99.08 2 99.31 98.91 1.58 100.2 99.8

PSC4
(GMPP=79.1W) 3.4 73.88 93.4 3.6 71.1 89.89 2 64.78 81.9 1.2 78.6 99.37

PSC5
(GMPP=93.6W) 3.6 92.34 98.65 3.6 92.53 98.86 3.8 93.52 99.91 1.2 93.3 99.68

PSC6
(GMPP=85W) 5.6 76.29 89.75 3.4 75.38 88.68 2.6 77.59 91.28 1 84.4 99.29

Average 3.2 – 96.44 3.1 – 95.5 2.5 – 95.29 1.36 – 99.67
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Figure 4.20: Experimentally obtained results of hybrid GMPPT techniques a) proposed, b)
PSO–P&O, c) GWO–P&O, d) GWO–GSO.

tions and may cause premature convergence. On the other hand, the proposed hybrid GMPPT

technique takes very little time to track GMPP, which is less than 1.6 sec due to the cascaded

effect of ASSA and DE along with variable step P&O, which also results in accurate tracking

of GMPP. Power oscillations during tracking are reduced due to gradual movement of salps and

in steady-state oscillations are minimized due to the effect of reduced step size of VS-P&O.

From the results obtained for six shading conditions, it is evident that the proposed method

is faster than the other three with average tracking time of Tmp=1.36 sec. The merit order

of GMPPT techniques based on speed of tracking is ASSADE-P&O, GWO-GSO, GWO-P&O

and PSO-P&O. The slow tracking of the remaining techniques is mainly due to the fixed control

parameters. Static MPPT efficiency can be calculated by

%ηstatic =
Ppv

Pmp
×100 (4.24)

where Ppv is the power measured at steady-state, Pmp is the actual maximum power. The average

static MPPT efficiency of the proposed method is 99.68 % which shows that the proposed

method is more accurate than other three presented.
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4.4.4.2 Experimental results under Load variations

The load changes in off-grid PV system are experimentally verified by suddenly changing the

load resistance. To optimize the performance of proposed hybrid GMPPT technique, reinitial-

ization of GP region identification by SI technique is done only for irradiance change and direct

duty ratio is calculated based on the information of MPP for the given irradiance conditions.

The direction of voltage and current change is used for identifying the change in power is due

to load or insolation. Hence, in the proposed method, when load changes, there is no need of

reinitialization to identify GP region. Based on the method discussed in section III, direct duty

ratio calculation results in rapid tracking of GMPP for any load change, as shown in Figure 4.21.

The proposed method takes TmpL=0.1 sec for load changes from either 100 Ω to 60 Ω or vice

versa. Hence, the proposed method avoids tracking GMPP again from the beginning, which

results in power oscillations and calculates the duty directly by using (4.22) for the new value

of load after load change occurs. In the proposed method, reinitialization is required only for

insolation changes. Whereas the remaining three hybrid algorithms, it requires reinitialization

Tmp1= 1.6 sec
Tmp2=1.4 sec

Tmp3=1.6 sec

PV Simulator ON

Ppv (100 W/div)

Vpv (50 V/div)

Ipv (5 A/div)

D (1 duty/div)

PSC1 PSC2 PSC3

Load Change

Insolation Change

4 sec/div

100 Ω 60 Ω 100 Ω 60 Ω 100 Ω 60 Ω 100 Ω 

Tmp_L= 0.1 sec
Tmp_L= 0.1 sec

Tmp_L= 0.1 sec

Figure 4.21: Experimentally obtained result of the proposed method under insolation and load
variation.
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of GMPP stage for both insolation and load changes. When a change in power is identified for

change in insolation, all hybrid GMPPT techniques presented are reinitialized, as shown in Fig-

ure 4.21. Hence, from the experimental results, it is evident that the proposed hybrid GMPPT

technique results in faster and accurate GMPPT tracking with low power oscillations under load

changes, and the methodology used for load change is best suited for an off-grid PV system.

4.4.4.3 Experimental results under dynamic shading

Dynamic shading is a common phenomenon in residential and large-scale PV installations due

to clouds. Dynamic shading due to clouds is tested by using a shadowed I-V curve simulation

panel of chroma solar array simulator. The direction of cloud movement on the top of the panels

chosen for testing the dynamic shading is from left to right, as shown in Figure 4.22. The cloud

position changes from SP-0 to SP-3. SP-0 is the unshaded condition applied before initializing

the dynamic shading where irradiance profile is same as PSC-1. SP-1 and SP-2 are the shadow

positions due to clouds gradual movement, which creates the PSC. Whereas SP-3 is unshaded

shadow position after passing of clouds. The cloud moment initialized after 10 seconds and

resulted in multi-peak P-V curves due to shading, and the proposed method tracks the GMPP

in each condition accurately and gives a total tracking efficiency of 98.1%.

%ηtracking =
1

Pmp×TM
∑Vpv× Ipv×∆T ×100 (4.25)

where Pmp is the global peak set by the PV simulator, TM is the total measurement time, Vpv

voltage at the terminals of PV simulator, Ipv is the current through the PV simulator, ∆T is the

time step size. Hence from the experimental results, it is evident that the proposed method is

robust and guarantees global convergence for insolation and load changes with less tracking

time and reduced power oscillations.

4.5 Conclusion

In this work, an adaptive salp swarm algorithm based GMPPT technique is proposed

with only one control parameter to be tuned. From the simulation results, the effect of adap-

tive control parameter C1 on exploration and exploitation of the ASSA GMPPT technique is

studied, and it results in faster convergence than the SSA GMPPT technique with maximum
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Figure 4.22: a) Shadowed I-V curve simulation panel, b) Experimentally obtained result of the
proposed method under dynamic shading by clouds.
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iterations dependent control parameter C1. The hybrid method proposed with ASSA and P&O

is easy to implement with the proposed switching between ASSA and P&O algorithms. The

global peak region is identified with only one parameter C1 in ASSA, and from there on the

tracking of GMPP in the GP region is continued with variable step P&O. Both the simulation

and experimental results show that the proposed hybrid method gives faster convergence, less

tracking time, and reduced power oscillations during tracking.

Further, integration of ASSA and DE results in more accurate tracking of GP region

with few searching agents in ASSA. Cascaded operation of DE with ASSA is best suitable for

MPPT operation and applying DE on leader and least fitness salp of ASSA results in fast and

accurate tracking of maximum power point. Further integration of ASSADE with variable step

size P&O results in more accurate tracking of GMPP with fewer power oscillations in steady-

state. The proposed direct duty ratio calculation under load changes results in rapid tracking

of GMPP within 0.1 sec for any load change, which avoids the unnecessary power oscillations

due to reinitialization of GP region identification stage. The superiority of the proposed method

in terms of tracking time and accuracy is compared with three popular hybrid MPPT methods

which exist in the literature. The proposed method guarantees less tracking time and more

accuracy under complex partial shading conditions as well as load changes. The proposed

method, ASSADE-P&O based GMPPT technique with direct duty ratio calculation under load

changes, has been established as a favorable method for an off-grid PV system.
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Chapter 5

Performance optimization of hybrid tracking techniques
for an on-grid PV system.

5.1 Introduction

In the literature, several hybrid tracking techniques are proposed for PV systems under

PSC, classified as follows. In the first category, conventional gradient-based methods are used

to find all LMPP in the first-stage, and in the second-stage, these MPPs are sorted to get GMPP

[4, 29]. These two-stage techniques guarantee an accurate GMPP. However, traversing all the

curve peaks imposes a long tracking time, which is not a good feature of an efficient, fast-

tracking MPPT technique. In the second-category, the SC technique is used to identify the GP

region in the first-stage, and in the second-stage, the tracking is continued with the conventional

P&O technique [37, 38]. These techniques can track the GMPP much faster than the first-

category. However, the exact GP region identification with SC technique and power oscillations

in the steady-state are major challenges of these methods. In most of these methods found in

the literature, the GP region identification is made with an unjustified predetermined number of

iterations.

To avoid the power oscillations due to the irregular searching of the SC technique, track-

ing MPP with P&O in the UIC and SC technique during PSC is ideal. The second-category

methods should rely on the SC technique for tracking MPP of both UIC and PSC due to a

lack of partial shading identification methodology. In the third-category, two or more soft com-

puting techniques are combined to enhance the exploration and exploitation of the main SC

technique [41–43]. In this category, the optimum solution obtained in each iteration of the main

SC technique is enhanced by another SC technique, which may be evolutionary or swarm-

based. Accuracy of the solution obtained will be more than the case of a single SC technique

is used. However, the number of algorithm parameters to be tuned is more and complex. In

the fourth-category, shade detection is enabled in the first-stage to find a uniform or PSC. In the
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second-stage, the SC technique is used only to identify the GP region of the PSC, and P&O is

used in the steady-state and the UIC so that the use of the SC technique can be limited to PSC

only. An accurate shade detection helps to improve the performance of these hybrid tracking

technologies. The main challenges of fourth-category methods that need to be investigated more

are fast and accurate tracking of maximum power point, accurate shade detection, low power os-

cillations in the steady-state tracking, easy parameter tuning, and proper shifting of algorithms,

which comes under optimizing the performance of the hybrid tracking techniques [44]. Hence,

performance optimization of the hybrid tracking technique is most important and challenging

for researchers in the field of PV MPPT.

With the increase in rooftop grid-connected solar PV systems, penetration of medium

and high rated PV systems connected to the grid are increased. With the high penetration of PV

systems, the power injected into the grid may become more than the demand during sunny or

peak production periods, which may cause instability and overload [45]. Therefore, the grid-

connected PV system should have the flexibility to deliver the active power within the power

limit known as flexible power point tracking (FPPT) [60]. The new grid codes impose MPPT

for all grid-connected systems to get maximum energy yield and active power limit control to

maintain stability under peak power production periods. Hence, the MPPT tracking algorithm

should have maximum power point tracking under all dynamic weather conditions and active

power limit control in the form of FPPT, which is a cost-effective solution for active power

control [46]. Hence, when these hybrid tracking technologies are used for grid-connected PV

systems, FPPT should be included as part of the MPPT algorithm to meet new grid code stan-

dards. Since partial shading is quite a common phenomenon in the grid-connected system and

grid code also demands active power control, MPPT with flexible and global maximum power

point tracking with hybrid tracking technology and shade detection is vital. The combined study

of FPPT, GMPPT, and shade detection have not been investigated in the literature.

Hence, in this chapter, a steady-output P&O algorithm (SO-P&O) and a hybrid GMPPT

technique using a self-adaptive salp swarm algorithm and differential evaluation (ASSA-DE)

are proposed. In the proposed hybrid tracking technology framework, the new SO-P&O is used

for a curve scan, which can accurately identify both shade and active power limit. Hybrid SC

technique: self-adaptive SSA-DE algorithm is used only to determine the GP region in PSC. In

the steady-state tracking of both the UIC and PSC, SO-P&O is used, which gives zero steady-
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state oscillations. The proposed curve scan is used to identify both types of shading, i.e., either

uniform or partial shading and active power limit. If the power available is more than the active

power limit during a sunny day, the proposed curve scan with SO-P&O can find the flexible

power point in the MPP left. This chapter’s main objective is: to optimize the fourth-category

hybrid tracking technology’s overall performance; an exact shade & active power limit detection

scheme, and FPPT along with a hybrid GMPPT algorithm are proposed for a grid-connected

PV system under varying atmospheric conditions.

This work’s main contributions are: 1) Proposed an accurate and unique shade detec-

tion with a new SO-P&O, which can detect both types of shading and active power limit. 2)

Proposed a fast and accurate hybrid self-adaptive GMPPT technique, ASSA-DE, to identify the

exact GP region under PSC. 3) Proposed a hybrid tracking technique that uses the above shade

and active power limit detection, FPPT, and GMPPT. The main achievements of the proposed

hybrid tracking technology are accurate shade and active power limit detection, fast and accu-

rate maximum and flexible power point tracking, and zero steady-state oscillations under all

dynamic weather conditions.

Contributions of this chapter are

• Flexible and global maximum power point tracking with hybrid tracking technology and

shade detection.

• Performance optimization of the hybrid tracking technique in a grid connected PV system.

5.2 Hybrid self-adaptive salp swarm algorithm and differential
evolution

The main aim of any GMPPT technique is to find the global peak among the multiple lo-

cal peaks of the multi-peak P-V curve under PSC, which is the possible operating point for a PV

system to yield maximum energy for the given irradiance conditions. The accuracy and speed of

the GMPPT algorithm depend on the strength of the search process, i.e., balance between the ex-

ploration and exploitation of search space. Since the GMPPT algorithm converges to a solution

after search process is completed, these techniques require a proper re-initialization for identify-

ing the new GMPP due to irradiance change. The performance of meta-heuristic based on-line

GMPPT technique depends on several algorithm parameters like number of search agents, pop-
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ulation initialization, and algorithm parameters selection, etc. The GMPPT technique used in

this chapter is the self-adaptive SSA-DE algorithm which is a hybrid optimization algorithm

designed with the best features of the swarm and evolutionary algorithms. The main aim of

hybridization is to get faster and accurate GP region identification with fewer population and

self-tuned algorithm parameters for any complex irradiance conditions.

In the proposed hybrid GMPPT technique, DE is cascaded with SSA, and a total of

three algorithm control parameters are self-adaptive, as discussed below. To optimize the per-

formance of the proposed hybrid tracking technique, ASSA-DE is used only to identify the GP

region during the onset of PSC. The convergence criterion used to find the GP region is given

by the distance between each salp, less than one percent. Once the convergence is reached, the

optimum, i.e., food source found inside the GP region, is the starting point for the SO-P&O,

and further tracking is continued with the SO-P&O until GMPP is found. After reaching the

global maximum, the duty ratio is fixed. Voltage and current at GMPP are stored, which can

be used for identifying irradiance change accurately. The proposed global region identification

with ASSA-DE and GMPP tracking with SO-P&O are given in the flowchart as shown in Figure

5.1.

Even though ASSA avoids the dependence of algorithm performance on unknown maxi-

mum iteration count, with few salps, both SSA and ASSA can not guarantee optimum solutions

under all dynamic conditions. Hence ASSA is integrated with DE.

5.2.1 Self-adaptive differential evaluation

GP region can be identified when all the search agents come closer during the exploration

phase. Hence, in order to get the fast-tracking of GP region by satisfying the given convergence

criteria other than maximum iteration count like the distance between each particle is lower

than some threshold value, the least fitness particles should be accelerated more towards the

leader without skipping the any possible optimum value. Hence, in the proposed method, DE is

applied on both food source as well as least salp in salp chain to enhance the best solution and

to achieve faster tracking of GP region.

In the proposed hybrid GMPPT technique, ASSA and DE are in series. The solutions

obtained with ASSA are given to the DE in each iteration to get a better solution. The conven-
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Figure 5.1: Flowchart of the proposed hybrid GMPPT algorithm self-adaptive SSA-DE and
GMPP tracking with SO-P&O.

tional DE mutation operator is modified as (5.1) and (5.2). For the food source, the mutation is

defined as (5.1), and (5.2) is for the least fitness salp.

U1(G) = D1(G)+ξ ×|(D2(G)−D3(G))| (5.1)

U3(G) =



D3(G)+ξ ×|(D1(G)−D2(G))| ,

i f D3(G)≤ D1(G)

D3(G)−ξ ×|(D1(G)−D2(G))| ,

i f D3(G)> D1(G)

(5.2)

where U1(G) is the trail vector of leader salp, U3(G) is the trail vector of least fitness salp in

salp chain, D1, D2, and D3 are solutions obtained in the ASSA in each iteration, D1 is the leader

salp and D3 is least fitness salp in the chain.
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Since MPPT is an on-line process in which each duty should be applied to MPPT con-

verter to find the fitness, there is a delay of tracking time if the same duty ratio is applied to

find fitness in the form of target vector in the crossover as per [58]. Hence, without increasing

tracking time in the form of DE, in crossover stage, selection of child vector for leader salp or

least fitness salp is provided instead of choosing same target vector. Hence, in each iteration,

either DE on leader salp or DE on least fitness salp is executed. Therefore, The crossover of the

proposed method is given in (5.3)

D
′
1(G) =U1(G), i f rand ≤ ρ

D
′
3(G) =U3(G), i f rand > ρ (5.3)

where ρ is crossover probability constant varies from 0 to 1. The DE parameters ξ and ρ

are essential to get the better food source or least fitness salp and it is difficult to tune these

parameters manually for most uncertain irradiance conditions. Hence, In this work, the DE

algorithm uses self-adaptive parameter control based on the successive history of parameters.

First, a memory M of size H is created with index i = 1,2, ..,H. In the first iteration ρi, ξi are

initialized to 0.5. random index ri is selected randomly from 1 to H. The scaling factor and

crossover rate are selected by using,

ξi = randni

(
Mξri

,σ2
)

(5.4)

ρi = randci

(
Mρri

,σ2
)

(5.5)

where randni is the normal distribution, randci is the Cauchy distribution, and σ2 is the

variance. If ρi is greater than one or less than 0, it is kept at the corresponding boundary. If

ξi is greater than 1, it is limited to 1. When ξi is less than zero, (5.4) is repeated until it is not

zero and valid. A child vector is generated by using mutation, crossover, and selection. If the

generated parameters ξi, and ρi produces a better child than the parent, present values are stored

in the variables Sξ and Sρ . Mξk
, and Mρk are updated by using weighted Lehmer mean [61].

Where k = 1 to H. If the generated parameters are not producing a better child, memory M is

not updated.
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5.2.2 Hybrid self-adaptive SSA-DE algorithm

In the proposed hybrid GMPPT technique, DE is cascaded with SSA, and a total of

three algorithm control parameters are self-adaptive, as discussed above. To optimize the per-

formance of the proposed hybrid tracking technique, SSA-DE is used only to identify the GP

region during the onset of PSC. The convergence criteria used for finding the GP region is

given by the distance between each salp, which is less than one percent. Once the convergence

is reached, the optimum, i.e., food source found inside the GP region is the starting point for

the SO-P&O and further tracking is continued with the SO-P&O until GMPP is found. Af-

ter reaching the global maximum, the duty ratio is fixed. Voltage and current at GMPP are

stored, which can be used for identifying irradiance change accurately. Steps to implement the

proposed GMPPT technique:

1) Initialize the variables of SSA and DE

Number of salps N=3, select uniformly distributed initial salp positions dc[1],dc[2] and

dc[3] in the search space ub=0.85, lb=0.1, and their fitness values Ps[1],Ps[2], and Ps[3]

respectively, iteration count l=1.

Memory size of successive history DE = 5, History count H=0, Mξk
= 0.5, Mρk = 0.5,

and Sξk
= Sρk = 0 where k=1 to H.

2) Apply each salp to the MPPT converter to find the fitness in the first iteration and find the

food source. Finally, sort the salps based on fitness values to form the salp chain.

3) Apply DE on food source or least fitness salp.

First, calculate ξi and ρi values by using (5.4), and (5.5). Apply mutation operator to

find trail vectors U1(G) and U3(G) as given in (5.1) and (5.2).

Selected Child vectors as given in (5.3) are applied to the MPPT converter to find fitness.

Update the salp chain if better fitness salps are found in the DE and increase the iteration

count by 1.

4) In the next iteration, first calculate C1 by using (4.13), and update the food source and re-

maining salps by using (4.1) & (4.4).
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5) Sort the salps based on their fitness values and check the convergence criteria is met or not

If no, repeat the step 3 and step 4 until convergence is met.

If yes, apply a final optimum value until irradiance change is found; if any irradiance

change occurs, reinitialize the SSA as given in step 1 and repeat steps 1 to 5.

5.3 Steady-output perturb and observe (SO-P&O) algorithm

Perturb and Observe algorithm is simple to design and easy to implement, ideal for

single-peak P-V curves of the uniform irradiance conditions. However, the performance of the

P&O method, i.e., tracking time and power oscillations in the steady-state depends upon the

perturbation step-size [62]. If a large value of step-size is selected, it results in faster tracking of

MPP and power oscillations in the steady-state are high due to large continuous perturbations

even after reaching MPP. Hence, if a constant duty ratio, i.e., duty ratio at MPP is maintained

in the steady-state, power oscillations can be avoided [21]. Hence, in this chapter, repetitive

behavior of the voltage magnitude due to duty ratio perturbation in the steady-state is used to

identify the steady-state duty ratio, and this method named as SO-P&O. Three-point and five-

point behavior can be identified with, repetitive behavior in the stead-state can be observed in

Vl
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Figure 5.2: Three and five-point behavior of the P&O in the steady-state.
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the form of two or more stepped voltage and current waveform in the steady-state. Three and

five steps are most commonly found which depends upon the selected perturbation step size

and irradiance. When these steps are observed continuously, the duty ratio oscillates around a

fixed value which is the duty ratio at MPP. Hence, the fixed value of duty is selected as steady-

state duty ratio in the SO-P&O. Error between two consecutive voltage magnitudes are selected

to identify the steady-state. If the error is less than threshold value for two times, the voltage

magnitudes in the six perturbations are stored starting form the previous duty ratio when the

steady-state identified.

(V [4]−V [2]) & (V [5]−V [1]) & (V [6]−V [4])≤ err tol,

i f three− point

(V [4]−V [2])> err tol & ((V [5]−V [3]) &(V [6]−V [2]))≤ err tol

i f f ive− point

(5.6)

where V [1] to V [6] are voltages at six perturbations after identifying steady-state is reached, as

shown in Figure 5.2, and err tol is the error tolerance threshold of voltages in two consecutive

perturbations. From these stored duty ratios the steady-state duty ratio is identified as given in

(5.7).

Dmpp =


D[6] i f three− point

(D[5]+D[6])
2 i f f ive− point

(5.7)

where Dmpp is the steady-state duty ratio, D[5], D[6] are duty ratios in 5th and 6th perturbation,

starting from previous duty ratio of steady-state identification ident=2.

5.4 Shade and active power limit detection

Even though the proposed hybrid GMPPT technique is able to find MPP of both UIC and

PSC, the SO-P&O is ideal for UIC, to avoid initial random power oscillations during the uneven

searching process of the SC technique. The optimum use of the hybrid SC technique, i.e., ASS-

DE, is needed for the performance optimization of the proposed hybrid tracking technique for
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Figure 5.3: Proposed shade and active power limit detection.

the grid-connected PV system. Hence, in the proposed hybrid tracking technology, identifying

the type of shading is essential to choose a proper tracking technique,i.e., either SO-P&O during

UIC or ASSA during PSC. After studying the P-V curves of both UIC and PSC shown in Figure

5.3, the following important conclusions are made, which are crucial for deriving an efficient

shade detection technique.

1) P-V curves of the UIC and PSC are distinct, and in the case of PSC, multiple peaks occurred

due to the bypassing of the shaded module through an external bypass diode.

2) To cover MPP of any irradiance with the possible operating region of the boost converter as

MPPT converter, the lower bound should be right of the MPP, and the upper bound should

be left of the MPP.

3) Distance between any two peaks is more than the 0.8 ∗Voc, where Voc is the open-circuit

voltage of one panel in the string. Distance between the first peak of the UIC,.i.e.,Vs[1], and

operating point of the lower bound duty ratio Vs[2] is much closer and it is less than 0.8∗Voc,

whereas it is more than 0.8∗Voc for PSC.

From the above last conclusion, when the curve scan is started from upper bound duty ratio

with larger step size ∆Dmax of SO-P&O, the occurrence of the first peak from the upper bound

can be found and corresponding voltage Vs[1] and duty ratio Ds[1] are stored. To distinguish
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the UIC and PSC, another duty ratio is applied which is the lower bound of the search space,

and corresponding voltage Vs[2] and duty ratio Ds[2] are stored. Based on the voltage difference

between Vs[1] and Vs[2], as shown in Figure 5.3, a uniform or PSC can be found.

In any case, if the first peak is more than the active power limit, it is possible to detect

the active power limit in left of the MPP, which is the added advantage of the proposed curve

scan, start from the upper bound of the search space, i.e., left side of the GMPP. Further, search

space limits for the FPPT and GMPPT can be found and are limited to Dmax to Dmin, as shown

in Figure 5.3. A flowchart of the proposed shade and active power limit detection is shown in

Figure 5.4. With the proposed shade detection, it is possible to identify the type of shading

with only curve scanning of the first peak from the upper bound of the search space and another

duty ratio at the lower search space. Hence, a complete curve scan or scan from both sides is

not necessary which reduces the shade detection time as well as GMPP or FPP tracking time.

Further, search space limits can be defined for FPPT and GMPPT.
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Figure 5.5: a) Experimental setup, b) Block diagram of a PV system under partially shaded
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5.5 Simulation and experimental results

A 300 Watt PV system is designed in the PSIM simulation software, and Chroma pro-

grammable solar array simulator in laboratory prototype developed as shown in Figure 5.5 are

used to verify the performance of the proposed hybrid tracking technique. Three solar power

mart SPM-050M model, 50 WP PV panels in series form the string and two such strings are

connected in parallel to form a 3S-2P PV array.

The boost converter is used as an MPPT converter connected to a restive load, which can

be used for testing the proposed hybrid tracking technique in the case of a grid-connected PV

system. Parameters of the boost converter are designed optimally to get continuous conduction

mode [63]. A simple direct duty ratio method is used for MPPT control. Hence the complex-

ity of tuning gains of the closed-loop controllers can be avoided. Since the proposed MPPT
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Figure 5.6: I-V and P-V characteristics of the 3S-2P PV array used for simulation and hardware.

technique is an on-line search method, only two parameters, PV voltage and current, which

are sensed with hall-effect sensors are given as input to the ATMEGA328P micro-controller

through the analog to digital converter pins of the ARDUINO UNO board. A 50 KHz PWM

signal is generated based on the duty ratio calculated by the control algorithm and applied to

the MOSFET IRFP460 through the gate driver circuit. Both the simulation and experimentation

are carried with an optimum sample time Ts=40 msec, which is required to sense the exact PV

input voltage and current in each duty ratio after the transients are over. Even though practical

irradiance levels on the PV panels are most uncertain and dynamically changes, three irradi-

ance profiles as shown in Figure 5.6, UIC-1: 1000 W/m2,1000 W/m2,1000 W/m2, UIC-2:

700 W/m2,700 W/m2,700 W/m2, and PSC: 500 W/m2,300 W/m2,700 W/m2 at temperature

25o C are used for verifying all features of the proposed hybrid tracking technique.

5.5.1 Experimental and simulation verification of hybrid GMPPT tech-

nique

ASSA-DE, along with SO-P&O, UIC-1, and PSC irradiance profiles are used to test the

performance of the proposed hybrid GMPPT method, as shown in Figure 5.6, and the results are

compared with the other third-category hybrid techniques found in the literature. Convergence

criterion to reach GP region is the distance between search agents is less than 10%, Maxitr = 15,

149



CHAPTER 5. PERFORMANCE OPTIMIZATION OF HYBRID MPPT TECHNIQUE Section 5.5

and population count N = 4 for all hybrid GMPPT techniques. The simulation and experimen-

tal results of the MPPT techniques are shown in Figure 5.7 and Figure 5.8. PSO-P&O results in

tracking time Tmpp≤ 2.67 sec and efficiency %η ≥ 98.69. Even though the hybrid method PSO-

P&O [37] gives better accuracy, it fails to find the GP region faster, and more delay in GMPP

tracking are due to three fixed control parameters. Similarly, in GWO-P&O [64] also fixed con-

trol parameters results in poor tracking time (Tmpp ≤ 2.34 sec) and efficiency (%η ≥ 98.49).

In both PSO-P&O and GWO-P&O, fixed duty ratio D = 1% is used, which results in constant

power and voltage oscillations in the steady-state tracking. Whereas in GWO-GSO [43], GSO

gives the fixed duty ratio. Hence, the oscillations in the steady-state tracking are zero. However,

it is also suffering from slower tracking time (Tmpp ≤ 1.88 sec) and less accuracy (%η ≥ 92.62)

due to the fixed control parameters. Even though adaptive parameter tuning is used in ASSA-

P&O [65], fixed duty ratio P&O results in steady-state power oscillations. From the bar chart

of the tracking time and efficiency curves of the various MPPT techniques shown in Figure

5.9, it is evident that the proposed hybrid GMPPT technique has the best features, less tracking

time, accurate tracking of GMPP, and zero power oscillations in the steady-state. The tracking

delay of the proposed method is less due to the application of DE on both the least and best

salp of SSA. Hence, slower GMPP tracking and unnecessary power oscillations in the GP are

avoided. From both simulation and experimental results shown in Figure 5.7, 5.8, and Figure

5.9, it is evident that the proposed GMPPT technique self-adaptive SSA-DE along with the SO-

P&O results in faster (less than 1 sec) and accurate tracking of GMPP (more than 99.16%) and

these features are best suited for fourth category hybrid tracking technology as discussed in the

introduction section of this chapter.

5.5.2 Experimental and simulation verification of the proposed shade and

active power limit detection

Irradiance profiles UIC-1, UIC-2, and PSC are used to test the proposed shade and active

power limit detection, and results are shown in Figure 5.10, and Figure 5.11 . Since UIC-

1 emulates the sunny day irradiance profile, the grid-connected PV system should operate at

a predefined active power limit or flexible power point on the curve. In this case, 85 % of

PMPP = 300 W , i.e., Pre f = 255 W is selected as active power limit. First, curve scan with
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Figure 5.9: Bar-chart of the tracking time and efficiency of MPPT techniques for a) Simulation
results, b) Experimentally obtained results.

SO-P&O from the upper bound ub=0.85 with higher perturbation step size ∆Dmax = 5% is

started , in simulation at t = 0.11 sec, P1 = 286 W > Pre f is found. Hence, FPPT control is

activated within the limited search space, and multiplication constant M is calculated. The duty

ratio is adjusted with the proposed adaptive FPPT control. Since, steady-state duty ratio is

found with SO-P&O, FPPT control’s accuracy is more with tracking error less than 0.3%. The

tracking time of FPP is TFPP ≤ 0.375sec. When irradiance changes to UIC-2, i.e., single-peak
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curve with PMPP less than Pre f , curve scan with SO-P&O from the upper bound ub=0.85 with

larger perturbation step-size ∆Dmax = 5% is started. In the simulation, at t=0.36 sec, the first

peak PLLP1 = 204.24W from the upper bound is found, and the corresponding voltage is stored

in Vs[1] = 57.13V . when second duty ratio D = lb = 0.1 is applied corresponding voltage

Vs[2] = 64.51V is stored. Since the difference in two voltages is less than 0.8 ∗Voc, uniform

detection is found and SO-P&O is activated from Ds[1] with a smaller duty ratio ∆Dmin = 1%

within the limited search space. Hence, an accurate GMPP is found with zero oscillations

in the steady-state. When irradiance changes to partial shading irradiance profile PSC, shade

detection activated and a first peak PLLP1 = 62.9W from the upper bound is found, and the

corresponding voltage is stored in Vs[1] = 15.82V . When second duty ratio D = lb = 0.1 is

applied corresponding voltage Vs[2] = 62.48V is stored. Since the difference in two voltages

is greater than 0.8 ∗Voc, partial shading is found, and the proposed hybrid GMPPT technique,

Pmpp=207.4W

Pmpp=104.4W

P1=286 W

PLLP1=62.9 W

 VFPP=44.792 V
Vmpp=54.70 V

 Vmpp=37.72V

 Vs[2]=64.51V  Vs[2]=62.46 V

IFPP=5.71A

Impp=3.79A
Impp=2.76A

PASSADE=103.1W

0.26sec0.11sec 3.97sec3.6sec 6.8sec6.44sec
7.1sec

PFPP=255.5 W

Vs[1]=15.82V

Vs[1]=57.13V

PLLP1=204.24 W
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Figure 5.10: Simulation results of the proposed shade and active power limit detection.
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ASSA-DE, is activated within the limited search space from Dmax = Ds[1] to Dmin = Ds[2].

When the GP region is found, tracking is shifted to SO-P&O from the food source found in the

GP region. Hence, an accurate GMPP is found with zero oscillations in the steady-state.

From both experimental and simulation results, it is evident that the proposed hybrid

tracking technology results in accurate shade detection less than 0.8 sec, accurate FPP track-

ing with smaller tracking error less than 0.3%, and faster and accurate GMPP tracking within

(Tmpp ≤ 1.2 sec) with zero steady-state oscillations. These features are best suited for the grid-

connected PV system under varying weather conditions. Hence, the proposed hybrid tracking

technology guarantees both faster and exact FPP and GMPP tracking with zero steady-state

oscillations.

43 SO-P&O ASSA-DE1 2
SHADE/Active power 

Limit Detection 
FPPT

TFPP=0.375 sec

Tmpp1=0.85 sec

 50 V/div

5 A/div

200 W/div

5sec/div

1 2 3

200msec/div

1 3 1 34

PFPP=254.2 W

PMPP=204 W

PMPP=98.5 W

UIC-1 UIC-2 PSC

Tmpp2=1.2 sec

Zero steady-state oscillations

Figure 5.11: Experimentally obtained results of the proposed shade and active power limit
detection.
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5.6 Conclusion

The simulation and experimental results discussion shows that the proposed hybrid GMPPT

technique has the best features; less tracking time, fast and accurate tracking of GMPP and FPP,

and zero power oscillations in the steady-state. Further, with the proposed shade detection, it

is possible to identify the type of shading with only scanning of the first peak from the search

space’s upper bound and another duty ratio at a lower search space. Hence, a complete curve

scan or scan from both sides is unnecessary, which reduces the shade detection time as well as

GMPP or FPP tracking time. Further, search space limits can be defined for FPPT and GMPPT.

These features are best suited for the grid-connected PV system under varying weather condi-

tions. Hence, the proposed optimal performance of hybrid tracking technique guarantees both

faster and exact FPP and GMPP tracking with zero steady-state oscillations.
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Chapter 6

Performance comparison of MPPT techniques

6.1 Introduction

The main focus of the all the proposed MPPT techniques is to get faster and accurate

tracking of MPP under all dynamic weather conditions. However, the other functionalities like

shading detection, particle reinitalization, direct duty ratio calculation for the load changes in

off grid PV system and flexible power point tracking techniques in grid connected PV system

are added to the proposed algorithms wherever necessary. Three different hardware prototypes

are designed to test the corresponding functionalities also. Therefore, the proposed algorithms

are compared with simulation and experimental results of the state of art techniques in the

Chapter 3, 4, and 5. However, the comparison among the five proposed algorithms is missing.

In practice, to compare the performance of several MPPT techniques, the constraints used for

implementing MPPT techniques, i.e., PV system, irradiance profiles, and algorithm parameters

(perturbation step size, number of population, and convergence criteria, etc.) should be common

for all the MPPT techniques. Hence, in this chapter, to compare the proposed MPPT techniques

with state-of-art MPPT techniques, a model of a 300 Watt PV system as shown in Figure 6.1

is used, which is same as the PV system used in chapter 4 and 5. The details of the MPPT

controller are given in Table. 4.5. Three irradiance profiles of the 3S-2P short string are given

in Table. 6.1. These are used to study the performance of MPPT techniques under both uniform

irradiance and partially shaded conditions. P-V and I-V curves of the given irradiance profiles

are shown in the Figure 6.2.

Sample time for simulation is Ts = 10 msec, and the switching frequency of the boost

converter is fs = 50 KHz. From the simulation results, the performance parameters, tracking

time, static tracking accuracy and average static tracking accuracy, power oscillations, net en-

ergy yield, and percentage energy loss are evaluated for all the MPPT techniques. Net energy

yield and percentage energy losses are calculated by using (6.1) and (6.3)
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Enet =
∫ t

0
Ppv (t) dt (6.1)

Emax =
∫ t

0
Pmp (t) dt (6.2)

%Eloss =
Emax−Enet

Emax
×100 (6.3)

Rload=100  

Duty Ratio

Boost DC-DC Converter

Ipv

Vpv
MPPT Algorithm

Vpv

IpvSUN

Shading due to 

clouds

Cin=4.7µF 
Cout =22µF

 Switch

Diode

L=1.5 mH

MPPT Conroller

Figure 6.1: PV system used for comparing the performance of MPPT techniques.
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Figure 6.2: P-V and I-V curves for the given irradiance profiles.
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Table 6.1: Details of irradiance profiles.

String Type
Irradiance

Pattern
Irradiance profile (KW/sq.mt) Number of

Peaks
Global Peak

P1 P2 P3 P4 P5 P6 VGP (V) IGP(A) PGP(W)

3S-2P
Short String

UIC 1 1 1 1 1 1 1 55.87 5.38 300
PSC-1 1 0.5 0.5 1 0.5 0.5 2 57.02 2.72 155.5
PSC-2 0.8 0.5 0.2 0.7 0.3 0.5 3 37.19 2.81 104.5

6.2 Performance comparison of gradient-based MPPT techniques

In this chapter, mainly three gradient-based techniques, i.e., perturb and observe (P&O),

variable step P&O (VS-P&O), and steady output P&O (SO-P&O) are investigated. The pro-

posed gradient-based MPPT technique, SO-P&O is compared with the variable step P&O under

the same constraints and irradiance conditions. The algorithm parameters used for simulation

are given in the Table. 6.2. The simulation results of the gradient-based MPPT techniques are

shown in Figure 6.3 and corresponding results are tabulated in Table 6.3.

The main drawback of the conventional P&O MPPT technique is power oscillations in

the steady-state due to continuous perturbations even after reaching MPP is eliminated with

steady output P&O. From the simulation results in the Figure 6.3, it is evident that the tracking

time and power oscillations in the steady-state are improved with the the proposed gradient-

based technique (SO-P&O). However, the static efficiency of the three gradient-based MPPT

techniques in the PSC case is poor due to the tracking of local peak. Hence, average static

tracking efficiency of the gradient-based techniques is low (less than 86.81%) and it leads to

high energy loss (more than 8.83 %). The overall performance parameters of the gradient-based

Table 6.2: Parameters of gradient-based MPPT techniques used in the simulation.

S.No Algorithm Parameters

1 P&O ∆d = 0.01, dstart=0.8
duty ratio limits [lb ub] = [0.1 0.85]

2 VS-P&O Multiplying factor M = 0.005, ∆dmax = 0.05, ∆dmin = 0.001
dstart=0.8, duty ratio limits [lb ub] = [0.1 0.85]

3 SO-P&O ∆dmax = 0.05, ∆dmin = 0.001
dstart=0.8, duty ratio limits [lb ub] = [0.1 0.85]
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Table 6.3: Simulation results of gradient-based MPPT techniques.

S.NO Algorithm
Pattren-1 (300 W) Pattren-2 (155.5 W) Pattren-3(104.5 W)
Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic

1 P&O 0.10 299.70 99.90 0.12 155.22 99.82 0.02 63.19 60.47
2 VS-P&O 0.05 299.97 99.99 0.08 155.36 99.91 0.01 63.20 60.48
3 SO-P&O 0.15 300.00 100.00 0.04 155.35 99.90 0.08 63.24 60.52

Table 6.4: Performance evaluation of gradient-based MPPT techniques.

S.NO Algorithm Avg. %ηstatic
Power oscillations

Net Energy yield(J) % Energy loss
Transient Steady-State

1 P&O 86.73 low high 502.57 10.26
2 VS-P&O 86.79 low low 510.54 8.83
3 SO-P&O 86.81 low zero 508.23 9.24

MPPT techniques are given in Table 6.4.

6.3 Performance comparison of PSO-based MPPT techniques

In this chapter, mainly five PSO-based MPPT techniques, i.e., particle swarm optimiza-

tion (PSO), enhanced leader PSO (ELPSO), adaptive velocity PSO (AVPSO), and two proposed

techniques: enhanced leader adaptive velocity PSO (ELAVPSO), and adaptive butterfly PSO -

P&O (ABFPSO-P&O) are investigated. The presented PSO-based MPPT techniques are com-

pared under the same constraints and irradiance conditions. The algorithm parameters used

UIC PSC-1 PSC-2

P&O

VSP&O

SOP&O
Tmp1=0.15 sec Tmp2=0.04 sec

Tmp3=0.08 sec
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Tmp1=0.1 sec
Tmp2=0.12 sec

Tmp3=0.02 sec
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0.5 sec/div

Ppv

Ppv

Ppv

Figure 6.3: Simulation results of gradient-based MPPT techniques.
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Table 6.5: Parameters of PSO-based MPPT algorithms in the simulation.

S.No Algorithm Parameters

1 PSO Population size = 4, Inertia constant w = 1
Acceleration constants C1 = 2,C2 = 2, velmax = 0.15

Maximum Iteration count itrmax = 15
Limits of search space [lb ub] = [0.1 0.85]

2 ELPSO Population size = 4, Inertia constant w = 1
Acceleration constants C1 = 2,C2 = 2, velmax = 0.15

mutation constants h=0.02, s=0.01, F=0.5
Maximum Iteration count itrmax = 15

Limits of search space [lb ub] = [0.1 0.85]
3 AVPSO Population size = 4, Acceleration constant C2 = 2

Maximum Iteration count itrmax = 15
Limits of search space [lb ub] = [0.1 0.85]

4 ELAVPSO Population size = 3, Acceleration constant C2 = 2
mutation constants h=0.02, s=0.01, F=0.5

Limits of search space [lb ub] = [0.1 0.85]
5 ABFPSO-P&O Population size = 4, Acceleration constant C1 =C2 = 2

Multiplying factor M = 0.005, ∆dmax = 0.05, ∆dmin = 0.001
Limits of search space [lb ub] = [0.1 0.85]

Table 6.6: Simulation results of PSO-based MPPT techniques.

S.NO Algorithm
Pattren-1 (300 W) Pattren-2 (155.5 W) Pattren-3(104.5 W)
Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic

1 PSO 0.61 300.00 100.00 0.62 155.40 99.94 0.61 104.36 99.87
2 ELPSO 0.59 299.92 99.97 0.60 155.17 99.79 0.59 104.45 99.95
3 AVPSO 0.47 298.31 99.44 0.26 155.37 99.92 0.21 104.40 99.90
4 ELAVPSO 0.30 300.00 100.00 0.37 154.51 99.36 0.30 104.46 99.96
5 ABFPSO-P&O 0.28 299.04 99.68 0.21 155.35 99.90 0.18 104.39 99.89

Table 6.7: Performance evaluation of PSO-based MPPT techniques.

S.NO Algorithm Avg. %ηstatic
Power oscillations

Net Energy yield(J) % Energy loss
Transient Steady-State

1 PSO 99.93 high zero 502.57 10.26
2 ELPSO 99.90 high zero 473.68 15.41
3 AVPSO 99.75 medium zero 510.17 8.90
4 ELAVPSO 99.78 low low 512.68 8.45
5 ABFPSO-P&O 99.83 medium low 516.35 7.79

for simulation are given in the Table. 6.5. The simulation results of the PSO-based MPPT

techniques are shown in Figure 6.4 and corresponding results are tabulated in Table 6.6.

The main drawbacks of PSO-based MPPT techniques, parameter tuning, slower con-
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Figure 6.4: Simulation results of PSO-based MPPT techniques.

vergence, premature convergence, and power oscillations in the transient and steady-state are

minimized with proposed techniques ELAVPSO along with shade detection and ABFPSO-P&O

with the proposed reinitialization technique. From the simulation results in the Figure 6.4, it is

evident that the tracking time and power oscillations of the proposed hybrid MPPT technique

ABFPSO-P&O is low, which leads to high energy yield (516.35 J) and low energy loss (7.79%).

The overall performance parameters of the PSO-based MPPT techniques are given in the Table

6.7.

6.4 Performance comparison of SSA-based MPPT techniques

In this chapter, mainly four SSA-based MPPT techniques, i.e., salp swarm algorithm

(SSA), memetic SSA), and two proposed hybrid techniques: adaptive SSA-P&O (ASSA-P&O),

and self-adaptive SSADE- P&O (ASSADE-P&O) are investigated. The presented SSA-based

MPPT techniques are compared under the same constraints and irradiance conditions. The
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Table 6.8: Parameters of SSA-based MPPT algorithms in the simulation.

S.No Algorithm Parameters

1 SSA Population size = 4, Maximum Iteration count itrmax = 15
Limits of search space [lb ub] = [0.1 0.85]

2 Memetic SSA Population size in each chain = 2, salp chains = 2
Maximum Iteration count itrmax=15,

Limits of search space [lb ub] = [0.1 0.85]
3 ASSA-P&O Population size = 4

Multiplying factor M = 0.005, ∆dmax = 0.05, ∆dmin = 0.01
Limits of search space [lb ub] = [0.1 0.85]

4 ASSADE-P&O Population size = 4, ∆d = 0.01
Limits of search space [lb ub] = [0.1 0.85]

ASSA-P&O

Memetic SSA

SSA

PSC-1 PSC-2

Tmp1=0.22 sec Tmp2=0.14 sec
Tmp3=0.20 sec

Tmp1=0.48 sec
Tmp2=0.49 sec

Tmp3=0.53 sec

Tmp1=0.45 sec
Tmp2=0.457 sec

Tmp3=0.6 sec

Ppv

Ppv

Ppv

UIC

ASSADE-P&OTmp1=0.134 sec Tmp2=0.13 sec Tmp3=0.16 sec

50 W/div

0.5 sec/div

Ppv

Figure 6.5: Simulation results of SSA-based MPPT techniques.

algorithm parameters used for simulation are given in the Table. 6.8. The simulation results

of the SSA-based MPPT techniques are shown in Figure 6.5 and corresponding results are

tabulated in Table 6.9.

The main drawback of SSA-based MPPT techniques, parameter tuning, slower conver-
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Table 6.9: Simulation results of SSA-based MPPT techniques.

S.NO Algorithm
Pattren-1 (300 W) Pattren-2 (155.5 W) Pattren-3(104.5 W)
Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic

1 SSA 0.45 299.87 99.96 0.457 155.40 99.94 0.6 104.45 99.95
2 Memetic SSA 0.48 299.80 99.93 0.49 155.46 99.97 0.53 104.25 99.76
3 ASSA-P&O 0.22 299.92 99.97 0.14 155.43 99.95 0.20 104.46 99.96
4 ASSADE-P&O 0.134 299.92 99.97 0.13 155.40 99.94 0.16 104.40 99.90

Table 6.10: Performance evaluation of SSA-based MPPT techniques.

S.NO Algorithm Avg. %ηstatic
Power oscillations

Net Energy yield(J) % Energy loss
Transient Steady-State

1 SSA 99.95 high zero 503.82 10.03
2 Memetic SSA 99.89 high zero 497.31 11.19
3 ASSA-P&O 99.96 medium low 529.95 5.37
4 ASSADE-P&O 99.94 medium zero 532.13 4.98

gence, and power oscillations in the transient and steady-state are minimized with proposed

hybrid techniques ASSA-P&O and ASSADE-P&O. From the simulation results in the Figure

6.5, it is evident that the tracking time and power oscillations of the proposed hybrid MPPT

technique ASSADE-P&O is low, which leads to high energy yield (532.13 J) and low energy

loss (4.98%). The overall performance parameters of the SSA-based MPPT techniques is given

in the Table 6.10.

6.5 Performance comparison of hybrid MPPT techniques

In this chapter, mainly six hybrid MPPT techniques, i.e., PSO-P&O, GWO-P&O, GWO-

GSO, and three proposed hybrid techniques: ABFPSO-P&O, ASSA-P&O, and ASSADE-P&O

are investigated. The presented hybrid MPPT techniques are compared under same constraints

and irradiance conditions. The algorithm parameters used for simulation are given in the Ta-

ble. 6.11. The simulation results of the hybrid MPPT techniques are shown in Figure 6.6 and

corresponding results are tabulated in Table 6.12.

The main challenges of hybrid MPPT techniques, slower GP region identification, switch-

ing between algorithms, and power oscillations in the transient and steady-state are minimized

with proposed hybrid techniques, ABFPSO-P&O, ASSA-P&O and ASSADE-P&O. From the

simulation results in the Figure 6.6, it is evident that the tracking time and power oscillations of

the proposed hybrid MPPT technique ASSADE-P&O is low which leads to high energy yield
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Table 6.11: Parameters of hybrid MPPT algorithms in the simulation.

S.No Algorithm Parameters

1 PSO-P&O Population size = 4, ∆d = 0.01
Limits of search space [lb ub] = [0.1 0.85]

2 GWO-P&O Population size = 4, ∆d = 0.01
Maximum Iteration count itrmax=15,

Limits of search space [lb ub] = [0.1 0.85]
3 GWO-GSO Population size = 4, golden ratio = 0.618

Maximum Iteration count itrmax=15,
Limits of search space [lb ub] = [0.1 0.85]

4 ABFPSO-P&O Population size = 4, Acceleration constant C1 =C2 = 2
Multiplying factor M = 0.005, ∆dmax = 0.05, ∆dmin = 0.01

Limits of search space [lb ub] = [0.1 0.85]
5 ASSA-P&O Population size = 4

Multiplying factor M = 0.005, ∆dmax = 0.05, ∆dmin = 0.01
Limits of search space [lb ub] = [0.1 0.85]

6 ASSADE-P&O Population size = 4, ∆d = 0.01
Limits of search space [lb ub] = [0.1 0.85]
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Figure 6.6: Simulation results of hybrid MPPT techniques.

(532.13 J) and low energy loss (4.98%) which is evolved as superior MPPT technique among

all presented MPPT techniques. The overall performance parameters of the hybrid MPPT tech-

niques are given in the Table 6.13.
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Table 6.12: Simulation results of hybrid MPPT techniques.

S.NO Algorithm
Pattren-1 (300 W) Pattren-2 (155.5 W) Pattren-3(104.5 W)
Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic Tmp (sec) Pmp (W) %ηstatic

1 PSO-P&O 0.64 298.80 99.60 0.26 153.81 98.91 0.46 104.28 99.79
2 GWO-P&O 0.3 300.00 100.00 0.2 154.83 99.57 0.39 103.93 99.45
3 GWO-GSO 0.26 299.94 99.98 0.33 155.42 99.95 0.34 97.43 93.23
4 ABFPSO-P&O 0.28 299.04 99.68 0.21 155.35 99.90 0.18 104.39 99.89
5 ASSA-P&O 0.22 299.92 99.97 0.14 155.43 99.95 0.20 104.46 99.96
6 ASSADE-P&O 0.134 299.92 99.97 0.13 155.40 99.94 0.16 104.40 99.90

Table 6.13: Performance evaluation of hybrid MPPT techniques.

S.NO Algorithm Avg. %ηstatic
Power oscillations

Net Energy yield(J) % Energy loss
Transient Steady-State

1 PSO-P&O 99.43 high high 489.30 12.63
2 GWO-P&O 99.67 high high 523.46 6.52
3 GWO-GSO 97.72 high zero 524.85 6.28
4 ABFPSO-P&O 99.83 medium low 516.35 7.79
5 ASSA-P&O 99.96 medium low 529.95 5.37
6 ASSADE-P&O 99.94 medium zero 532.13 4.98

6.6 Conclusion

In this chapter, the performance of all the proposed gradient and SC-based MPPT tech-

niques are compared with state-of-art MPPT techniques under common atmospheric conditions

with same constraints. The main drawback of the conventional P&O MPPT technique is power

oscillations in the steady-state due to continuous perturbations even after reaching MPP is elim-

inated with steady output P&O. The tracking time and power oscillations in the steady-state are

improved with the proposed gradient-based technique (SO-P&O). All the proposed PSO and

SSA-based MPPT techniques are evolved as efficient MPPT techniques with optimal perfor-

mance for the PV systems under partial shading conditions. The superiority of the proposed

methods over the state-of-art techniques is in terms of higher accuracy, low power oscillations,

low energy loss. Hence, the proposed MPPT techniques guarantees maximum energy yield

under all dynamic weather conditions.
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7.1 Conlcusions of the proposed MPPT techniques for PV system
under partially shaded conditions

The focus on the MPPT techniques for the PV system under partially shaded conditions

increased with the need for maximum energy yield from the PV system under all dynamic con-

ditions. The SC-based MPPT techniques are simple and model-independent to find the accurate

GMPP. However, the main drawbacks of parameter tuning complexity, premature convergence,

slow tracking, and large power oscillations are reduced with adaptive parameter tuning and with

hybrid GMPPT techniques. In this thesis, various hybrid MPPT techniques for the PV system

under PSC are proposed. These MPPT techniques display the capability of fast and accurate

tracking of MPP with low power oscillations even under worst shading conditions which are

discussed and presented using the simulation studies. The focus on the MPPT techniques for

the PV system under partially shaded conditions increased with the need for maximum energy

yield from the PV system under all dynamic conditions. Under PSC, the power loss due to

tracking wrong MPP and mismatch losses causes a high energy losses. Hence, in this thesis,

hybrid MPPT techniques are developed to overcome the power loss due to tracking wrong MPP

of the multi-peak P-V curve under PSC. These MPPT techniques display the capability of fast

and accurate tracking of MPP with low power oscillations even under worst shading condi-

tions which are discussed and presented using the simulation studies in the chapters 3, 4, 5,

and 6. The simulation results are verified with the experimental results obtained from the de-

veloped low scale laboratory prototypes. The main drawbacks of SI based MPPT techniques;

parameter tuning complexity, premature convergence, slow tracking, and large power oscilla-

tions are reduced with adaptive parameter tuning and hybrid GMPPT techniques. Even though

SI based techniques are effective in finding GMPP under PSC, because of the limitations like

slow tracking of MPP and power oscillations during tracking as compared to gradient based
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techniques, identifying the irradiance conditions and applying proper algorithm is vital. There-

fore, in this thesis, the proposed shading detection in the chapter-1 allows the optimum use of

GMPPT technique under dynamic partial shading conditions. The long exploration phase and

large random moment of particles in SI based MPPT techniques results in the slow tracking

with large power oscillations. Hence, the proposed hybridization of the P&O with SI technique

results in efficient hybrid MPPT techniques to get faster tracking with reduced power oscil-

lations. The detailed discussion of the proposed ABFPSO-P&O hybrid GMPPT technique is

presented in the chapter-3 of this thesis. In the stand-alone PV system, to get maximum power

under both irradiance and load changes, a new hybrid GMPPT technique, ASSADE-P&O along

with direct duty ratio calculation is proposed in chapter-4 of this thesis. In grid connected PV

systems, active power control is required as per the grid code and optimal performance of the

MPPT controller is required to get the high energy yield under PSC. Therefore, in this thesis,

an accurate power limit control and shade detection is proposed in t he chapter 5. The proposed

optimal performance of the hybrid MPPT technique results faster tracking of FPP and MPP.

The proposed MPPT techniques for PV system under partially shaded conditions are compared

with the state-of-art techniques found in the literature. All the proposed PSO and SSA based

MPPT techniques are evolved as efficient MPPT techniques with optimal performance for the

PV systems under partial shading conditions. Hence, the maximum possible energy can be ex-

tracted from the solar PV system under partial shading conditions, which is the main objective

of the proposed thesis work.

7.1.1 Summary of important findings

In this thesis, efficient MPPT techniques are proposed for the PV system under partial

shading conditions. The important findings and highlights from this study are as follows:

• In ELAVPSO, mainly premature convergence and parameter tuning are minimized. How-

ever, the other drawback of PSO based GMPPT technique: high power oscillations during

exploration phase is still remained when ELAVPSO is used alone without shading detec-

tion.

In order to reduce power oscillations exploration phase should be limited to identify the

GP region and particles should be more distributed in the one region instead of random
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distribution.

• In ABF-PSO, mainly premature convergence, parameter tuning and power oscillations

during tracking are minimized. Further, the reintialization of particles under irradiance

changes improves the tracking speed as well as limits the power oscillations during track-

ing. However, there are more number of parameters, i.e., three to be tuned in PSO based

MPPT techniques.

To reduce the complexity of parameter tuning, simple SI technique with less control pa-

rameters needs to be used for PV MPPT.

• In ASSA-P&O, number of parameters to be tuned and power oscillations during tracking

are minimized. However, slower tracking of GP region identification in hybrid MPPT

techniques (formed with SC and gradient MPPT techniques) is mainly due to the least

fitness particles. When these techniques are applied to off-grid PV systems, reintialization

of GP region identification stage for load changes degrades the performance.

To overcome these limitations, the least fitness particles should be accelerated more to-

wards the leader to get faster GP region identification. To get the better accuracy, leader

salp should be enhanced in the food source region. In off-grid PV system, reintialization

of GP region identification only for irradiance change and direct duty ratio calculation for

load change.

• ASSADE-P&O based GMPPT technique with direct duty ratio calculation under load

changes has established as a favorable method for off-grid PV system. However, for

grid-connected PV system, performance optimization of the hybrid tracking technique is

required to meet the grid standards like active power limit control.

Hence, MPPT with flexible and global maximum power point tracking with hybrid track-

ing technology and shade detection is vital.

• The proposed hybrid GMPPT technique self-adaptive ASSA-DE has the best features;

less tracking time, fast and accurate tracking of GMPP and FPP, and zero power oscilla-

tions in the steady-state. The proposed optimal performance of hybrid tracking technique

guarantees both faster and exact FPP and GMPP tracking with zero steady-state oscilla-

tions.
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7.2 Future scope of research

The research work presented in this thesis can be further investigated as pointed below:

• Photovoltaic array reconfiguration, along with the proposed hybrid MPPT techniques, can

increase the energy yield. Hence, dynamic PV array reconfiguration along with MPPT

could be investigated with different meta-heuristic techniques.

• The proposed partial shading detection schemes could be investigated to identify the other

faults in the PV system.

• Performance optimization of hybrid MPPT techniques could be investigated to perform

ancillary services, such as reactive power control and harmonic current compensation in

grid-connected PV systems.

• Further, different meta-heuristic techniques could be investigated to get the optimum en-

ergy from the PV system under partial shading conditions.
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Design of a 300 Watt PV system

PV System power rating = 300 Watts

PV panels selected for the given system: solar power mart SPM-050M model 50 WP PV panel

Each panel rating = 50 watts

Electrical characteristics of solar power mart SPM-050M model 50 WP PV panel are given in

Table A.1.

Design of PV array:

Number of panels in array = PV system rating
each panel rating = 300

50 = 6.

Number of panels in series string = 3.

number of strings in parallel = 2.

PV input voltage at MPP = Vmp ∗Number o f panles in string = 18.68*3 = 56.04 Volts.

PV input current at MPP = Imp ∗Number o f strings in array = 2.68* 2 = 5.36 Amperes.

Maximum PV input voltage= Voc ∗Number o f panles in string = 22.32*3 = 66.96 Volts.

Maximum PV input current= Isc ∗Number o f strings in array = 2.86*2 = 5.72 Amperes.

Table A.1: Electrical characteristics of solar power mart SPM-050M model 50 WP PV panel at
standard test conditions AM 1.5.

S.NO Parameter Value

1 Maximum Power Pmp(W) 50

2 Voltage at Maximum Power Vmp (V) 18.68

3 Current at Maximum Power Imp (A) 2.68

4 Open-Circuit Voltage Voc (V) 22.32

5 Short-Circuit Current Isc (A) 2.86

6 Temperature Coefficient of Pmp (%◦C) −0.45±0.05



Derivation of single diode electrical equivalent circuit parameters of the PV panel: The elec-

trical equivalent circuit parameters of the given solar panels are extracted using an analytical

method proposed in [7]

MATLAB code for parameter extraction:

*****************

Vmp=18.68;

Imp=2.68;

Voc=22.32;

Isc=2.86;

a=1.1;

n=36;

k=1.38e-23;

T=298;

q=1.6e-19;

Vt=n*k*T/q;

A=a*Vt/Imp;

B=-Vmp*(2*Imp-Isc)/((Vmp*Isc)+Voc*(Imp-Isc));

C=(-1*(2*Vmp-Voc)/(a*Vt))+(((Vmp*Isc)-(Voc*Imp))/((Vmp*Isc)+Voc*(Imp-Isc)));

D=(Vmp-Voc)/(a*Vt);

Rs=A*(lambertw(-1,(B*exp(C)))-(D+C))

Rsh=(Vmp-Imp*Rs)*(Vmp-(Rs*(Isc-Imp))-(a*Vt))/(((Vmp-Imp*Rs)*(Isc-Imp))-(a*Vt*Imp))

I0=(((Rsh+Rs)*Isc)-Voc)/(Rsh*(exp(Voc/(a*Vt))))

Iph=((Rsh+Rs)*Isc)/Rsh

******************

The values obtained are:

Series resistance Rs = 0.24 Ω.

Shunt resistance Rsh = 613.6 Ω.

Diode saturation current I0 = 8.46×10−10 A.

Dark current Iph = 2.8611 A.
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Design of boost converter as MPPT converter:

The calculation of the components for the MPPT boost converter is based on the total

resistance seen by the PV module, which is proposed in [63]. Parameters of the boost converter

are designed optimally to get continuous conduction mode.

The MPP resistance Rmp =
Vmp
Imp

.

At maximum irradiance, i.e., 1000 W/m2, MPP resistance is minimum Rmp(min) = 6.2 ohms.

At minimum irradiance , i.e., 100 W/m2, MPP resistance is maximum Rmp(max) = 68 ohms.

The desired operating limits of the boost converter:

Inductor current ripple γIL(%) = 25.

MPP voltage ripple γVmp(%) = 1.

Output voltage ripple factor γVO(%) = 1.

Maximum duty cycle limit, Dmax(%) = 85.

Minimum duty cycle limit, Dmin(%) = 10.

Switching frequency, f(KHz) = 50 kHz.

Maximum output resistance, RO(max) = 100 Ω.

Inductance L =
VmpD

ImpγIL f =
Rmp(max)

γIL f

(
1−
√

Rmp(max)
RO(max)

)
= 1.5 mH.

Input buffer capacitor Ci =
Dmax

8LγVmp f 2 = 4.7µF.

Output capacitor CO = D
ROγVO f =

4
27Rmp(min)γVO f = 22µF.
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