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ABSTRACT

Maximum Power Point Tracking (MPPT) is necessary for solar Photovoltaic (PV) systems.
It is a well-known and well-researched concept that under uniform irradiance conditions, there
is a single Maximum Power Point (MPP) in the Power-Voltage (P-V) characteristics.
However, when there are fluctuations in the solar irradiance received on the surface of a PV
system, such as partial shading caused by moving clouds, shade of trees or tall buildings, dust,
etc., the P-V curve displays multiple local peaks. Thus, the MPPT algorithm must have the
capability to locate the global MPP from multiple local peaks. There is no unique MPPT
algorithm, which can contribute to ‘better’ performance for all operating conditions for a PV
system. Ina PV array, the distribution of irradiance is unequal varying from module to module
under Partial Shading (PS) conditions. Because of the PS of PV array the number of peaks in
P-V characteristics increases. In such cases, it would be difficult to track highest peak point
of P-V curve using traditional MPPT algorithms such as Perturb and Observe (P&O), Hill
Climbing (HC), Incremental Conductance (IC), etc. But these work effectively only under
constant irradiance conditions. However, in order to track global peak point of P-V curves,
evolutionary optimization techniques are best suited to track global peak of P-V curve under
partial shading condition (PSC) of the PV system. From the literature it is observed that,
evolutionary algorithms are facing some problems such as, delay in convergence due to more
control parameters, and more tuning parameters, which are unable to tune exact value through
a course of iteration. In order to track the Global Maximum Power Point (GMPP) with a better
convergence factor, and minimum oscillations at transient and steady-state point, bio-inspired
algorithms have to search properly by maintaining an exploration and exploitation process in
the designed search space. For better performance of PV system in increasing efficiency, the

present research proposes improvements to existing evolutionary algorithms.

In this thesis, the Modified Grey Wolf Optimization (MGWO) algorithm is developed and
validated experimentally to track the Global MPPT under partial shaded conditions of PV
array. The MGWO algorithm enhances the existing Grey Wolf Optimization (GWO)
algorithm by using modified updated-position and non-linear variation of control parameter
for better convergence factor. The proposed MGWO algorithm tracks the Global Peak (GP)
power under shaded conditions of PV array with reduced number of iterations and less

tracking period. The steady-state oscillations are also reduced around the global peak point



successfully with only one tuning control parameter, and initial particles are independent of
the PV system. To highlight the proposed method a detailed comparison with conventional
GWO and HC algorithms is presented under static and re-initialization of parameters during
dynamic shaded conditions of PV array.

Due to presence of varying control parameters, one is unable to tune exact value through a
course of iteration, which creates delay in convergence. Based on this information, the
Velocity of PSO algorithm based on Lévy Flight (VPSO-LF) is proposed with reduction in
adaptive control parameters for better convergence under PSC. In the proposed algorithm, the
velocity of PSO is updated with Lévy Flights (LF) distribution to reach the GMPP with low
tracking time and reduced number of iterations without any limitations to control parameters.
The proposed VPSO-LF algorithm also reduces steady-state oscillations around the GP
effectively, allows initial duty independent of the PV system and also does not need the tuning
of parameters. The proposed VPSO-LF algorithm is examined through
MATLAB/SIMULINK as well as from experiments along with conventional PSO and HC to

validate the results under static and re-initialization of parameters during dynamic cases.

Many control parameters create a poor exploitation process while searching for the global
best position. So from the literature it is observed that, Jaya algorithm has few specific
parameters but its performance is good for the exploration process, though it is poor at
exploitation process. To improve both exploration and exploitation process, Jaya algorithm is
implemented based on LF called Jaya-LF. The proposed Jaya-LF algorithm tracks GP power
with fewer iterations and lower convergence time, and also reduces the oscillations at steady-
state and transient period. The results of the performance of Jaya-LF algorithm are validated
with Jaya and PSO algorithms to demonstrate the effectiveness of the proposed algorithm
under static and re-initialization of parameters during dynamic conditions. The reduced
control parameters are considered in Jaya-LF algorithm compared with VPSO-LF and
MGWO algorithms.
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Chapter 1

Introduction

1.1 Introduction to PV System

Humanity is actually confronted by a huge problem. Economic development in many
developing countries has led to improvement in working conditions for many more people
than in the past. In order to supply power to meet increasing demand, energy generation
capacity has to increase drastically in the decades to come. While budgetary opinions could
take a temporary role in the ongoing cost of fossil fuels such as coal, oil, and natural gas, it
becomes clearer year after year that these costs are largely related to the fact that the supply
of oil is reaching its ‘ceiling’. Even if this were not the situation, the need for increased energy
supply capability would arise, necessitating the use of strategies that are suitable with
sustainability criteria. If the above condition is to be met, renewable energy sources such as
wind and solar power are the best options. With solar power's tremendous long-term promise,
it is expected to expand rapidly in the coming years. The insights on the importance of solar
power for future energy supply has been growing strongly with growing concerns about the

cost and availability of fossil fuels.

At present, increased reliance on generation of power from Photovoltaic (PV) systems to
supply to power grid has been becoming popular and an encouraging sign for future
development of renewable energy sources. Photovoltaic systems offer many benefits such as
lower maintenance compared to rotating machine interfaced power generating systems,
quicker installation time, greater flexibility of placing PV panels on rooftops of homes and
buildings. Photovoltaic cells provide clean power because they emit no pollutants like carbon
dioxide (CO.), though small amounts of methane (CHa) and nitrous oxide (N2O) are released.
They do not pollute the environment, making them suitable for use in suburban areas. Study
on the emission from the PV manufacturing process is beyond the scope of this thesis. Further,
the initial investment on solar power plants are reduced due to the mass production of
semiconductor materials suitable for development of solar panels [1]. However, the PV
system offers lower efficiency due to the material properties, nonlinear characteristics and
fluctuating climatic conditions. Therefore, the PV system must be run at its Maximum Power
Point (MPP). Efficiency is greatly influenced by partial shading due to moving clouds, dust,
neighbouring buildings, trees and prevailing weather conditions. Due to these obstacles,
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multiple local peaks and a global peak are available on P-V characteristics of a PV system
[2] - [4]. It’s a great challenge to ensure global optimization of PV system, in order to operate

at the global optimal point rather than local optimal points.

1.2 Literature Survey

In the last few decades, with the help of power electronic converters, many Maximum Power
Point Tracking (MPPT) techniques have been implemented to harvest power from the PV
array. The parameters considered in the methods vary according to their own performance.
From these techniques, Hill Climbing (HC) and Perturb and Observe (P&O) algorithms are
most commonly used for their simplicity [5]. Both algorithms work on a similar principle to
attain the MPP. Periodically the HC method provides power by perturbing the duty cycle to
the converter, whereas P&O method performs with a PV system voltage by perturbation.
Based on power levels, control parameters (duty cycle or voltage) can be increased or
decreased to reach MPP. Due to the elegant performance of HC and P&O algorithms, it is
easy to detect oscillations present around the steady-state point or MPP and also power loss
during tracking. If the perturbation step size is small, it can show minimum oscillations and

reduce the response speed and vice versa.

Xiao and Dunford proposed a modified adaptive hill climbing Method (MAHC) [6]. In their
work, parameter tuning was implemented to reach the requirements of good dynamic and
static conditions. The control mode switching was designed to keep away from the tracking
deviation. The upgraded tracking performance of this method was verified through Simulink
and experimental conditions. The proposed MAHC algorithm not only shows less steady-
state error than Adaptive Hill Climbing (AHC) when the step change of perturbation was set
to 0.4%, but also makes the convergence speed 34.62% faster compared to the AHC method.
The drawbacks of this proposed MAHC is that power loss was observed during initial tracking
and steady-state point. The MAHC method was not performed under shaded conditions of PV

array.

Zhu, Shang, Li, and Guo proposed a modified hill climbing technique with decreased
oscillation around MPP and increased tracking performance [7]. The adaptive hill climbing
method is easy to deviate from MPP locus under conditions of incremental irradiance

transition. Their work proposes a modified hill climbing algorithm and is obtained through
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MATLAB/Simulink simulation: (i) Under the step-change irradiance environment, the
proposed method can increase speed response and also minimize steady-state oscillations
compared to traditional hill climbing method. (ii) The proposed algorithm can solve the
problem in adaptive hill climbing, which diverges from the MPP locus while operating under
irradiance gradation process. The drawbacks of the proposed modified hill climbing MPPT
method is that it shows power loss during transient period and oscillations around steady-state

point not minimized to zero. This method was not verified experimentally.

Piegari, and Rizzo proposed a P&0O MPPT algorithm aimed at achieving a good variant
response of the system by regulating the perturbation amplitude to the actual operating
conditions [8]. An adaptive P&O MPPT technique was proposed to obtain better efficiency
of PV systems. The algorithm has been designed to reduce the problems that arise in
conventional P&O algorithms: dynamic or variant response and maximum power stability.
The basic principle of the proposed algorithm is to regulate the perturbation amplitude to real
working conditions. High amplitudes of perturbation are suitable to improve tracking time
performance but it shows more oscillations around MPP while small perturbations are useful

to minimize the steady-state oscillation; it also shows poor initial tracking performance.

Femia, Granozio, Petrone, Spagnuolo, and Vitelli presented the difficulty of the optimization
of P&O strategy for PV system [9]. The classical constant duty cycle step size has been
substituted by change in step size that linearly decreases with increase in tracking power of
PV system. This allows the user to improve the constant P&O performances under uniform
irradiance conditions, especially in terms of tracking power levels and stability of maximum
power point. To show better performance of P&O algorithm, some improvements have been
proposed by changing the perturbation step size in [10]-[12]. The main drawbacks of these
methods is that they are unable to capture global power during Partial Shaded Conditions
(PSC). Similarly Incremental Conductance (IC) works in the same manner as P&O method
and reach MPP when P-V curve slope is zero but has drawbacks such as accuracy, initial
tracking performance, and is incapable of tracking Global Peak (GP) during the shading of
PV array [13]-[14].

Nguyen and Low introduced a novel search method that is close to P&O and IC algorithms

in terms of implementation [15]. Particularly in the presence of multiple peaks and a sudden
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shift in irradiance level, the new search algorithm shows improved efficiency and tracking
speed. The proposed method is based on the dividing rectangles (DIRECT) algorithm that
was implemented for tracking the global extreme of a Lipschitz function in an interval. The
function that depicts the power/voltage relation of PV cells in the proposed algorithm is a
Lipschitz function. The DIRECT algorithm was carried out along with P&O technique.
During the shading of the PV array, the proposed technique was activated to track Global
Power (GP), following which P&O holds the GP when stop condition arrives. This process
involves complex computations and shows oscillations at steady state. It is not applicable for

re-initialization of parameters under dynamic cases of PV array.

Patel and Agarwal proposed a new approach for locating the maximum power under shading
conditions of PV array [16]. Under shading conditions, the P-V curves of a PV system become
more complicated, with several peaks. The global power position on the P-V curve is not set
and is influenced by a variety of factors such as insolation, temperature, and array
configuration. Several important findings, helpful for GP tracking, are being made based on
a detailed analysis of the I-V and P-V characteristics of a partially shaded array, and a
technique for detecting the GP has been introduced. Under partial shading, this global MPPT
approach is dependent on the knowledge of 1-V and P-V curves. This approach first tracks all
local peaks and then determines actual global peak from all observation of local peaks under
certain shading of PV patterns. The proposed method was implemented based on system
dependent on parameters and it takes more tracking time to reach global peak under partial
shaded conditions of PV array and is not considered for re-initialization of parameters under

dynamic cases of shaded condition.

Alireza, Hossein, and Behzad designed a software based MPPT method which works
correctly in both uniform and non-uniform insolation conditions [17]. This new MPPT
method used for global peak introduces an analytic condition under partially shaded
conditions and is also uses HC method to track global peak with the help of open circuit
voltage of PV module, but oscillations are nevertheless present at steady state. The above
Global MPPT (GMPPT) methods [15]-[17] proposed one MPPT algorithm for searching
GMPP but the initialization of particles are dependent on PV system but such system
dependent method is not always suitable, particularly in extended PV systems [18]. These
algorithms may locate local MPP instead of global MPP. The following point shows the
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disadvantages when the proposed algorithm parameters were dependent on PV system of
open circuit voltage of PV module. For example, consider four PV modules connected in
series under partial shaded conditions which exhibits four different peaks on P-V
characteristics:

i.  When a new peak power is discovered, it is equivalent to the previous peak power.
The operating point would switch to the next open circuit voltage of PV module area
if this new peak power is greater than the previous peak power one.

ii.  When a new peak power is lower than the previous one, the algorithm skips the next
open circuit voltage of PV module area, moves to the previous peak power, and ends
the tracking operation.

iii.  However, if the actual Global MPP is found in the next missed open circuit voltage of
PV module location, the algorithm will be stuck at the Local MPP, reducing overall
performance.

iv.  Furthermore, even though the actual GMPP is not missed, the open circuit voltage of
PV module design is not always accurate, particularly for long PV strings. It's likely
that it is searching the wrong section of the P-V curve, resulting in an inaccurate global
peak.

Evolutionary optimization algorithms have been extensively used for solving non-linear
multi-model optimization problems effectively; with quick response for a wide range of
exploration to reach the Global MPP (GMPP) under the shading of PV array [19]. These
approaches have good efficiency as well as quicker convergence. Various soft computation
algorithms (evolutionary algorithms) have been developed for the application of MPPT to

overcome some inherent disadvantages found in traditional methods.

Liu, Huang, Huang, and Liang have proposed a Particle Swarm Optimization (PSO) based
optimization techniques during partial shaded conditions [20]. The PSO is executed with three
parameters such as two acceleration factors and one weight factor which are tuned to the
maximum iteration, providing higher efficiency for global MPP. The main aim of this
approach is to create a reliable, system-independent MPPT algorithm for centralized power
generation systems that run under Partial Shading Condition (PSC). The basic design of PSO
has been updated to take into account the realistic considerations of power generation systems
working in partially shaded environments. The proposed approach should achieve the GMPP

in fewer iterations and has been shown to be more efficient in terms of tracking. The four



Chapter 1 Introduction

separate shading patterns are often used to assess the proposed system's validity in an
experimental environment. As per the findings of the experiments, the suggested procedure
will extract GMPP in all test situations, regardless of where the GMPP is located. The
observations from this proposed method is that taking more number of iterations to locate
GMPP, the exploitation process is poor due to more control parameters and tuning parameters

which delay the convergence process.

Ishaque and Salam developed a Deterministic PSO (DPSO) to enhance the traditional PSO
algorithm's capabilities [21]. The key concept is to exclude the random number from the PSO
velocity equation's acceleration factor. Furthermore, the maximum variation in velocity is
limited to a fixed value that is calculated after a detailed analysis of the P—V characteristics
during partial shading. The proposed DPSO approach was implemented in the absence of
random values, where only one factor, i.e., the inertia weight, requires to be adjusted. In this
paper DPSO has the limitation of velocity though it removes random generation values to get
better performance of PSO. In this proposed DPSO method, the initial particles are dependent
on PV system and oscillations around MPP, showing in experimental results. Due to the
limitations of parameters like velocity, there is a chance for the algorithm to get struck at local
MPP (LMPP). According to Lipschitz Optimization (LIPO), the importance of randomly
generating numbers will provide better search process for GMPP without getting struck at
LMPP [22].

Sudhakar Babu, Rajasekar, and Sangeetha suggested introducing an efficient approach to
compute initial duty cycle for rapid convergence, decreased oscillations around maximum
power, and natural tracking fluctuations to increase PSO efficiency [23]. Furthermore, the
global peak power was tracked under different climate factors. The drawbacks of the proposed
Modified PSO (MPSO) method is that the initial values depend on the PV system and during
dynamic cases, the proposed algorithm was considered without re-initializing the parameters
to see the effectiveness of the proposed MPSO algorithm.

Sen, Pragallapati, Agarwal, and Kumar proposed a modified particle velocity-based PSO
(MPV-PSO) algorithm and verified it for GMPP tracking of a PV array under PSC [24]. The
proposed PSO algorithm employs a modified update velocity equation for the particles in
which the weight factor, the cognitive acceleration coefficient and the social acceleration
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coefficient change adaptively according to the particle position in the search space for
achieving fast convergence, avoiding oscillations about the GP and successfully negotiating
local minima. The algorithm also does away with the inherent randomness by removing the
random numbers from the velocity equation. In addition to this, the particle velocity is
bounded by a certain upper limit, the value of which is based on the PV string's open circuit
voltage. Extensive experimentation has been performed to validate the performance of the
proposed scheme in contrast with conventional PSO algorithm. The drawbacks of this method
is that acceleration parameters are tuned with current particle position which depend on the
PV system. The re-initialization of parameter is not considered during change of PV shading
pattern to gauge the performance of the proposed algorithm. Here implemented with
limitation of particle velocity, due to this limitation of velocity the chance is greater to locate
local power point rather than global power point.

Huang, Wang, Yeung, Zhang, Schung, and Bensoussan came up with an algorithm to enhance
the MPPT performance of PV systems in terms of faster convergence, lower oscillation, and
higher efficiency; a natural cubic spline-based prediction model was incorporated into the
iterative solution update of Jaya algorithm [25]. The utilization of the natural cubic spline
model in the iterative process of S-Jaya algorithm can avoid worse updates and thereby
improve MPPT performance. Simultaneously, the natural cubic spline model can be renewed
online to maintain its prediction accuracy and produce correct decisions in terms of updating
solutions. The performance of S-Jaya algorithm including its convergence speed and
efficiency in tracking GMPP for PV systems under various partial shading conditions is
examined through simulation studies as well as experiment. The drawbacks of the proposed
method is that it is implemented with five initial particles, which depend on PV system and

take more tracking time to reach global peak even with a population size of five.

Lian, Douglas, and Jagdish proposed a novel MPPT based on the Ant Colony Optimization
(ACO) technique to track the MPP for a huge PV system in shading conditions [26]. It has a
fast convergence rate, where independent particles are considered initially, and no knowledge
of PV array characteristics is needed. Simulation of different shading patterns confirms the
effectiveness of the suggested MPPT for PV array during constant and transient irradiance
conditions. The results show that, compared to some traditional MPPT methods, such as P&O,
constant voltage tracking (CVT) and PSO method, the proposed method finds better
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performance and also requires less number of iterations. One drawback of this method is that,
ACO was not implemented in real-time system. At the time of initialization, five control
parameters had been initialized, and due to more parameter initialization the computational

burden on the system increased per iteration.

Sundareswaran, Sankar, Nayak, Simon, and Palani looked at GMPP tracking in a PV power
generation system, and recommended a new solution based on Artificial Bee Colony (ABC)
[27]. The simulation results performed on two distinct configurations of differing shading
patterns explicitly show that the proposed ABC algorithm outperforms the current PSO and
enhanced P&O approaches. The limitations of this method is that it takes more time to reach

global MPP with the proposed algorithm when the population size reaches six.

Sundareswaran, Peddapati, and Palani proposed to develop a Firefly algorithm (FA)-based
scheme for tracking GMPP during PSC in a PV system [28]. The proposed approach is
reliable, quick to track GMPP, and is independent to system. In this paper several case studies
were presented for different PSC conditions. This proposed method also reports the
application of standard P&O and PSO algorithm for MPPT under similar conditions, as well
as simulation and experimental tests. FA-based detection was seen to be superior to
conventional approaches, however the proposed Firefly Algorithm (FA) uses six fireflies for
implementation which increases the burden on the system per iteration.

Mohanty, Subudhi, and Ray suggested Grey Wolf Optimization (GWO), a new evolutionary
computation method for developing a peak power extraction technique for PV systems to
operate with PSCs [29]. The efficiency of the new MPPT (Grey Wolf-based MPPT) was
compared to two existing MPPTs in order to determine its effectiveness, namely P&O and
Enhanced PSO-based MPPT approaches. Based on the findings of the proposed GWO
process, it was discovered that the GWO-based MPPT outperforms the other two MPPTs in
terms of convergence speed and oscillations at the steady-state stage. But it is observed that
the proposed GWO algorithm did not maintain enough exploitation process with equations of
updated position and linear tuning of control parameter. Also the algorithm did not perform
with re-initialization of parameters in dynamic cases for one to determine the effectiveness of

the proposed algorithm.
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Eltamaly and Farh investigated MPPT-based heuristic techniques such as PSO and GWO and
discovered that such methods suffers from oscillations around the GMPP. They can not also
reach to GMPP under dynamic conditions of shaded PV array. In this work, GWO is
hybridized with Fuzzy Logic Controller (FLC) to reduce the oscillations in power around the
GMPP [30]. In addition, two efficient initialization techniques were proposed to re-initialize
the GWO in order to reach GMPP during dynamic cases. The first initialization technique
was based on predefined time. The second initialization technique was based on PSC change
(power levels change due to shading of PV array). With re-initialization of parameters, the
tracking efficiency of PV system also increased. But the proposed method was implemented
with more than five initial particles, which increases the computational burden on the system

for each iteration in real time system.

Yousri, Babu, Allam, Ramachandaramurthy, and Etiba introduced a new approach, where
three chaos maps (logistic, sine, and tent maps) are merged with the Flower Pollination
Algorithm to tune some of its parameters to generate the initial solution. As a result, Chaotic
Flower Pollination Algorithm (C-FPA) variants are introduced and tested in tracking GMPP
over several shade conditions and for step variations in irradiance conditions [31]. The
developed variants response is compared with FPA based on several statistical analysis to
show the influence of integrating the chaos maps in the tracking system. The performance of
the proposed C-FPA method improved compared with FPA in terms of tracking time and
tracking efficiency. Here the drawback is that proposed method implemented with five
initialization of particles, which creates more computational burden on system per each

iteration in real-time process.

Li, Yang, Su, Li, and Yu have proposed a novel Overall Distribution PSO (OD-PSO) MPPT
algorithm. This approach does not include any hardware knowledge about PV systems and
can reliably and easily search for and locate the GMPP [32]. The OD-MPPT method is used
in particular to find the GMPP portion, which makes it easier to set input data that will be
incorporated into the PSO MPPT controller. The PSO MPPT controller would only need to
locate the GMPP within a very narrow search area after obtaining the input data, allowing it
to identify the same GMPP quickly. As a result of the combination of the OD-MPPT
algorithm and the PSO MPPT algorithm, the GMPP of PV modules can be tracked and
identified more quickly and reliably in complex PSCs. The proposed algorithm was
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implemented with five initial particles, thereby increasing the complexity and computational

burden on system.

Seyedmahmoudian, Soon, Horan, Ghandhari, Mekhilef, and Stojcevski came up with a novel
rapid, simple, and efficient method called Adaptive Radial Movement Optimization (ARMO),
which was designed and developed to track the GMPP at the output of a partially shaded PV
system [33]. The main objective of this study was to develop a new MPPT technique with
fast-tracking speed, high reliability, and low output fluctuation for the PV system operating
under different shaded conditions of PV array. The drawback is that the proposed ARMO
tracks location(s) of GMPP faster but it is implemented by considering initial particles of
more than five along with three tuning parameters, thereby increasing computation burden on
the system for each iteration.

Ram, Pillai, Rajasekar, and Strachan showed that by adding new mutation variables, one
could enhance the performance of the PSO processes designed. The first approach aims at
reducing power oscillations, while the second is for exploitation. As a result, the performance
of the traditional PSO algorithm is increased by four additional mutations to attain global
peak, and the traditional P&O approach is used to prevent the unnecessary search. In addition
to mutations developed for PSO approaches, quicker convergence to global locations in a
reasonable amount of time is possible. Furthermore, using the Enhanced Leader PSO (EL-
PSO) process, new mathematical formulations are created in which the global best solution is
defined in the first stage and only after confirmation, and the P&O transition is anticipated in
the second stage. Since shifting between the approaches is dependent on threshold voltage
and current constrains, the ELPSO-P&O approach is expected to set a new norm in the MPPT
region. The hybrid enhanced leader PSO-P&O was proposed with many control parameters
along with tuning parameters though the designers had not reckoned with determining

efficiency [34].

The study of Husain, Jain, Tarig, and Igbal had the objective of evaluating the GMPP in a
very short period of time. Three alternate strategies have been suggested and tested in this
implemented methods to solve such issues as slower tracking process, lower efficiency, and
excessive sweeping of PV output power curve [35]. Large and small duty stage (LSDS), large
and mutable duty step (LMDS), and fast and intelligent GMPPT (FIGMPPT) are the three
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types. The LSDS method covers nearly the entire P-V curve using a combination of LSDS
approach. Small duty measures were used in all LMPPs on the P-V curve in predefined
regions. In addition, the LMDS method sweeps the whole P-V curve at a rapid speed. This is
achieved in such a way that the duty step scale is wide for points far away from each LMPP
and mutable duty steps are used near each LMPP. The mutable duty size allows for quick
tracking with low fluctuations at or around the global peak power, as well as ensuring that no
LMPP is missed. The FI-GMPPT is an enhanced accurate GMPPT approach that restricts the
search area to be swept during the process. When compared to LMDS-GMPPT, this approach
results in a shorter sweep cycle. During the sweep operation, the unwanted region is avoided
in this step. This method of narrowing the search area is focused on significant observations
made through PSC using PV string's unique P-V and I-V characteristics. These approaches
were developed by changing the traditional IC approach to make it function better in PSCs.
The drawback of these methods is the tracking time, which is more even if unnecessary sweep
time is skipped and power loss is also observed during the initial tracking period. This
experimental results of the proposed methods are not shown during dynamic cases of shaded
PV array.

Venkata and Muralidhar have developed a new optimizing algorithm for GMPP tracking
under PSC, which has better accuracy, improved convergence time, better to implementation
and over more economical. As a consequence, this study presents a novel GMPPT strategy
focused on the detection of shading patterns using Artificial Neural Networks (ANN). In this
scheme, powers at two different voltages for various shading patterns and at different
temperatures are pre-calculated and ANN is trained such that it identifies the shading patterns
corresponding to input powers and temperature on the panel. The MPP voltages
corresponding to each shading patterns are also pre-calculated and stored in a two dimensional
lookup table (2DLT). The lookup table is also provided with interpolation and extrapolation
techniques and it provides maximum power voltage corresponding to the shading pattern
identified by ANN. A new optimizing algorithm is implemented to improve accuracy and
convergence time but requires pre-calculated voltages for implementation of ANN method
[36].

Selvakumar, Madhusmita, Koodalsamy, Simon, and Sood proposed a fast tracking method,
which works effectively both in normal irradiance and PSCs for MPPT with all improvement
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in all aspects of performance [37]. By virtue of the property of inductor and boost converter
with the help of high-resolution analog-to-digital converter (ADC), the P-V curve is sampled.
The PV voltage at maximum power is provided to Pl controller as a reference for tracking the
global maximum operating point further. The proposed High Speed (HS) tracks faster to
global peak compared to duty sweep and PSO methods, but it uses PI controller to track global
peak, and its tracking time depends on the inductance of converter, magnitude of PV voltage

and magnitude of current at previous operating point.

1.3 Motivations

From the above literature survey, it is concluded that conventional algorithms such as P&O,
HC and IC are easy to implement for maximum power tracking in single peak curve and its
improvement methods [6]-[14]. But they offer steady-state oscillation, suffer power loss
during transient period, reduce system efficiency, and are not suitable for Partial Shading
Conditions (PSC) of PV array due to fixed step size; power loss is presents in variable step
size methods. The algorithms are implemented for Global Maximum Power Point Tracking
(GMPPT) under partial shading conditions [15]-[17]. These proposed GMPPT methods are
implemented based on open circuit voltage of PV module but the system dependent method
is not always suitable, particularly in extended PV systems [18]. These algorithms may locate
local MPP instead of global MPP under PSC.

The evolutionary optimization techniques are most suitable to track global peak power under
PSC such as PSO, FA, ABC, FPA, OD-PSO, S-Jaya, ARMO and GWO-FLC etc. [20]-[32].
But the proposed algorithms are implemented by taking into account population size, which
makes complex computational burden during experimentations. The presence of tuning
parameters in the proposed algorithm leads to delay in convergence because it is unable to
tune optimum value during the course of iterations in [20], [24] & [33]. The re-initializations
of parameters is not considered in the proposed methods of literature during dynamic change
of PV patterns under PSC, otherwise unable to judge the tracking performance of proposed
algorithm [15] [23] & [29]. With the presence of limitation, search process will go out of MPP
in [21]& [24]. In order to reduce tracking period and number of itrerations to reach global
peak, a minimum number of control parameters is required, which also reduuces system
complexity. To improve PV system performance, the algorithm has to maintain better

exploration and exploitation process.
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1.4 Research Objectives

The research aims at Enhancement of Global Maximum Power Point Tracking (GMPPT)

performance using evolutionary optimization techniques under shaded conditions of PV

system through:

Using Modified Grey Wolf Optimization (MGWO) algorithm for global MPPT under
PSC in PV system to improve the tracking performance of PV system, reduction of
number of iterations to reach global peak of multiple P-V curve and improvement of
exploration process using modified updated positon and control parameter.

Using GMPPT through PSO based on Lévy Flights for PV system under PSC to
reduce tuning parameter, improve the tracking performance of PV system by
maintaining both exploration process and exploitation process, and reduce the number
of iterations to reach global peak of multiple P-V curve.

Using Jaya algorithm based on lévy flight for global MPPT under PSC in PV system
with fewer control parameters, without tuning any control parameter, improve the
tracking performance of PV system by proper search process, and reduce the number
of iteration to reach global peak of multiple P-V curve with initial particles that are

independent of PV system.

1.5 Organization of the Thesis

The thesis is divided into six chapters

Chapter-1: This chapter provides an introduction to MPPT controllers for solar

photovoltaic (PV) systems, literature survey based on global maximum
power point tracking for an PV array under partial shading conditions,
motivations based on literature survey to formulate research objectives and

the objectives of thesis and its chapter wise summary.

Chapter-2: The second chapter provides details and brief introduction to solar

photovoltaic (PV) systems, P-V array system modelling, P-V characteristics
under uniform irradiance and shading conditions of PV array, list of MPPT

control methods to PV applications, and explanation of some of those
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Chapter-3:

Chapter-4:

Chapter-5:

Chapter-6:

Introduction

methods based on global maximum power point tracking for an PV array

under partial shading conditions.

Supplies a detailed explanation of the proposed Modified Grey Wolf
Optimization (MGWO) algorithm and its advantages while searching for
global optimum in solar PV applications to extract maximum power, details
of the PV array configuration of 3S and 4S2P, simulation and experimental
performance of the proposed MGWO over GWO and HC algorithms, and

comparisons with existing algorithms in terms of performance.

Deals with a detailed explanation of the proposed VPSO-LF algorithm and
its advantages for global optimization. PV array configurations under shaded
conditions are explained in detail. The simulation and experimental
performance of the proposed algorithm is compared over PSO and HC
algorithms. A comparison of the proposed method with existing methods in

terms tracking performance is also made.

This chapter gives details of the proposed Jaya-LF algorithm and its
advantages for obtaining global optimum. The explanation of PV array
configurations under different shaded conditions is also provided. The
simulation and experimental performance of the proposed method over Jaya
and PSO methods are compared in the chapter. The comparison of the
proposed method with existing methods in terms of parametric consideration

is also made.

The overall conclusion of the proposed work and future scope of research

have been summarized in the area of PV system applications.
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Chapter 2

The Solar Photovoltaic System

2.1 Introduction

A Solar Photovoltaic (PV) system directly changes light rays from the Sun into electrical
energy. The PV cell is the most essential element of a PV system. The cells can be connected
in series or in parallel to make modules and make a group of modules to form arrays; the
corresponding PV cell formation is shown in Figure 2.1. The power available at the output of
PV system can be used directly to loads such as DC machines and lighting systems. Most
sophisticated equipment require power electronic converters to extract power from the PV
system for the load. These electronic converters are useful to control the output levels at both
load level, as well as the power supply in grid-connected devices, and also to extract PV
system’s peak power output. To read PV power converters, one must first understand how to
design a PV unit which is connected to the converter. The PV systems have non-linear 1-V
characteristics since a large number of factors must be changed based on observational
information from real-world PV systems. The PV device’s theoretical model is important in
the evolution of power converter numerical model with maximum power point tracking

algorithms, and to simulate the PV system and its components using circuit parameters.

This chapter introduces the working of a PV system, and its corresponding equations with the
purpose of contributing to a more thorough understanding of the PV system mechanism
through semiconductor phenomena. The modeling comes after the presentation on PV system,
characteristics of PV system and MPPT algorithms, which is the primary subject of this
chapter. A PV cell is an element that converts directly energy from the Sunlight into electricity
through photovoltaic effect. The PV cells are the most basic PV unit. A PV module is made
up of a group of PV cells that are attached in series and parallel. The arrays are basically
formed with a group of PV modules, which are in series that is needed to achieve high voltage
levels. The arrays with higher currents are generated by extending the diameter of PV cells or
connecting PV devices in parallel. A PV array is formed by a group of modules, which are
associated in a group for higher power ratings of PV systems. Electronic converter

manufacturers generally show an interest in the modeling of PV arrays, which are generally
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sought after in the market. This chapter plays much attention to PV arrays that demonstrate

how to calculate values in the I-V equation using experimental information from data sheets.

?
z
i

—3--2-0--4-2-

Single Cell

Module

Array

Figure 2.1 PV Cell, Module and Array.

2.2 A Solar PV Cell Working Principle

A solar PV cell is primarily a semiconductor device with Sunlight to a p—n junction [38]. The
PV cells are fabricated from a variety of semiconductors and manufactured in a number of
ways. At this time, the mono-crystalline and poly-crystalline silicon solar cells seem to be the
only ones that have been commercialized. A thin sheet of high volume “Si” or a slim ‘Si’ layer
attached to electric contacts makes up a silicon photovoltaic cell. To form p-n intersection,
each of the faces of its ‘Si’ sheet must be doped. The light portion of every semiconductor is
covered with a protective metal grid. A true identity of PV cell can be seen in Figure 2.2.
Light

A Y

Metal grid—»
n | .« Semiconductor
p| < layers
Metal base —p ;

Figure 2.2 Physical structure of a PV cell.

If the PV cell is short-circuited, light causes charge carriers to form, which create an electric
field. These charges have been formed if the initial energy is able to differentiate the
semiconductor’s covalent ions. This mechanism is reliant upon the dielectric material and
intensity of the Sun’s energy. Essentially, the photovoltaic mechanism is defined as Sunlight
absorbing, the production and travel of free electrons at its p-n intersection, as well as the
generation of such free electrons now at photovoltaic system’s terminals [39]. The speed of
production of electronic carriers is determined by the intensity of light energy in Sun’s
radiation and the semiconductor’s absorbing power. The potential of absorbance is based
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primarily upon the semiconductor energy band gap, cell surface refractive indices, intrinsic
semiconductor charge density, electronic movement, recombination rate and temperature.
Sunlight is a set of photons with high energy levels. The photons with sources of energy below
the energy gap of every solar cell become ineffective, and so neither electrical potential nor
electrical field will be developed. The energy of photons which are more than the energy gap
produce power, but primarily the energy associated with the energy gap is used; the rest of
energy is lost to the atmosphere in the PV cell. Semiconductors to smaller band differences
will benefit from a wider radiation range, though the accessible voltages will be significantly
smaller. The semiconductor material ‘Si’ is being used in photovoltaic cell, which is the only
reason the installation process is cost-effective on a huge scale. Other products have a higher
output, though they are more expensive and not financially feasible. It is sufficient to
understand the electrical performance of the PV unit in order to research electronic converters
for PV systems (Cell, Module, and Array). The PV device vendors often have a collection of
observational results that can be used to calculate the PV system’s the mathematical equation
for I-V curve. Few designers have experimentally obtained 1-V curves for various operating
conditions. These experimental curves can be used to adjust and verify the mathematical

model.

2.3 Solar Radiation

The spectral power distribution of the Sunlight-based radiation determines the efficacy of a
PV system. The Sun is a light and heat source whose emission distribution is comparable to
that of a black body about 6000 K. A black body allows all forms of light to pass into it and
emits electromagnetic radiation of all wavelengths. Planck's law, which establishes the
relationships and interdependencies between the wavelength (frequency), temperature, and
spectral power distribution of black body radiation, numerically depicts the theoretical
distribution of wavelengths of black body radiation [40]. Figure 2.3 shows the black body
radiation’s spectral power distribution in comparison to extraterrestrial and terrestrial solar
radiations [38].

19



Chapter 2 The Solar Photovoltaic System

Black body 6000 K

T

2.0
AMO radiation

AM1.5 radiation

05

1 | 1 | | L

02 04 06 08 10 12 14 16 18 20
Wavelength [pm]

Energy distribution [kW /m?pm]

Figure 2.3 Spectral power distribution of the black body radiation and the Sun radiation in the extra-
terrestrial space (AMO) and on Earth’s surface (AM1.5).

reflection and
diffusion

direct-normal global

Figure 2.4 Illustration of the AM1.5 path and the direct-normal and global incident radiations on a Sun-
facing surface at 37° tilt.
Investigating the effects of solar radiation on PV systems is difficult because the distribution
of solar radiation on the Earth's surface is distorted by certain influences such as temperature
fluctuations on the solar disc and the influence of the atmosphere [41]. Solar radiation is
around 1.353 kW/m? in extraterrestrial space at the natural distance between the Sun and the
Earth. The irradiation on the Earth's surface is about 1000 W/m?.

In most cases, PV systems are estimated using a regular spectral distribution. The American
Society for Testing and Materials (ASTM) recognizes two regular terrestrial spectral
distributions: direct-normal and global AM1.5 (AM stands for air mass) [42]. The
electromagnetic radiation that perpendicularly enters a facing the Sun surface straight
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forwardly from the Sun is referred to as the direct-normal standard. The world standard, also
known as the complete standard, refers to the spectrum of direct and diffuse solar radiation.
Diffuse radiation is solar radiation that is affected by the earth’s atmosphere when it reaches
the Earth's surface. The AML1.5 specifications are for a PV device with a surface inclined at
37° and directly facing the Sun's rays. The AM initials stand for air mass, which refers to the
mass of air between a surface and the Sun that influences solar radiation spectral power
distribution and intensity. The AMx number describes the journey of sunlight across the
atmosphere; as the path wavelength increases, the majority of the light rays deviates and
absorption increases. This is where the spectral power distribution of the PV systems collected

radiation changes. The ‘x’ coefficient of AMx describes the path distance of solar radiations.

1
Coefficient of AM (x) = .

0s6, (2.1)

where 6, is the angle between vertical (or zenith angle) and the Sun, as seen in Figure 2.4.
Higher direction lengths and greater air mass between the Sun and the surface of the terrestrial
PV system are associated with larger ‘x’. The AM1.5 distributions are based on the spectrum
of sunlight with a solar angle of 6, = 48.19°. The significance of the AM1.5 direction, as

well as the direct normal and global radiations, are shown in Figure 2.4.

Solar radiation strength and spectral power delivery are affected by geographical location,
time, day of the year, environmental patterns, atmosphere formation, and altitude [43]. The
AML1.5 spectral power distributions are only average estimates that fill in as sources for the
estimation and analysis of PV systems due to the variables that impact solar radiation. In the
PV sector, the AM1.5 distributions are used as instructions. Normally, datasheets provide
details about the properties and performance of PV devices under the so-called Standard Test
Condition (STC), which entails a 1000 W/m? irradiation with an AM1.5 spectrum at 25°C
[44].

2.4 Modelling of PV Systems

2.4.1 Ideal PV Cell

Figure 2.5 depicts the ideal PV cell's corresponding circuit. The I-V characteristic of a desired
PV cell is numerically represented by the following equation based on semiconductor

concept, as seen in Figure 2.6 [45].
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1= tovcen = loceu [exp (m) - 1] ¢2)

where
Ly cen The current obtained by sun's radiation
1, The diode current of Shockley
I, cen The diode's saturation current.
q The charge of electrons (1.60217646 x 1071°C)
k The Boltzmann constant (1.3806503 x 102 J/K)
T The temperature of the p—n intersection (in Kelvin)
a The ideality constant factor of a diode
S Jideal PVcell _ _ _ practical PV device
M — ;
Loy, R l
\

" . i

Figure 2.5 Model of the ideal PV cell and equivalent circuit of a practical PV system.

\% \Y \%
Figure 2.6 The I-V characteristics of a PV cell. The total cell current (1) is composed of the Sun-radiated

current I,,,, and the diode current /.
2.4.2 Modelling of PV Array
The I-V characteristic of a functional PV array is not addressed by the primary equation (2.2)
of the elementary PV cell. Practical PV arrays are made of a few related PV cells, and taking

into account the characteristics of the PV array's terminals necessitates the addition of
additional parameters to the primary equation (2.2) [45]:
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I'=1Iy—1, [exp (V ;tfsl) - 1] _Y ;:SI (23)

where

- Photovoltaic (PV) current of the array

I, Saturation current of the array

v, The thermal voltage of the array

N, Cells connected in series

N, Parallel connections of cells

R, The equivalent series resistance of the array

R, The equivalent parallel resistance of the array

If the array is composed of N, number of cells, the PV and saturation currents are indicated
as Iy, = LyyceuNp » 1, = IoceulN, - Equation (2.3) develops the I-V curve in Figure 2.7, where
three important positions are highlighted on the curve: short circuit (0, I.),

MPP (Vi , Imyp ), and open circuit (¥, 0).

|Scm lsc) MPP

e (Vimps Imp)

Current(l)

Voltage(V)

Figure 2.7 The 1-V characteristics of a practical PV system with three remarkable points: short circuit
(0, Isc), MPP (Vp, , Iy ), @nd open circuit (V;, 0).
The single-diode model of a practical PV cell shown in Figure 2.5 is stated in equation (2.3).
The single diode method of Figure 2.5 is analysed for simplicity's sake. This model
demonstrates a strong balance between flexibility and precision. This model additionally has
been utilized by some researchers in past exploration works, now and then for simplifications;

this model is consistent with the essential design made out of a current source and an equal
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diode. The single-diode model is ideal for electronic system engineers who have been
searching for an easy and convenient model to simulate PV systems to power electronic

devices.

The PV array designers have only a limited range of functional details regarding electrical
and thermal properties instead of the 1-V equation. Unfortunately, a few key parameters for
modifying PV array models, as with the light-generated or PV current, series-shunt
resistances, diode ideality factor, diode’s saturation current, and semiconductor bandgap
energy, are not included in the designer's datasheets. The following information can be found
on all PV array datasheets: voltage in the open-circuit condition at its nominal (Voc,n), current
in the short-circuit condition at its nominal (I, ), the voltage at which maximum power
occurs (V). the current at which maximum power occurs (1, ), the voltage/temperature
coefficient in an open circuit (K ), the current/temperature coefficient in short circuits (K;),
and the maximum power available in practical case (Ppay.c ). These specifics are often given
in conjunction with normal test conditions for temperature and irradiation from the sun. These
[-V graphs for various irradiation and temperature structure are given by some designers.
Such graphs make adjusting and verifying the appropriate mathematical /- V equation much

easier. Essentially, it is all the information that can be gathered from PV array user manuals.

Power generators are limited in their ability to generate current or voltage. As seen in
Figure 2.7, the functional (practical ) PV cell has a hybrid behaviour that can be either a
current or voltage source based on the operating stage. The functional PV cell has a series
resistance (R;), which has a greater effect when the cell is working in the voltage source field,
and a parallel resistance (R,), which has a greater impact when the cell is working in the
current source region. R is the sum of the device's various structural resistances. The
configuration of a PV cell is depicted in Figure 2.2. Generally R, rely on the metal rear's
interaction resistance to p semiconductor sheet, the p and n bodies' resistances, the n layer's
contact resistance with that of the surface metal contacts, and the grid's resistance [39]. The
R, exists primarily due to the p-n junction's leakage current and is based on the PV cell's
manufacturing process, and Ry, has a higher value and R has a lower value. The I-V feature

of the functional PV cell depicted in Figure 2.7 is based on the PV cell's internal factors
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(Rs, Ry,) as well as environmental events including solar irradiance level and temperature. The
intensity of incident light has a direct impact on charge carrier output and, as a result, the
current emitted by the device. It is difficult to establish the PV current (1,,,, ) of the basic cells
without the assistance including its R; and R,, resistances. Datasheets only address the
nominal current present in a short circuit condition (Isc,n), which is the maximum current
possible at the PV cell's output terminals. The short circuit condition where I, = I,, is
normally used in the modelling of PV systems because in practical systems R; is less and the
R, is high. Since Ry is very low value than that of R, in practical systems, Iy = I, is
commonly used in PV device modelling during the short circuit state. The PV cell current
generation is linearly proportional to solar irradiation and is also affected by temperature, as

seen in the equation below [46]-[47]:

Generation of PV current (I,,) = (Ipyn + K; A7) % (2.4)
A =T -T,
where
Lyyn The light-generated current at the nominal condition
in amperes

Actual temperature in Kelvin

T, Nominal temperatures in Kelvin
The irradiation on the device surface in watts per
square meters

G, The nominal irradiation in watts per square meters

The diode saturation current I, and it is relies upon the temperature would be illustrated as
below equation [47]:

3
The diode saturation current (I,) = I,,,, (T?") exp [% (Ti - %)] (2.5)
where
E, A semiconductor’s bandgap energy

(For the polycrystalline Si E; = 1.12eV at 25°C [23], [42])

Iom The nominal saturation current in amperes
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The nominal saturation current (I,,,) = pcy ISC/—ZV = (2.6)
ocn tn)—

where V, ,, is the thermal voltage of N series-connected cells in at nominal temperature T, .

The saturation current I, of the PV cells that make up the device is determined by the
semiconductor’s current density (J, , which is usually expressed in [A/cm?]) and the cells’
effective field. The intrinsic properties of the PV cell, such as the electron diffusion coefficient
in the semiconductor, the lifespan of minority carriers, and the intrinsic carrier density, are
used to calculate current density (J,). For commercial PV applications, this kind of data is not
available. The nominal saturation current I,, is achieved from the practical data using
equation (2.6), that is derived by analysing equation (2.3) at the actual open-circuit state, to
V ="Voen,I=0,and Ly, = Igp.

The factor of a ideality ‘a’ would be selected randomly. Many experts debate how to
accurately assess this factor's worth [48]. In general, 1 < a < 1.5 is used and the decision
is based on other I- VV model parameters. Based on analytical studies a few values have been
presented for ‘a’ [42]. As mentioned previously, there are a variety of perspectives on the
best way to choose ‘a’ [48]. Since ‘a’ represents the diode's degree of ideality and is fully
analytical, any starting value of ‘a’ can be selected to modify the design. Changing ‘a’ can

marginally improve model accuracy by influencing the curvature of the I-V characteristic.

2.4.3 Fill Factor

The fill factor (FF) can be calculated using maximum values of current and voltage (I,

and V;,,,), when the output terminals are shorted and opened conditions(V,,. and I):

VipTmp (2.7)

Fill factor (FF) =
‘/OCISC
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The fill factor is a commonly used metric for assessing the overall quality of a solar cell [49].
It should be the ratio of the maximum obtainable power (Vmp ,Imp), to the product of V. and
I;.. Because of the series and parallel resistances, as well as the diode shown in Figure 2.5,
the usable maximum power voltage and current are still below theoretical values. For

marketing solar photovoltaic cells, the fill factor is typically greater than 0.7.

2.5 Characteristics of Solar PV Module

The irradiation and temperature of the PV module are two important considerations to
remember, since they have a direct impact on the PV module's characteristics. As a result, the
MPP varies during the day, which is the primary reason why the MPP should be followed at
all times to ensure that the module's full power is obtained.

2.5.1 The Effect of Temperature on PV Module

The voltage is mostly influenced by the temperature. The output voltage is proportional to the

temperature at open condition, as seen in the equation below:

(2.8)

Ky

Open circuit voltage [V,.(T)] = VZJSCTC + 00

(T — 273.15)

Since Ky, is negative, the effect of the temperature on V,,. is negative, as seen by equation
(2.8), i.e., as the temperature goes up, the voltage is reduced. The current increases in
proportion to the temperature, but it is insufficient to compensate for the voltage drop caused
by a provided temperature increase. As a result, the power also decreases. The temperature
coefficients, which are parameters that show how the open circuit voltage, short circuit
current, and peak power fluctuate as the temperature varies, are given by PV device designers
in their datasheets. Since the effect of temperature on current was too low, it is generally
negligible [50]. The current-voltage and power-voltage characteristics differ through
temperature, as seen in Figure 2.8. From the figure the observation is difference of power,
i.e., maximum power reduces with rise in temperature, thereby also causing variation in
efficiency. The maximum power of PV array changes by 0.5% for each change in 1°C of
temperature [51].
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Figure 2.8 1-V and P-V characteristics at standard irradiation (1 kW/m?) with four dissimilar temperatures.

2.5.2 The Effect of Irradiance on PV Module

The impact of the irradiance on current-voltage (I-V) and power-voltage (P-V) characteristics
is illustrated in Figure 2.9. As previously mentioned, photo-generated current is equal to solar
radiation, so a higher degree of irradiation results in a higher photo-generated current.
Furthermore, the photo induced current is approximately equal to the short circuit current; As
a result, it is related to irradiance. The photo induced current is always a major factor in the
PV current when the working point is the short-circuited, where no power is available at the
output terminals, as shown in equations (2.2) and (2.3). As a result, the current-voltage
characteristic shifts in response to irradiation. In comparison, the voltage is normally

unaffected since the light induced current is logarithmic, as seen in the following equation:

akT I 2.9
Open circuit voltage (V,;) = —In (ﬂ + 1) (29)
q Io
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Figure 2.9 I-V and P-V characteristic at standard temperature (25°C) with four dissimilar irradiation values.

28



Chapter 2 The Solar Photovoltaic System

The improvement in current is more pronounced than in voltage improvement, as seen in
Figure 2.9. In reality, the voltage dependence on irradiation is normally negligible [50]. Since
the effect on voltages and currents is positive, i.e., each increases as irradiation increases; the

influence on power is also positive as higher irradiation equals more power production.

As previously stated, temperature and irradiation are dependent on environmental patterns,
which are not stable over the year or even within a specific day; these can change easily due
to constantly shifting conditions along with clouds. This allows the MPP to shift continuously,
variation based on irradiation and temperature. Power losses occur if the operation point is
not close to MPP. As a consequence, tracking the MPP under any situation is critical to
ensuring that the PV system produces the highest possible power. This task is concerned with

MPPT algorithms in current solar power conversion.

2.6 Types of Solar Cells

For the last few decades, silicon has essentially been the only substance used to create solar
cells. Despite the fact that new materials and techniques are being developed, silicon is used
in over 80% of the manufacturing processes [49]. Silicon (Si) is well-known for being one of
the most common minerals in the Earth's crust, as silicon dioxide, and it really is non-toxic.
Silicon solar cells can be divided into two types: mono-crystalline and poly-crystalline.
Amorphous silicon is a third type of film, although it has a lower efficiency than the other
two, and therefore is used less often. Copper indium gallium (di) selenide (CIGS) or cadmium
telluride (CdTe) are other new solar cell materials. While much effort is being put into
developing new technologies, there are currently no commercial alternatives to the above
forms of solar cells. This distinctive solar cells are taken into consideration in this section.
One of the really important elements of solar cells is their performance, which is the amount
of solar energy that is converted into electric energy. It is calculated using Standard Test
Conditions (STC), which include a 1000 W/m? irradiance, A.M 1.5, air mass coefficient
(which characterizes the sunlight after it has passed through its aerosphere), and a cell junction
temperature of 25°C. The smaller the surface area needed for generating a given amount of
electricity, the higher its performance. This would be significant because, in certain cases,
space is limited, and various expenses and specifications of the establishment are dependent

on the mounted PV surface.
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2.6.1 Mono-crystalline Silicon

Solar cells built of mono-crystalline silicon seem to be the most effective. They are created
from single crystal wafers (slim cuts) acquired with perfect molten material. Since the crystal
nature is strongly ordered, the properties of these single crystal wafers are uniform and
consistent. However, the planning process should be done with great care even at extreme
temperatures, which is costly really. These cells have an around 20 percent efficiency [52],

and the surface area used to generate 1 kKW in STC would be around 7 m2,

2.6.2 Poly-crystalline Silicon

Wafers of perfect molten silicon are used to manufacture poly-crystalline cells. In either case,
the crystalline structure is arbitrary: as silicon cools, it encapsulates itself in a variety of
locations simultaneously, resulting in an unusual structure: irregularly shaped, sized, and
oriented crystals. Since the designs have not been as good as those in mono-crystalline cells,
the performance is smaller, and gives around 15 percent efficiency [52]. However, as the
designing procedure is less costly, the lower performance is due to poor silicon purity levels.
The surface area used to generate 1 KW in STC is approximately 8m2. As a result, more space

is required for installing this particular solar cell.
2.6.3 Amorphous and thin-film Silicon

Amorphous silicon is a non-crystalline silicon that is often stored as nanostructures on a wide
range of substrates. It is possible to store it at lower temperatures. Compared to crystalline
cells, the modelling process is less complicated, simpler, and less costly. The disadvantage of
such cells is their poor performance as they give around 10 percent efficiency [52]. The STC
is used to calculate efficiency. However, in softer or diffuse irradiation, such as that seen on
gloomy days, efficiency could become greater than it does in crystalline cells, and its
temperature is lower [49]. Amorphous silicon is really good at bright light absorption over
crystalline silicon, so that the thin film, despite its poor efficiency, is successful. Thin-film
processing was used for the first time in solar cells. Since the 1980s, they have been used in
electronic products including calculators. Because of the previously mentioned
characteristics, amorphous silicon is used in high-power applications in several fields. One
typical use these days will be as building cladding, such as in facades, since its cost is

comparable with many other high-quality claddings and it produces energy. The major
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benefits of thin film solar cells are the simplicity at which they can be designed at low
temperatures using low-cost substances, an efficient manufacturing process that eliminates
the need for each wafer installation, and the capacity for light-weight and portable solar cells.
These advantages apply to the vast majority of thin-film photovoltaic panels, not just those

made of amorphous silicon.

In the past few years, a new kind of silicon, microcrystalline silicon, has been created [49]. It
can also be deposited as thin films on a variety of substrates, reducing the amount of
crystalline silicon required while increasing the performance of amorphous solar cell.
Microcrystalline silicon, on the other hand, has a lower light absorption than amorphous
silicon. To absorb the bright light incident on film, the arrangement could become an
important light catching device. This method of silicon is not yet a commercially useful

product, and further research and development is expected.

2.6.4 Other Cells and Materials

Other elements can also be used to make solar cells in addition to silicon. Since these
substances are thin film coated, they provide comparable benefits to silicon thin film solar
cells, but with higher performance. Two of these substances are currently used in industrial
photovoltaic modules. Copper indium gallium selenide (CIGS) or cadmium telluride (CdTe)
are the two materials. The performance efficiency would be about 13 percent [52], and as the
technologies advance, this should continue in the coming years. Thin film manufacturing is
often shown as the cheapest way to achieve grid parity, such as where the cost of producing
electricity is comparable to, or less costly than, grid power [49]. The toxicity of these
innovations is one of their most significant disadvantages. Indium is used as a result of CIGS.
This part, however, is not quite as common as silicon on Earth's crust, and it can be used in
other electronics devices such as liquid-crystal display (LCD) displays, resulting in a scarcity.
In addition, CIGS is integrated to cadmium sulphide (CdS), to form the p-n junction.
Cadmium is a toxic element which is harmful in high doses. Because of CdTe, the other
compounds are used in industrial thin film solar cells, as these are not as poisonous as its
constituents.

Gallium Arsenide (GaAs) is being used in aircraft parts for two things: first, this is less
vulnerable to harmful effects of space radiation than silicon, and second, because of its band

gap of 1.42 eV, it will gain from a larger portion of the solar spectrum than silicon. Despite
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the fact that it is a highly important investment, aerospace ventures could accommodate it
because cost is not the primary consideration when selecting materials. It is currently being
researched for use in terrestrial photovoltaic systems with sunlight concentrators (reflectors
or lenses) to concentrate light through smaller units, lowering costs and requiring less content.
A three-way intersection using light concentrators, and GaAs cells have achieved 40 percent
productivity in the test facility [49]. The only disadvantage of this technology at this time is
the high expense of concentration devices, which would track the Sun during the day.

Dye-sensitized cells is another technology that is being thoroughly studied [49]. These solar
cells are made from synthetic organic materials and are considered part of the "third
generation” of solar cells. They outperform amorphous silicon and thin-film cells in terms of
performance. One brilliant feature is that they perform effectively in low and diffused light
and have lower temperature coefficients. The products used are non-toxic and plentiful, and
the production methods are fairly easy. Flexible modules, which can be created in a variety
of forms, measurements, and design specifications, could be conveniently built using flexible
substrates and used for building integrated PV on rooftops and walls.

The last two sections reflect innovations which are typically being studied at the present. They
are still in non-commercial developments, but it will be anticipated that they will become
efficient and used in the coming years, increasing opportunities for electricity generation. The
innovations depicted previously, silicon and thin film photovoltaic (PV) cells, are currently
being used in commercial PV implementations. Nonetheless, what is relevant for this study
is that all of the above-mentioned solar cells have nonlinear current-voltage (I-V)
characteristics and are similarly affected by irradiation and temperature. The only distinction
is that different kinds of solar cells have different degrees of sensitivity; nonetheless, MPP

can be tracked using identical algorithms.

2.7 MPPT in PV systems

Solar photovoltaic (PV) energy production networks have been successfully commercialized
around the world as a result of their significant long-term benefits, large-scale support
programs, and other enticing initiatives taken by governments around the world to facilitate
the use of productive power energy supplies. Photovoltaic systems are used for a variety of
purposes, ranging from satellite control to PV power sources for power grid services [53].
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The PV systems have many advantages, including long-term viability, low maintenance
requirements, the potential to position PV panels on the roofs of residential buildings, the
absence of complex components, lower initial investment costs for solar power plants in
response to technological advancements and environmental friendliness [1]. As a result,
working the device at its Maximum Power Point (MPP) at specific solar irradiation levels has
become critical. This has motivated the use of Maximum Power Point Tracking (MPPT)
algorithm in conjunction with PV systems [54]. To advance the presentation of enormous
reach to installed PV units, the MPPT algorithm is commonly used in conjunction with an
electronic converter. Any difference in environmental conditions, such as atmospheric
temperature and solar irradiation, causes the MPPT algorithm to allow the PV system to
supply maximum electricity. As its MPP position shifts nonlinearly as a function of nature
parameters, tracking the MPP is a complex job which is being effectively done using different
techniques [55] - [59]. As PV arrays are subjected to non-uniform solar irradiance, the MPPT
technique struggles to detect maximum power. Such a phenomenon is known as partial
shading [17]. This happens as a consequence of the shadow cast by clouds, tree branches,
large buildings, as well as other nearby structures on individual areas of the PV array, whereas
the remaining parts are subjected to uniform radiation. This concern is more noticeable in a
PV array with a long series of modules. Partial shading can also be caused by irregularities in
PV units, such as when the PV panels break. Under partial shading, the PV array's power-
voltage (P-V) characteristics become more complicated, resulting in several peaks [16]. Most
previous MPP tracking techniques were better adapted for PV systems with a single P-V peak
under constant solar irradiation, but they were unable to achieve the global peak power point
under PSC [21].

Soft computation (Evolutionary optimization) techniques such as the Artificial Neural
Network (ANN), Fuzzy Logic Control (FLC), and bio-inspired approaches have recently been
shown to be effective enhancement optimization algorithms for solving complex problems.
The soft computing approach used in PV systems for maximum power point has been revealed
in Figure 2.10. The FLC and ANN approaches are well known among researchers in the field
of MPPT. Under uniform as well as PSC conditions, these methodologies produced suitable
results for tracking global peak points. These methods, on the other hand, necessitate

experience and include complex computations [60].

33



Chapter 2 The Solar Photovoltaic System

For this situation, research studies recommended bio-inspired optimization approaches for
MPPT implementations, as they correctly work to nonlinear and stochastic optimization
issues and demonstrate amazing execution without requiring huge complex computations,
resulting in simple structure, ease of interpretation, accuracy, and improved response.
Following that, in this thesis, bio-inspired approaches for global maximum power point

tracking (GMPPT) in PV systems have been discussed.
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Figure 2.10 Classification of MPPT techniques.

2.7.1 MPPT under Non-Uniform Irradiance

Traditional MPPT algorithms function best in uniform irradiance situations, but PV systems
are universal and operate in a variety of weather conditions. This has posed two significant

problems in MPPT: partial shade conditions and sudden irradiance changes.

2.7.1.1 PV System under Partial Shaded Conditions

Traditional MPPT techniques like Perturb and Observe (P&O) and Incremental Conductance

(1C) are sufficient for tracking the single peak of PV array under uniform irradiance conditions

[5], [13]. The PV modules, which are used to form PV arrays, are made up of several PV cells

attached in series and in parallel. In a PV system, each PV array incorporates many PV

modules connected in series and parallel to utilize higher voltage and higher current, for the

use of higher output power of PV arrays. There are two kinds of diodes in a PV array, bypass
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diodes and blocking diodes, for distinct reasons. Blocking diodes are used for reverse flow of
current. Bypass diodes are utilized to inhibit hotspot heating impact and minimize the power
loss because of shading. The present situation is characterized as partial shading conditions
(PSC) where each module is subjected to non-uniform solar irradiations and temperatures
simultaneously [61]. Figure 2.11 depicts the configuration of a photovoltaic array that
contains diodes [62], with corresponding characteristics are shown in Figure 2.12 under PSC.
It consists of four PV modules connected in sequence. In most PV array configurations, at
least one bypass diode is connected in parallel to each individual module, and a blocking
diode is connected in series to the string. However, using bypass diodes has a few drawbacks,
such as a lack of power, an increase in price, and multiple peaks on P-V curve, making MPP
tracking performance more difficult. As a result, standard MPPT algorithms get stuck at local
peaks rather than locating global peaks, reducing performance. To locate the global peak

power for PV systems under PSC, evolutionary optimization algorithms are needed.
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Figure 2.12 Characteristics of PV array configuration: (a) 4S, and (b) 4S2P.

2.7.1.2 Effect of Rapidly Changing Irradiance on PV System

Another point that impacts the PV system tracking efficiency is the point at which the
irradiance changes suddenly. In this situation, traditional MPPT algorithms, like P&O, track
incorrectly in course of the transient period. In Figure 2.13, the PV module design for 60W
then the operating point at maximum power for a PV array power ‘P1” (P1is the maximum
power when PV module subjected to 800W/m?) oscillates on either side of the maximum
power at point ‘A’. When a rapid transition in irradiance occurs, the algorithm switches from
position ‘A’ to ‘B,” which corresponds to a shift in the peak of the maximum power curve
from ‘P1’ to ‘P2’ (P2 is the maximum power when PV module subjected to 1000W/m?) and
the present operating position ‘C’. The P&O algorithm detects an increase in power with this
perturbation and then proceeds to perturb to position ‘D' before finally returning to the path
to its original MPP (position ‘E'), leading to a loss of power. Same process will happen when

P&O algorithm detects decrease in power from ‘P1’ to ‘Pz’ (Psis the maximum power when
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PV module subjected to 500W/m?) with this perturbation. If there are a large number of

recurrent irradiance shifts, this concern will become much more critical.

0 3) 10 15 20 25
Voltage(V)
Figure 2.13 The P-V characteristics for two series connected modules under shading conditions.

2.7.2 Classical MPPT Techniques

There are two well-known MPPT techniques that are commonly used in commercial products.
To enhance tracking performance, these are combined with soft computing techniques. The
two MPPTs are Perturb and Observe (P&O) algorithm and Incremental Conductance (IC)

algorithm.

2.7.2.1 Perturb and Observe Algorithm

The essential philosophy of Perturb and Observe (P&O) algorithm (same as Hill Climbing
(HC) algorithm) is to regularly perturb (weather increment or decrement) the output voltage
of the PV array based on power difference between the present power P(k) and the earlier
power P(k-1), in order to identify the path of perturbation in the subsequent stage. When a
perturbation induces an increment in the shift in PV array power, the present perturbation's
path is maintained until another perturbation; else, the perturbation's path is modified [5].
Based on this process, the P&O algorithm will ultimately track maximum power of single
peak and oscillate around the steady-state point. The general flowchart of perturb and observe
algorithm is appeared in Figure 2.14. The benefit of this method is that it is easy to implement
and has good tracking performance under invariable irradiance conditions. However, P&O

method would tracked the local peak power instead of global peak under shading conditions
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of PV array, thereby reducing tracking efficiency. The P&O algorithm presents an oscillations
around MPP, where power loss occurs due to step size. A small step size reduces the
oscillations at a steady state but shows poor tracking performance at transient period, while a
large step size improves the tracking performance but leads to more oscillations around
steady-state point. To enhance the tracking performance and accuracy, various modifications
to P&O algorithm are being implemented, like the adaptive P&O algorithm [8]-[12]. The
flexible design of step size's key function is to adjust the step size according to the tracking
procedure. When the operating point is well away from the MPP, a broad step size is used to
increase the tracking performance in accordance with the P-V curve's slope. A small step is
applied to the operating conditions as it moves towards the MPP to reduce oscillation. The

step size is defined as follows [6]-[12]:
D(k)=D(k—1)+ N.Ad (2.10)

| Start

]

Sence V(k),I(K)
y
P(k)=V(k)*I(k)

v

AP=P(K)-P(k-1)
AV=V(K)-V(k-1)

Vier=Vier + AV Vier=Vier - AV Viei=Vier + AV
1 { ! Y
P(K-1)=P(K)
VK-1D=V(K)

Figure 2.14 Flowchart of perturb and observation algorithm.
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where N is a scaling variable that influences the output of the MPPT algorithm and thus is
placed under adaptive nature, and Ad seems to be the adaptable portion of the duty cycle of
the power converter, which will be AP/AV, AP /Al,AP/AD, or AP etc., where, AP, Al, AV
and AD are respectively the variations of power, current, voltage and duty ratio in the recent
sampling time.

2.7.2.2 Incremental Conductance Algorithm

The working of the Incremental Conductance (IC) MPPT algorithm is predicted on the theory
that towards the MPP, the derivative to PV power, ‘P’, in aspects of PV voltage level, ‘V’, is
zero (e.g., dP/dV =0) [13]. As a consequence, if individuals take the derivative of P=IV , then

follows:

Sence V(k),I(K)
ATSI(R)-T(K-T)
AV=V(K)-V(k-1)
YES
NO NO
AUAV> -1V T
Vie=Vier + AV Viet=Viet - AV Viet=Vret + AV
Y i Y l Y
Y
D=1k
V(k-1)=V(K)

Figure 2.15 Flowchart of incremental conductance algorithm.
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dp dl (2.11)
W_ VW+I = (0 atthe MPP
Hence, within one iteration:
ﬂ _ _L (2.12)
AV OV

Therefore, the perturbation trajectory for the next level is being decided by contrasting the
change in conductance (AI/AV) with the present conductance(—1/V). If AI/AV > —1/V,
then maximize Ve, While if AI/AV < —1/V, then minimize the 'V Otherwise, MPP is
achieved. The general flowchart of incremental conductance algorithm is presented in Figure
2.15.

Unlike the P&O algorithm, the IC algorithm does not deviate from the maximum power point
(MPP) when the irradiance changes suddenly. Since the IC technique requires the slope of the
current-voltage (I-V) characteristic to be calculated from the trajectory of perturbation in the
subsequent stage, it needs high-accuracy current/voltage sensors. Otherwise, the perturbation
procedure becomes muddled because of the flatness of the I-V curve on the MPP’s left hand
side. Like P&O algorithm, the adaptive step size searching process can indeed be
implemented on this incremental conductance algorithm [14].

2.7.3 Evolutionary Optimization Techniques

2.7.3.1 Particle Swarm Optimization Algorithm

The PSO algorithm is a population-dependent evolutionary algorithm based on bird flocking
activity [63]. The PSO algorithm manages a swarm of entities, or particles, with two
movement variables for each particle: present particle velocity v¥ (velocity of i*" particle at
k" generation) and updated particle position position x***(i*" particle position in next (k +
1) generation). The global best position (g¥,,) among all particles at k" generation, as well
as its personal best position (p},s) influence the production of a particle position, with
exchange of data in the search strategy. The following equations are used to update the

velocity (v¥*1) and position (x***) of a particle [64]:

vt = wof + 11y (Phest — Xi°) + 212 (Ghest — Xi°) (2.13)
Xkt = xk 4kt (2.14)
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where v¥ is the i*" particle velocity and x is the i*" particle position at the k" generation,
respectively; c; and c, are acceleration coefficients; w is the weight factor, where a high value
suitable for global searching, and a low value suitable for local searching; r;and r, are random
numbers in the range of (0, 1); pi ., is the personal best position of the i particle; g&,., is
the global best position of whole particles at the present k" generation. A restriction to v,,,4y
is generally applied on velocity v¥ to confirm the algorithm convergence factor. The velocity
is limited to [—v"**, v[*%*], where v]"***is the higher velocity of the initial particles. There
are both conceptual and observational approaches for determining these parameters [65]. Any
particle within that population is typically used in a progressive manner, which implies that
the control parameter (e.g., voltage/current/duty ratio) is provided to the agitator and executed
independently in each generation. On this assumption each module of PV array is provided
with a power converter, and all PV modules are controlled with only one MPPT algorithm.
Hence, each module’s output voltage (V1, V2,...,Vn) is treated as N-dimensional independent

variables. The particle’s position at k" time moment (x*)is:

xk = vl v, . VE LV (2.15)

where N represents the total of modules within PV array, V/¥is the output voltage of an i
module at the k" generation. The velocity (v) is defined as the variation in output voltage

levels of present and previous generations and is determined as follows:
vk = [V -V L vf —vEt L v = v (2.16)

The objective of MPPT evolutionary optimization technique is to track maximum power from
each and every module of PV array. When PSO algorithm reaches the final iteration or
generation then power changes will be small, and stop the tracking process. Alternatively, the
PV array's output power and current, as well as the duty ratio sent to the power converter(s),
can be assumed to be control parameters. The PSO algorithm can also be used to create a
centralized PV system with several PV modules arranged in a single configuration and a

single power converter.

2.7.3.2 Ant Colony Optimization Algorithm

An Ant Colony Optimization (ACO) algorithm is a probability-based strategy solving the
global best solution for nonlinear systems. The ACO algorithm mimics the foraging action of
ants in order to improve the path in a graph [66]. The combined actions of a great amount of
ants create a positive feedback phenomenon: ants look for a path randomly at first, then leave
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pheromone for many other ants to try. The greater the number of ants passing along a path,

the thicker the pheromone on the path, and therefore the greater the probability that a

following ant would choose that path. Ultimately, a vast number of ants explore the track

before the ant entities discover the most narrow path by pheromone data trading.

During solution generation, a pheromone database is characterized to address the persistent

issue. The vectors s; (i =1,2,...,1,...,K) and f(s;) represent the K potential solutions as

well as their associate objective functions. After that, for N-dimensional scenario, the steps

for developing an ACO-based maximum power point tracking are as follows [26]:

Step 1:

Step 2:

Initialization: Initialize the variables and produce K (K = NP, where NP is the
total population) arbitrary solutions, ranking them as per optimal solution
(f(s;)) (from worst to best), f(s1) < f(s2) < ... < f(s) < ... £ f(sk),
and keeping them in the solution database.
Generate a new solution: In two steps, sample the Gaussian Kernel probabilistic
model to every dimension to create a fresh solution:
(1) Select the sub-function of Gaussian probability density
(i)  As described by the parameterized normal distribution, sample the
selected Gaussian probability density sub-function. Each dimension's
probability density function is made up of numerous (K) Gaussian
sub-functions, followed by
K K —_ )2 2.17
Gi(x) = lzlwlgli(x) = 2121 w; O'li\jﬁ exp <_ %) ( )

where G'(x) is the Gaussian function for the it" dimension of the solution, g} (x)

is the [*" sub-Gaussian function for the it*dimension of the solution, u! and o}
are the i" dimensional mean value and the standard deviation for the [t"
solution, respectively. The three parameters, (i) The mean, ¢, (ii) Standard
deviation, o, and (iii) Weight, w;, of the Gaussian Kernel for each dimension in

equation (2.17) are calculated based on following equations:

pt={ul, . [T i} ={sk, ... .. SE sk (2.18)

. K ) . 2.19

ot=gy Isf=sil/k -1 ¢39)
]:
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1 (1—1)2 (2.20)
T i (‘ 2Q2K2 )

W S SW < SwW,Swy
where s} is the i®" dimensional value for the I** solution, o} is the standard
deviation for the i" dimension of the " solution, € is the speed of convergence,
w is the weight of solution s;, [ is the rank of solution s;, and Q is the importance
of the top ranked solutions. Based on the likelihood, the Gaussian sub-function
Is selected at random.
Wi (2.21)

T=K
r=1 Wr

b=

Step 3: Ranking and archive updating: NP new solutions are created by doing it all
again. Bring the newly created solution to the archive's original solutions, rate
the NP + K solutions, and save just the K best solutions.

Step 4: Termination: Put an end to the searching process if ACO algorithm reaches

maximum iteration (generation) or termination criteria (|Vref(k) — Vyes(k —

1)|) < e occurs. Otherwise, go to Step 2,

An ACO algorithm is implemented for MPPT in PV systems with various parallel connections
of PV strings followed by a power converter for every PV string [26]. The control vector is
formed here by collecting current from the PV string. The objective function is considered
terminal output power of PV array. The observation form the ACO technique based MPPT is
that it is a faster tracking process compared to standard PSO and P&O algorithms. The ACO
process is combined with P&O and IC to enhance search process. For example [67], the ACO
algorithm is used to search, and the best solution is used to launch the P&O algorithm after a

certain amount of ant activities.

Rather than directly applying ACO algorithm to global solution, it can also be utilized to
improve parameters for various kinds of controllers employed in PV systems [68]. The ACO
algorithm is also used to adjust the parameters of the PI controller [68]. The objective is to
improve the dynamic response by reducing the performance condition; F = A;_f; + A _f>,
where A, and 4, _are weights and f; and f, are functions of the settling time (¢,) and steady

state error (ess)of the unit step response, described as:
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if esso + 0 (2.22)
if esso = 0

where t,, and e, are the reference performance values. Under rapid irradiance changes, the

fl = tS/t501 and fZ = {eBS/eSSOﬂ

improved controller provides a strong performance.

2.7.3.3 Artificial Bee Colony Algorithm

Karaboga suggested the Artificial Bee Colony (ABC) optimization algorithm, as a new
member of swarm based strategies that was initiated for solving multi-dimensional and
multimodal optimization problems [69]. The employment of ABC applications is made to
MPPT [27]. ABC imitates the honey bee based on foraging behavior, learning, memorizing
and information sharing characteristic of honey bees to locate the best response. The ABC
study estimates the positions of food sources to be possible alternatives. The consistency
(objective function (f;)) of the corresponding solution i (i=1, 2,..., NP), where NP is the
quantity of food sources is propotional to the nectar volume of food source. In the ABC
algorithm, the bees are classified into three groups: working bees, onlookers, and scouts, as
well as three kinds of foraging behavior: looking for a new food supply, hiring bees to get
food from a source of food, and leaving a food source based on the nature of the food. During
the search process, the function of honey bee varies among the three kinds of bees. Remember
that each food source has only one employed bee in a D-dimensional problem with NP food

sources. At the t" iteration, the position of the i®* food supply is defined by:

Xt =xf, xb, o xlyy o xp]T (2.23)

The ABC algorithm is implemented using the following procedure:
Step 1: Initialization: Set criteria including the initial population (NP), the ‘Limit' for
each solution, and the overall number of iterations. Set t=1 and allocate the

original food supply as follows::
Xia = Ld + T(Ud - Ld) (224)

where L4, Uy represent the d* dimension’s minimum and maximum search
space limits and r is a randomly generated in the range of (0, 1).

Step 2:  ldentify new food sources: There are two stages of each loop of the searching
operation.
(i)  Employed bee phase: Each possible food source X; should have an

employed bee assigned to it. Begin looking for a new objective function
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Step 4:

Step 5:
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V; along the selected X; on a randomly chosen dimensiond (d € [1,D]),

as described by:
Vig = Xig + @(Xia — %jq) (2.25)

wherei # j € (1,2,--- NP), j is selected at random vector index, and ¢
is a uniform random value in the range of (—1,1). If the present objective
function V; is superior to that of the original position X;, then X; is updated
with V;; otherwise leave X; alone.

Onlooker phase: After exchanging the food supporting data with onlooker
bees, that onlookers use a roulette wheel collection system to choose the
sources of food based on the following likelihood:

fitness; (2.26)

P, = :
' YNP fitness,

At the same time, the number of working bees is updated using a greedy

selection method.

Abandon phase: If the fitness function does not change after a predetermined

number of trials ‘limit’, the present reference food supply X; is discarded, and go

to Step 4; otherwise get over to Step 5.

Scout bee phase: The bees associated with discarded sources of food turn into
scout bees and begin looking for new sources of food, according to equation
(2.24).

Termination: The best fitness gets restored if the ultimate fitness is appropriate
or exceeds the required number of iterations. Otherwise, proceed to Step 2,

increase the number of iterations (‘t’) and repeat this process.

The effect of control parameters on the optimization's representation was investigated, and it

was discovered that ABC is unaffected by the problem dimension or population size. The

‘limit’ for discarding a possible solution, on the other hand, has an impact on the ABC

algorithm's results. Its resulting search capacity is weakened by low value, and its global

search potential is influenced by a huge value. The ABC algorithm's presentation can be

enhanced in three different ways: the sorting process, the upgrading of fresh sources of food,

and the upgrade calculations with scout bees to find new food sources.

The ABC is simple to use, has simple tuning parameters, is accurate, is independent of the

PV scheme, and offers a global optimization approach. As a result, ABC algorithm has been
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used to improve MPPT for PV systems. The ABC algorithm-based MPPT varies in two ways
in the literature: (i) control variables, and (ii) update calculations in the
‘employed/onlooker/scout’ processes. The ABC, like other optimization algorithms, applies
each particle in a sequential order. The duty ratio of the dc-dc converter is used to characterize
each candidate solution, and the fitness is determined by the PV array's output power [70].
The maximum power of the PV device is tracked using a regular ABC algorithm [70]. The
findings show that, in comparison to PSO, the ABC-based MPPT has improved convergence
in shaded PV array situations for a number of iterations, but has a poor transient response.
The scout bee process is changed in an updated version of the regular ABC-based MPPT [27].
It is assumed that half of the colony is made up of workers and the other half is made up of
onlookers. Onlooker bees start moving to the working bee's location where the nectar amount
is greatest, eliminating the probabilistic selection process. The i;, onlooker bee's movement
is described as:

t+1 _ .t Qa(dmax - dmin) (2-27)
i =xp+
NP/2 -1

where x; denotes the food supply with the most nectar. The initialization method for the bee
locations (x;) in the optimal solution has also been enhanced:

(i - 1)(dmax - dmin) (2-28)
NP -1

X; = dmin

As compared to the regular ABC-based MPPT, these changes speed up convergence.

2.7.3.4 Firefly Algorithm

The flashing activity of fireflies motivated the Firefly Algorithm (FA) [71]. During the mating
process, the male firefly's light is used to lure female fireflies. This FA method predicted that
(i) All unisexual fireflies would be drawn to the remaining fireflies; and (ii) each firefly's
attraction is proportional to the brightness of the flash. If the brighter one is not present in
their colony, the less brighter one would have been drawn and shifted towards the brightest
one; (iii) if the brighter one is not present in their colony, each firefly will move at random.
The light of the firefly is used to represent the objective feature. The following is the general

procedure for the FA algorithm:
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Initialization: Set the number of fireflies x;, (i =1, 2,..., n), the corresponding
algorithm's constants, and the maximum number of iterations; Determine each
firefly's fitness value.

Evaluate brightness and absorption coefficient: The attraction reduces as the
distance travelled increases because there is light absorption in atmosphere. In
aspects of distance from the source, the FA algorithm employs exponential decay
with a medium instead of the inverse-square law. Every firefly's attraction (or

brightness) f is expressed as:
B(r) = Boexp(—yr™), m=1 (2.29)

where 3, is the initial attraction at r = 0, r is the length of two fireflies, y is a
user-estimated light absorption coefficient that addresses intensity of light
decline, and m is an numerical constant. The Euclidean distance between every

two fireflies positioned at x;and x; is denoted as:

d 2
rij = [l —xll = Zkzl(xi.k = %)

where ‘d’ is the concern dimension and x; ; (x;x) is the k" generation of the

(2.30)

spatial coordinates of the it (j*) firefly.
Move towards brighter fireflies: Fireflies with lower glow are attracted to (as
well as move towards) to higher and stronger fireflies. If the " firefly's
brightness (fitness) value is higher than the j" firefly's, the j* firefly would
move closer to the i firefly. In the next stage, a firefly's behavior is determined
by:

X = xf + Boexp(—yr?) (xf — x{) + a(randn — 0.5) (2.31)

where « is the constant factor (a« € [0,1]) and ‘randn’ is a random number
uniformly distributed in the range (0, 1). In this scenario, a firefly's flight is
affected by the lure of a brighter firefly, as well as its spontaneous existence. The
fitness value of the new fireflies is calculated after the upgrade, and the lower
brightness intensities are modified.

Rank and find best solution: After upgrading all the firefly populations, rate it

and decide the present best global solution.
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Step 5: Terminate: Stop checking when the FA algorithm reaches its iteration limit or
meets the termination conditions. Otherwise, get into Step 3 and increment the

current iteration.

The FA algorithm was implemented to track maximum power during partial shading of PV
array [28]. In this incident, the dimension is chosen as one (d = 1) and hence the distance

between fireflies (r;;) is denoted by:

S P xj)z (2.32)
The main focus of standard FA is that, the number of fireflies in population change their
positions with each other, and each movement bring about stepwise manner in the direction
of the bright fireflies. However, the zigzag direction of travel occurs when more population
takes more tracking time, with high computational burden in each iteration. To address this
issue, an updated firefly method was implemented, in which the average of the coordinates of
all stronger fireflies was used as the indicative intensity point, and the firefly moved towards
that point instead of wandering towards all the brighter flies [72]. To reduce tracking time,
the update calculation for FA is changed, and each firefly is given by:

X = xf + Boexp(=y1i ang) (g — X) + a(randn — 0.5) (2.33)
where 7;; 4,4 denotes the interval between x; and the averaged coordinate of its higher bright

fireflies (x; 4,4 ), EXpressed as:

2 (2.34)
rij,avg = (Xi — Xj, avg)

1ok (2.35)
Xj,avg = sz=1xj

where L is the number of brighter flies. Thus, rather than modifying x; in regard to each
brighter fly, the average coordinate of all brighter flies is used, which decreases tracking time
and increases the search procedure. The modified FA implementation utilizes a
programmable PV emulator with such an interleaved topology boost converter to show the
importance of using the average coordinate of all the brighter flies to reach the global MPP.
While the updated version based on the MPPT's static tracking precision is marginally lower
than that of the original FA, the overall approach improves the search process and saves 67
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percent of tracking time compared to FA. Furthermore, as compared to PSO and P&O,

updated FA outperforms them.

2.7.3.5 Other Types of Algorithms

A variety of other popular soft computing techniques, such as the Intelligent Monkey King
Evolution (IMKE) algorithm, Bat Algorithm (BA), Flower Pollination Algorithm (FPA),
Grey Wolf Optimization (GWO), and others, have recently been proposed in addition to the
above evolutionary dependent MPPT techniques. These heuristic algorithms can be
represented in a similar way for MPPT [29], [31], [73], and [74].
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Chapter 3

Modified Grey Wolf Optimization Algorithm for Global MPPT
under Partial Shading Conditions in Photovoltaic System

3.1 Introduction

In the study of Photovoltaic (PV) system, Power-Voltage (P-V) curves exposed to view
several peaks under Partial Shaded Condition (PSC), which brings about muddled and most
extreme Maximum Power Point Tracking (MPPT) process. Under uniform weather
conditions, regular MPPT algorithms such as Perturb and Observe (P&O), Hill Climbing
(HC), Incremental Conductance (IC), etc. work in an effective manner. However, these
conventional methods are unable to track global peak successfully under PSC. In this context,
the evolutionary algorithms such as Grey Wolf Optimization (GWQ) perform better than
conventional algorithms. However, the conventional GWO is not sufficient for exploration
point of view to locate global best particles; and moreover, GWO deteriorates the convergence
process. To overcome these drawbacks a Modified GWO (MGWO) algorithm is proposed to
track global best particle, which improves the convergence process under static condition and
as well as re-initialization under dynamic conditions. The proposed method is verified using
simulations as well as using experimental results. The obtained results demonstrate
superiority compared to conventional GWO and HC algorithms under static and

re-initialization of parameters during dynamic shaded conditions of PV array.

3.2 Tracking Methods for GMPP

3.2.1 Hill Climbing Algorithm for GMPPT

The best MPPT technique is Hill Climbing (HC) due to its directness (means duty can be
given to converter without using Pl controllers) and less cost. The duty cycle to converter is
directly provided by the algorithm [5]. By providing duty to the converter, maximum power
can be measured. The presentation of traditional methods in the literature are described
[5]-[14]. The duty cycle (d) of HC is varied by the size of perturbation ‘0°. The perturbation

size plays important role for maximum power and the equations are given as follows:

Apew =doia+0 if P>Pyy (3.1)
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Anew =doig—0 if P < Pyq (3-2)

where d,.,, and d,;; are the present and previous duty cycles, P and P,;, are the present
and previous powers. The benefit of HC algorithm is that no additional controllers (such as P

or PI) are required for generation of pulses to control the duty of converter.

3.2.2 GWO Algorithm for GMPPT

The Grey Wolf Optimization (GWO) is an advanced algorithm motivated by behavior of grey
wolves and introduced by Mirjalili, Mirjalili and Lewis [75]. It mimics the nature of social
leadership and hunting behavior of grey wolves. In GWO algorithm, the optimum solution
(leader wolf) is denoted by alpha (). The second and third best solutions (wolves) are
represented as beta () and delta (&), respectively. The other solutions (wolves) within the
population are represented as omega (w). Mathematically, the encircling mechanism of grey
wolves is given by the equation below:
D=|C-X,(t) - X(®)| (3:3)
Xt+1)=X,(t)-4A-D (3.4)

where X is the position of a grey wolf vector, t is the current iteration, )?p specify the position

of the prey vector (food source), A and C are coefficient vectors

A=2d-# —d (3.5)
where r; and r, are random vectors in [0, 1], respectively, and a is control parameter linearly

reduced from 2 to 0 according to equation (3.7)

2t (3.7)
Maxlter
MaxIter denotes the number of maximum iterations. The positions updated according to the

a(t) =2 -

positions of a, 8, and § in the following equations:

X, =Xy — Ay |CL- Xy = X| (3.8)
X,=Xg—4,-|C, X5 - X| (3.9)
Xy =Xs—A4;5-|Cs- X5 — X| (3.10)

X0+ X,00 + X3 (0) (3.11)

)?GWO(t +1) =

3
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The grey wolves are duty ratios to converter, the controller implements by sensing V,,,, and I,,,,.
To update the position of GWO based on MPPT, duty cycle (D) is denoted as grey wolf.

Therefore equation (3.4) changed as below:
D;(k+1) =D;(k)—A-D (3.11)
The fitness function of GWO is denoted as power
P(d¥) > P(dk1) (3.12)

where P is power and d is duty cycle, i and k denotes present grey wolf and maximum number

of iterations.

3.2.3 Proposed MGWO algorithm for GMPPT

The Grey Wolf Optimization (GWO) is a population-based optimization algorithm motivated
by hunting strategy of grey wolves to optimize the best particle [75]. The conventional GWO
does not maintain enough exploration process in the search space with current position update
equation ()?GWO), and linear tuning of control parameter (@), due to which slow convergence
occurs [29]. To enhance exploration process of GWO, proposes the Modified Grey Wolf
Optimization (MGWO) algorithm for better convergence over existing GWO shown in
Figure.3.1. The updated-position equation of GWO is modified by the inspiration of PSO in
the proposed MGWO algorithm for better exploration process [76]. In the proposed method
each particle (wolf) is updated using modified updated-position equation (3.13). According
to the modified updated-equation of the proposed MGWO algorithm, the new updated
particles move towards the global best particle (leader wolf «). Therefore the exploration is

well in the proposed method for global best solution.
Xewo(t +1) = by X Xguo(t + 1) + by x (X' = X) (3.13)

X' is the particle selected from the wolves randomly but different to X, b€ (0, 1) and
b, € (0, 1) are constant coefficients used to regulate the exploration and exploitation
capabilities of above equation (3.13); several simulations are conducted by varying the
parameters b, and b, and optimal solutions areat b; = 0.9 and b, = 0.1 according to [76].
In order to trade-off the exploration and exploitation capabilities, the specific control

parameter (a) has to be tuned according to the search process. Here the control parameter (a)
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is modified in equation (3.14) and decreased nonlinearly from 2 to 0, which makes crucial
contribution in the proposed algorithm to balance the exploration and exploitation in design
process. A suitably large value of a helps exploration, however a relatively small value of a
helps exploitation process. Where exploration addresses the ability to explore unknown
regions of the design (search) space to realize the global optimum. While exploitation
addresses the ability to relate the knowledge of the existing particles in order to obtain better
particle. In the conventional GWO algorithm, @ reduces linearly fashion 2 to 0 [29]. But the
linear changes in @ would not reflect proper search process. Better performance can be
obtained using the model of Mittal, Singh and Sohi. if a decreases as nonlinearly instead of
linearly [77]. Based on the above information the control parameter (@) is modified in the

following way:

Max_iter — t)“ (3.14)

( ) initial ( initial flnal) Max_lte‘r'

where “t’ is present iteration number, Max_iter specify the maximum iterations, ‘u’ denotes
modulation index, in (0, 2.0) and assumed as 2 for better solution, a;p;;;q; and asnq; are initial

and final value of control parameter according to [76].

3.2.3.1 Steps to Implement Proposed MGWO Algorithm

Step-1: Initialize the particles of the wolves at fixed positions between 0.1 and 0.9 of the
duty cycle.

Step-2:  Measure the power P,,,” from output of PV array at each location of wolf (duty)
by sensing ‘V},,,” and Ly’ and corresponding duty cycle to boost converter,
By = Vo X Ly

Step-3:  Update the best fitness powers.

Step-4:  Update global best fitness from best fitness.

Step-5:  Update the modified updated-positions of wolves as duty of converter according
to equation (3.13).

Step-6:  Update A, C, and @ according to equations (3.5), (3.6) and (3.14).

Step-7:  Repeat steps 2 and 6 till to reach global peak of P-V curve.

Step-8:  If any new shading pattern occurs then re-initialize the parameters.
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Figure 3.1 Flowchart of proposed MGWO algorithm.
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Step-9:  The change of PV pattern is recognized by proposed algorithm with the following
power equation:

|Prs1 — Bl - (3.15)

P, =0

Term B,, P, are present and future power output of PV system, §

(percentage change in power) is considered as 2% according to [78].

3.3 The Solar PV Array under Partial Shaded Condition

The performance of MGWO algorithm can be proven with two PV arrays under PSC. The
two PV arrays are designed by three PV modules are in series (3S), four PV modules are in
series and with two such combinations in parallel (4S2P) according to Figure 3.2 and related
P-V curves with shading conditions are shown in Figure 3.3. The each PV module is designed
for 60W, which is shown in Table 3.1 and where the irradiance considered to shading cases
(patterns) are shown in Table 3.2.
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Figure 3.2 PV array configurations under partial shading conditions of: (a) 3S, and (b) 4S2P.
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Figure 3.3 PV array characteristics under partial shading conditions of: (a) 3S, and (b) 4S2P

Table 3.1 PV Module Specifications

Pmax

VOC

ISC

Vmax

Imax

60 Watt

21 Volt

3.8 Amp

17.1Volt

3.5 Amp

Table 3.2 Irradiance (W/m?) of each module in PV arrays configuration

Module (M) Pattern-1 Pattern-2 Pattern-3 Pattern-4 Pattern-5 Pattern-6
M-I 700 1000 1000 500 900 700
M-I 700 800 800 500 500 500
M-111 300 200 700 200 200 400
M-1V - - - 100 100 100

3.4 Simulation Results

The schematic diagram of boost converter to PV application is shown in Figure 3.4. The
results were carried out using the proposed method for GMPPT in simulation for six feasible

shaded conditions of PV array. In these shaded conditions, 3S cofiguration of PV array for

three patterns and the remaining three patterns were formed by 4S2P configrations of PV

array. In these, one on leftmost peak, one in center peak and another on rightmost peak of 3S

configuration. Global peak point of 4S2P configuration has first, second and third peaks from

left side of the P-V curve. Initial wolves of the proposed MGWO and GWO agorithms

labelled as duty to converter were three x; = 0.2,x, = 0.3 and x; = 0.7. The designed values

of algorithm and boost converter are presented in Table 3.3.
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Table 3.3 Designed parameters of algorithms and boost converter

Particulars Parameters
proposed | T imsse o3
GWO Population size = 3
HC 6 = 0.05

L =1.928mH,C, = C, = 100 uF,
F, =10 kHz, Diode — MUR860,
MOSFET — IRFP460,

100 2 10 A Variable Rheostat load.

Boost coverter

Sampling
period (Ty)

Iy ™™
Dblocking

For simulation T, = 50ms,
For experimental T, = 100ms.

ﬁockng

M-I s | M 5
[a) a Inductor ‘L’ Diode ‘D’ o
I ~YY Y N~ i
n 4 L1 E’;
-} g -} g Switch ‘S’ Outout =
M-11 2 | M-l 2 — Input utpu p— =
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M-IV 2 | M-v S sensor [y, Repeating
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Figure 3.4 Application of PV array to boost converter with MPPT controller.

The implementation of PV array with boost converter of the proposed algorithm in simulink
is modelled as per Figure 3.4. The PV modules connected in series or parallel with bypass
and blocking diodes to form PV array. Implementation of the proposed technique in
MATLAB/SIMULINK using s-function is as per flowchart (Figure 3.1). The proposed
algorithm provide duty to switch the boost converter by taking voltage and current signals
from output of PV array. To prove the performance of the proposed MGWO algorithm, it
was compared with conventional Grey Wolf Optimization (GWO) and Hill Climbing (HC)
algorithms. The results were verified with six different shaded conditions of PV array.
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3.4.1 Simulation Results of 3S PV Array Configuration

Pattern-1: In this pattern, the PV array consists of three PV modules and these are placed in
series to form a 3S configuration. The irradiances are considered 700W/m?, 700W/m? and
300W/m?. Due to two different irradiances in pattern-1, there will be two peaks in P-V
characteristics of PV array in Figure 3.3 (a). The first peak from left side is global peak (GP)
and the second peak is local peak (LP). The global point is left most peak and its
corresponding power is 79.42Watt. By considering pattern-1 as PV source and connecting
this as a source to boost converter, the converter switch (MOSFET) can be operated by taking
the signal from MPPT algorithm. The proposed MGWO algorithm can be operated by sensing
voltage and current from the output of PV array. The power observed by HC algorithm is
76.91Watt with tracking time of 0.1 sec but there are oscillations at steady state. The tracking
power obtained by GWO is 79.05Watt with a time of 1.50 sec to reach global power along
with 10 cycles; in GWO steady-state oscillations are reduced but they take more time to reach
global peak power due to does not have enough exploration search process in GWO with
improper peturbation. The global peak power obtained by the proposed MGWO algorithm is
79.05Watt with a 0.96 sec in 6 iterations, the corresponding simulation results are shown in
Figure 3.5 (a). From the results relized that the proposed MGWO technique is superior to
GWO and HC algorithm in terms of steady-state oscillations, tracking time and iterations.
The GWO algorithm does not have enough exploration due to which there is convergence
delay. In this proposed algorithm, due to modified updated-position and the control parameter
updated maintains better exploration and exploitation process for global best particle to reach

global power, so the time consumed by the proposed MGWO algorithm is less.

Patttern-2 and Pattern-3: The global peak power is the center peak in pattern-2 and
rightmost peak in pattern-3 and its corresponding irradiances (W/m?) are shown in Table 3.2;
global peak powers and P-V characteristics are shown in Figure 3.3 (a). The power extracted
by HC algorithm in pattern-2 is 94.18Watt with a tracking time of 0.1 sec but oscillations at
steady state. The power achieved by GWO and the proposed MGWO algorithm is 96.17Watt
but the proposed MGWO algorithm reaches global peak with 1.01 sec and 7 iteration whereas
GWO takes 1.81 sec with 12 iterations. The power obtained by HC algorithm of pattern-3 is
126.34Watt with 0.1 sec, while GWO takes 12 iterations to catch highest peak power
132.30Watt with 1.82 sec and the proposed MGWO algorithm reaches highest peak power of
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Figure 3.5 Simulation results for 3S PV array configuration during shading of: (a) Pattern-1, (b) Pattern-2, and
(c) Pattern-3.
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132.30Watt in 7 iterations within 1.02 sec. The advantages of these patterns are similar to
pattent-1, and the simulation results are in Figures 3.5 (b) & (c) and the corresponding

comparision results are presented in Table 3.4.

Table 3.4 Simulation performance analysis of 3S, and 4S2P PV array configurations

Method Rated Extracted Voltage Current | Tracking | Iterations | Tracking
Power Power from from from time Efficiency
(Watt) PV(Watt) PV(Volt) | PV(Amp) (Sec) (%)

Proposed 79.42 79.05 31.62 2.50 0.96 06 99.53
GWO Pattern-1 79.05 31.62 2.50 1.50 10 99.53
HC 76.91 32.18 2.39 0.10 - 96.83
Proposed 97.21 96.17 34.84 2.76 1.01 07 98.93
GWO Pattern-2 96.17 34.84 2.76 1.81 12 98.93
HC 94.18 33.28 2.83 0.10 - 96.88
Proposed 133.23 132.30 53.56 2.47 1.02 07 99.30
GWO Pattern-3 132.30 53.56 2.47 1.82 12 99.30
HC 126.34 51.15 2.47 0.10 - 94.82
Proposed 108.93 108.09 32.56 3.32 1.01 07 99.22
GWO Pattern-4 108.09 32.56 3.32 1.81 12 99.22
HC 105.70 31.75 3.32 0.10 - 97.03
Proposed 120.80 119.75 34.61 3.46 1.01 07 99.13
GWO Pattern-5 119.75 34.61 3.46 1.82 12 99.13
HC 114.90 33.20 3.46 0.10 - 95.11
Proposed 148.71 148.60 51.60 2.86 1.02 07 99.92
GWO Pattern-6 148.60 51.60 2.86 1.33 09 99.92
HC 140.70 52.69 2.67 0.10 - 94.61

Simulation Results of Pattern-1 and Pattern-2 during Dynamics: In order to verify the
dynamic operation of proposed MGWO algorithm, pattern-1 and pattern-2 were considered
in dynamic case. First pattern-1 is assumed as source to boost converter, it tracks highest peak
power with minimum tracking time as 1.01 sec using the proposed MGWO algorithm where
as GWO takes 1.50 sec; after 4 sec, pattern-2 acts as source and the proposed MGWO
algorithm re-initializes the parameter by considering power equation (3.15), where again it
tracks new global peak power of pattern-2 with less tracking time of 1.01 sec and GWO
tracks with 3 sec. Hence the proposed MGWO algorithm works well even in dynamic cases
also and compared with GWO and HC algorithms, its corresponding simulations results are

shown in Figure 3.6.
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Figure 3.6 Simulation results for proposed MGWO algorithm compared with HC, and GWO algorithms
during dynamics of shading pattern-1, and shading pattern-2 of 3S PV array.

3.4.2 Simulation Results of 4S2P PV Array Configuration

The complexity of PV system pattern is increased compared to previous patterns; here four
series PV modules and two such parallel paths are called 4S2P configuration. Based on this
configuration, three patterns are formed, in which the first, second and third peak from the
left side of characteristics of PV array are shown in Figure 3.3 (b) along with global peak
powers. The individual PV module irradiances (W/m?) of each 4S2P pattern are presented in
Table 3.2. In pattern-4, due to three dissimilar irradiances, there would be three peaks with
the first peak being global peak. The power observed by HC algorithm is 105.70Watt with a
tracking time 0.1 sec, but there are oscillations at steady-state position; the GWO algorithm
reaches global peak power of 108.09 Watt with a taking time of 1.81 sec along with 12 cycles
and the proposed MGWO algorithm attains gobal peak power of 108.09Watt with 7 iterations

and tracking time of 1.01 sec. The advantages of pattern-5 and pattern-6 are that of same as
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Figure 3.7 Simulation results of 4S2P PV array configuration during shading of: (a) Pattern-4, (b) Pattern-5,
and (c) Pattern-6.
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above patterns even if complexity of the system increases and simulation results are shown

in Figure 3.7, corresponding values are presented in Table 3.4.

The simulation performance of HC, GWO and proposed MGWO algorithms were tested
under six patterns of PV array and also results presented in Table 3.4. From the results relized
that the proposed MGWO technique is superior to GWO and HC algorithm in terms of steady
state oscillations, tracking time and iterations. HC dipalys oscillations around steady state
point and there is a loss of power during trasient period due to improper step size under PSC.
GWO algorithm does not have enough exploration due to which there is convergence delay,
taking more number of iterations to reach global power and also observed from Table 3.4. In
this proposed MGWO algorithm, due to modified updated-position and the control parameter
updated maintains better exploration and exploitation process for global best particle to reach
global power, so the time consumed by the proposed MGWO algorithm is less and takes

fewer number of iterations compared to GWO.

3.5 Experimental Results

An experimental-setup for proposed MGWO algorithm is shown in Figure 3.8, it is
comprising of programmable PV simulator (Magna power electronics XR600-
9.9/415+PPPE+HS), boost converter, voltage sensor (LV25-p) and current sensor (LA55-p)
and D-space 1104 controller which is interfaced with MATLAB. The P-V curves are taken
from PV simulator for different PV array patterns. The proposed MGWO algorithm was
verified by D-space 1104 controller by sensing voltage and current from output of PV
simulator with the help of sensors. The output of proposed MGWO algorithm duty is given
to switch of boost converter and the converter details are mentioned same as simulations
values, which are shown in Table 3.3. The verification of GMPP using the proposed algorithm
with two PV array configurations at various peaks on P-V curve under different shaded
patterns. The corresponding irradiances (W/m?) are represented in Table 3.2 and the P-V

curves are in Figure 3.3.
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Figure 3. 8 Experimental setup for proposed MGWO algorithm.

3.5.1 Experimental Results of 3S PV Array Configuration

The superiority of the MGWO algorithm over HC and GWO algorithms is that, the fewer
cycles (iterations) are needed to track highest peak of P-V curve and oscillations around global
peak and the convergence time is also minimum as was noticed in Section 3.4 results. The
proposed MGWO algorithm was developed in experiment to compare with Section 3.4 results
and the GMPP on P-V curves was also observed to justify the efficiency. Table 3.5 shows the

results of experimental analysis of two PV array configurations.

The experimental results of the proposed MGWO, GWO and HC algorithms of pattern-1 are
shown in Figure 3.9 along with an operating point on P-V characteristic which is inscribed in
each figure at the righthand corner. The power obtained by HC algorithm of pattern-1 is
75Watt with a time of 1.12 sec; the GWO algorithm tracks global power of 78.12Watt with a
time of 3 sec and takes 10 iterations and the proposed MGWO method observed 78.72Watt of
global peak power within 5 iterations with a time of 1.5 sec. In hardware implementation also,
the steady-state oscillations were observed in HC whereas GWO takes more time and
iterations to achieve GMPP, so that the proposed MGWO method overcomes problems
associated with HC and GWO algorithms in experiment. The performance results are shown
in Figure 3.9. In order to demonstrate the performance of the proposed MGWO algorithm, it
is verified with two more shaded patterns of 3S configuration with middle and rightmost peak
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Figure 3.9 Experimental results for shading pattern-1 of 3S PV array: (a) HC, (b) GWO, and (c) Proposed

MGWO algorithm.
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Figure 3.10 Experimental results for shading pattern-2 of 3S PV array: (a) HC, (b) GWO, and (c) Proposed
MGWO algorithm.
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as global peak in each P-V characteristic. The advantages of the proposed MGWO algorithm
with pattern-2 and pattern-3 as PV source also have minimum tracking time and fewer cycles
compared to HC and GWO methods; the related waveforms are presented in
Figures 3.10 & 3.11 and the corresponding obervations are presented in Table 3.5.

Experimental Results of Pattern-1 and Pattern-2 during Dynamics: To test the proposed
MGWO algorithm with a sudden change of one shading pattern to another shading pattern at
a particular period is also observed in Figure 3.12. The proposed MGWO alorithm tracks
global power (78.72Watt) with minimum tracking time of 2 sec where as GWO takes 4 sec
with a power of 78.12Watt when pattern-1 is acting as PV source under PSC, then maintains
constant power as global power and at 12.5 sec PV source changes to pattern-2; the proposed
MGWO algorithm has to re-initilize the parameter and track new global power (97Watt)
according to pattern-2 with less tracking time of 2 sec where as GWO takes 3.5 sec to reach
94.47Watt power. In the dynamic case also proposed MGWO algorithm compared with GWO
and HC algorithms as shown in Figure 3.12.

3.5.2 Experimental Results of 4S2P PV Array Configuration

In this configuration, the complexity of PV source is increased compared to 3S configuration
and also multiple peaks present in P-V characteristics. Based on 4S2P PV array, three shaded
patterns are considered and the power observed by HC algorithm of pattern-4 is 104.40 Watt
with a time of 1.25 sec; the global peak power observed by GWO algorithm is 108Watt with
atime of 3.37 sec along with 11 iterations, whereas the proposed MGWO algorithm converges
to global peak power 108.67Watt with 7 iterations along with minimum tracking period of
2.12 sec. In this case also the proposed MGWO algorithm outerperforms GWO and HC
algorithms, its results of pattern-4 are shown in Figure 3.13. Similarly pattern-5 and pattern-
6 are performed to show the effectiveness of the proposed MGWO algorithm for different
shading conditions; these overcome problems faced by conventional HC and GWO
algorithms, and the corresponding results are in Figures 3.14 & 3.15 and the observation are

presented in Table 3.5.
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Figure 3.12 Experimental results during dynamics of shading pattern-1, and shading pattern-2 of 3S PV array
of: (a) HC, (b) GWO, and (c) Proposed MGWO algorithm.
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Figure 3.13 Experimental results for shading pattern-4 of 4S2P PV array: (a) HC, (b) GWO, and
(c) Proposed MGWO algorithm.
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(c) Proposed MGWO algorithm.

73



Chapter 3 Modified GWO Algorithm for GMPPT under PSC in PV System

Table 3.5 Experimental performance analysis of 3S, and 4S2P PV array configurations

Method Rated Extracted | Voltage | Current | Tracking | Iterations Tracking
Power Power from from from PV Time Efficiency
(Watt) PV (Watt) PV (Amp) (Sec) (%)
(Volt)

Proposed 79.42 78.72 33.50 2.35 1.50 05 99.11
GWO Pattern-1 78.12 31.00 2.52 3.00 10 98.36
HC 75.00 30.00 2.50 1.12 - 94.43
Proposed 97.21 97.00 33.45 2.90 1.50 05 99.78
GWO Pattern-2 94.47 33.50 2.82 3.50 12 97.18
HC 90.02 32.15 2.80 1.00 - 92.60
Proposed 133.23 132.60 51.00 2.60 1.80 06 99.52
GWO Pattern-3 132.30 49.00 2.70 3.25 11 99.30
HC 126.10 48.50 2.60 1.50 - 94.64
Proposed 108.93 108.67 31.50 3.45 2.12 07 99.76
GWO Pattern-4 108.00 30.00 3.60 3.37 11 99.14
HC 104.40 29.00 3.60 1.25 - 95.84
Proposed 120.80 120.45 33.00 3.65 2.00 07 99.71
GWO Pattern-5 119.70 31.50 3.80 3.80 12 99.08
HC 115.20 32.00 3.60 0.25 - 95.36
Proposed 148.71 147.50 50.00 2.95 1.75 06 99.18
GWO Pattern-6 146.30 50.45 2.90 2.90 08 98.37
HC 126.00 45.00 2.80 0.50 - 84.72

3.6 Comparative Study of Proposed MGWO Algorithm with Existing
Algorithms

The proposed MGWO algorithm finds GMPP with fewer iterations, less tracking period and
minimum oscillations around global peak compared to conventional GWO and HC. The
conventional GWO algorithm have delay in convergence process due to poor exploration
process; also it is not performed with re-initialization of parameters under dynamic case [29].
Whereas the proposed MGWO algorithm implemented with modified updated-position along
with nonlinear decreasing nature of control paramerter (a)is used for fast convergence
process and also performed with re-initialization under dynamic conditions. The change of
step size is difficult under dynamic coditions and PSC in HC algorithm [5]. The comparison
of power, tracking time, efficiency and iterations with respect to the number of patterns is
shown in Figure 3.16. The PSO algorithm implemented for GMPP with three tuning
parameter and five initial particles, takes more number of iterations to reach globla peak
power [20]. Adaptive Radial Movement Optimization (ARMO) algorithm reaches global
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peak with low tracking period but is implemented with three tuning parameter and initial
particles are greater than five, which are dependent on PV voltage [33]. Hybrid GWO-P&O
tracks global power fast but not re-initialized the parameter during change of PV shaded
patterns [79]. Modified Particle Velocity-based Particle Swarm Optimisation (MPV-PSO)
algorithm tracks fast with the removal of tuning of weight factor, while cognitive factors are
in tune with current particle, and initial particles are dependent [24]. Hybrid GWO and Fuzzy
Logic Controller (FLC) (GWO-FLC) algorithm is implemented with higher power ratings
with different re-initialization methods by considering an average of 5 to 10 grey wolves as a
population [30]. Due to higher number of initial particle the computational burden on the
system is increased in each iteration. The comparison of these algorithms are presented in
Table 3.6 and the experimental performance of the proposed MGWO algorithm over GWO
and HC algorithms is presented in Table 3.6.
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Figure 3.16 Experimental results comparison of proposed MGWO algorithm with GWO, and HC
algorithms: (a) Power, (b) Tracking time, (c) Efficiency, and (d) Iterations with respect to each

shading pattern.
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Table 3.6 Qualitative comparison of the proposed MGWO algorithm with existing MPPT algorithms

Parameters/ PSO ARMO GWO GWO- MPV-PSO | GWO-FLC Pronosed
Method [20] [33] [29] P&O [79] [24] [30] P
Tr;(;l:;ng Moderate Less Moderate Less Less Less Less
Iterations More Less Moderate Less Less Less Less
Tuning 3 3 1 1 2 1 1

parameters

Initial duties | Independent | Dependent | Independent | Independent | Dependent | Independent | Independent
Poplflatlon 5 Greter than 3 3 3 Greter than 3

size 5 5

. ”R'e- . Considered | Considered NOt ’\.IOt Considered | Considered Considered

initialization considered considered

3.7 Results and Conclusions

This chapter proposed a novel GMPP tracking algorithm for shaded conditions of PV array.
The proposed MGWO algorithm enhances existing Grey Wolf optimization (GWO)
algorithm by using modified updated-position and nonlinear decreasing nature of control
paramerter (a) to enhance fast convergence. The proposed algorithm (MGWO) tracks the
global peak (GP) power under shaded condition of PV array with reduced number of
iterations and less tracking period. The steady-state oscillations also reduced around global
peak point successfully with only one tuning control parameter; initial duties are not
dependent on PV system. To highlight the proposed method detailed comparison with
conventional GWO and HC algorithms are presented. The proposed MGWO method
demonstrated better performance than conventional GWO and HC methods and can track GP
with any shading condition of PV pattern, outperformed even in dynamic shaded conditions
and offered high efficiency. This proposed MGWO algorithm implemented with only one
tuning of control parameter (a). Due to tuning of parameter, during search process it was
unable to find optimum value through a course of iterations, which results in delay in
convergence and influence on exploitaion process. The tuning nature is removed in next

chapters.

76



Chapter 4

GMPPT using PSO based on Lévy Flight
for Photovoltaic System under Partial
Shading Conditions



Chapter 4 GMPPT using PSO based on Lévy Flight for PV System under PSC

Chapter 4

GMPPT using PSO based on Lévy Flight for Photovoltaic
System under Partial Shading Conditions

4.1 Introduction

The adaptive control parameters, cannot be tuned exactly through a course of iteration which
creates delay in convergence factor. Based on this information, proposes a Velocity of PSO
based on Lévy Flights (VPSO-LF) algorithm for tracking GMPP under partial shading
conditions (PSC) of PV array. In conventional PSO, the velocity is updated randomly and
with more tuning parameters, which shows slow search process. Due to this, convergence
time and iterations increase before reaching steady-state position and the algorithm also
possesses more tracking oscillations. But in the proposed VPSO-LF algorithm, step size
(velocity of PSO) is updated by Lévy Flights (LF) instead of determining velocity randomly.
This would increase search efficiency and reduce convergence time of GMPPT with fewer
iterations, less transient and steady-state oscillations, initial duty independent of the PV
system and no need of the tuning the parameters. The proposed VPSO-LF algorithm is tested
along with conventional PSO and HC to validate the results under static and re-
initialization of parameters during dynamic cases. The proposed VPSO-LF technique is
simulated in MATLAB/SIMULINK as well as experimentally validated and followed by

comparison with existing optimization techniques.

4.2 GMPPT Methods

4.2.1 GMPPT through Hill Climbing algorithm

Hill Climbing (HC) is a conventional MPPT and most commonly adopted method because of
its simplicity and low cost. The algorithm provides direct duty cycle [5] to the boost converter.
Based on this, maximum power can be observed at the output of the PV array. The
conventional methods are available in the literature [5]-[14]. The duty cycle (d) of HC is
changed by perturbation size ‘0. The step size is dependent on the change of maximum power
by the following equations

dpew =doa+0 if P>Pyy (4.1)
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Apew = doiq — 0 if P <Pyyq (4-2)
where d,.,, and d,;; are the present and previous duty cycles, P and P,;; are the present
and previous powers. An advantage of this algorithm is that there is no requirement of any P

or PI controller for pulse generation to control duty ratio of boost converter.

4.2.2 GMPPT through PSO algorithm

Eberhart and James proposed a Particle Swarm Optimization (PSO) algorithm in 1995 [63].
This optimization method has been used for the purpose of control to locate global peak where
it was first applied for MPPT in PV system [64]. The PSO is a population based evolutionary
algorithm, modelled on the behavior of bird flocks. The PSO algorithm maintains a swarm of
individuals i.e., particles, where each particle is appointed to act as a solution of a candidate.
These particles follow a set behavior to emulate the success of neighboring particles and their
own to achieve success. The particle position is affected by the best particle in the
neighborhood, i.e., Py.:;. The global best particle is created by all the particles in the whole
population denoted as Gpeg¢-

The particle position X is updated as

X+ = xk 4 gkt (4.3)

where the component of velocity (6F) represents the perturbation size. The velocity (85) is

updated as follows:

Hik+1 = WHL'k + ClRl[Pbesti - XLK] + CZRZ[Gbest - Xlk] (4'4)
iter
W = Wnax — (W) (Wmax - Wmin)
iter
¢, = Cl,max - (W) (Cl,max - Cl,min)
iter
C, = CZ,max - (W) (CZ,max - Cz,min)

where w is the inertia weight, w,,,,,, and w,,;,, are maximum and minimum values of inertia
weight; C; and C, are the acceleration coefficients, Cj 4, and Cy i, are maximum and
minimum values of C;, C; qy and C, i, are maximum and minimum values of C,; R; and
R, are random numbers, R; &R, € U(0,1), Presti is personal best position of particle i, and
Gpest 1S the optimum position of the particle in the whole population; iter is present iteration

number and itermax is the maximum number of iterations.
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If position is represented as a duty cycle and the step size is the velocity, then equation (4.3)
can be represented as:

ditt = ak + gkt (4.5)
Comparing equations (4.1) and (4.5) HC and PSO, are equivalent.

4.2.3 GMPPT through Proposed VPSO-LF Algorithm

From the literature, it can be observed that the PSO algorithm is employed to keep from slow
convergence due to more tuning parameters, but unable to converge best values through a
course of iteration [20]. Different algorithms related to an improved PSO are also proposed
with updated step size in different forms [21], [23], [24]. But in the proposed method, velocity
(step size) can be updated by Lévy Flights (LF) which is the same as standard PSO. Initial
duty cycles (particles) are randomly taken within a range, and fitness (power) value is
evaluated for each particle (duty cycle). So the presence of random numbers in velocity
equation as shown in equation (4.4) makes good for exploration process but poor exploitation
process due to tuning of (w, C; and C,) parameters. The presence of tuning parameters make
the PSO unable to find optimum values through the course of iteration, which makes causes
delay in convergence. Here several simulations are conducted by varying (trial and error
process) the parameters and optimal solutions are at w = 0.4,C; = 1.6,and C, = 1.8. In
proposed method, velocity (step size) of PSO can be updated by Lévy Flights, called

VPSO-LF, for better search process using the following equation:

0" =w X Levyywan (X)) + CiRy(Poesti — Xf) + CoRo(Gpest — X{)  (46)
Updated position shown below,
Xt = xt + it (4.7)
By updating the velocity with Lévy Flights, the particle takes a small steps and searches for
Ppest and Gyes¢, thereby intensifying the variation of the swarm and facilitating the algorithm
to accomplish global exploitation search throughout the space. Lévy flights are random walks.
There are two steps for the production of random numbers with 1évy flight, i.e., the selection
of random direction and the production of steps which obey the chosen lévy distribution [80]-
[84]. Random walks are taken from lévy stable distribution. The simple formula for power-
law (s)~|s|~1=# , where 0 < B < 2 is an index. Mathematically, lévy distribution can be

defined as,
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14 14 1
L(s,y,1) = \/; P [_2(5 - u)] G-l 0<pu<s<oo “s)

0 otherwise,
where u is a parameter location, y > 0 is parameter scale and s is step length.
In general, Iévy distribution can be specified in the form of a Fourier transform,
F(k) = exp[—alkl?], 0<p<2 (4.9)
where «a is a parameter among [-1, 1] interval, and recognised as skewness or scale factor, k
is distribution varible. Stability index B € (0, 2) is considered as lévy index.
In this study, Lévy Flights (LF) are applied to each variable of the present iteration using the
following equation:
Levy Walk(Xik) = Step size (4.10)
where
step size = 0.01 X step X (XF — Ppest) (4.11)
The factor 0.01 comes from the fact that step/100 should be the typical step size of walks
where step is a typical length scale; otherwise, Levy flights may become too aggressive, which
makes new solutions jump out side of the design domain (and thus wasting evaluations). For
random walk, the value of step can be calculated by Mantegna’s algorithm as:

_u 4.12
Step = Ivl—l/ﬁ ( )

Here B plays an important role in distributions and 1.5 is chosen as the optimum value for g
[84]. The other two parameters u and v are drawn from normal distributions with standard
deviation g,, and a,, given by:
u~N(0,02), v~N(0,02)

where

1

B

g, = r(1+p)xsin(mxp/2) and o, = 1 (413)

F((ﬂ))xﬁx(z)(%)

2

The search area of LF with a small step size is for exploitation process. The step size is
updated with a long jump from one area to another area of searching for exploration process
as shown in Figure 4.1. Based on this process, the tracking speed is high and takes fewer
iterations to track GMPP and the flowchart of proposed VPSO-LF algorithm is shown in
Figure 4.2.
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=3 Searching an area with
smaller steps
A

Shifted to
another area by
long jump

Figure 4.1 Lévy flights distribution in two dimensional plane.

4.2.3.1 Steps to Implement Proposed VPSO-LF Algorithm

Step-1: Initialize the particles at fixed positions between 0.1 and 0.9 of the duty cycle.

Step-2:  Measure the power ‘B,,,” from the output of PV array at each location of particle

(duty) by sensing ‘V,,,” and ‘I, and corresponding duty cycle to boost converter
10 Ppy = Vyy X Iy,
Step-3:  Update the best fitness powers.

Step-4:  Update global best fitness from best fitness powers.

Step-5:  Update the modified updated positions of particles according to equations (4.3),
(4.4), (4.6), and (4.7) as per condition given in flowchart Figure 4.2.
Step-6:  Repeat steps 2 and 5 till to reach global peak of P-V curve.

Step-7:  If any new shading pattern occurs then re-initialize the parameters.
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Figure 4.2 Flowchart of proposed VPSO-LF algorithm.
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Step-8:

4.3 The Solar PV Array under Partial Shaded Condition

GMPPT using PSO based on Lévy Flight for PV System under PSC

The change of PV pattern is recognized by proposed algorithm with the following

power equation:

|Pn+1_Pn| >65

P

(4.14)

Term P,, P, , are present and future power output of PV system, § (percentage

change of power) is considered as 2% [78].

The proposed VPSO-LF algorithm can be verified with three different PV array
configurations. The three PV arrays are formed by connecting three PV modules in series
(3S), four PV modules in series (4S) and six PV modules in series (6S) as shown in
Figure 4.3 and the P-V characteristics are shown in Figure 4.4. The module irradiance level
(data) of each PV array pattern is presented under partial shaded conditions (PSC) in Table
4.1 and Each PV module is designed for 60W, which is shown in Table 3.1 in Chapter 3.

Table 4.1 Irradiance (W/m?) of each module in PV array configuration

Module

Pattern Pattern Pattern Pattern Pattern Pattern Pattern Pattern

(M) -1 -2 -3 -4 -5 -6 -7 -8

M-I 1000 1000 800 1000 1000 1000 1000 1000
M-11 400 600 600 700 900 900 1000 1000
M-111 200 300 500 600 800 900 600 900
M-IV - 400 400 600 700
M-V - 300 400
M-VI - 300 300
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lpy
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Figure 4.3 The PV array configurations under partial shading conditions: (a) Three PV modules in series
(3S), (b) Four PV modules in series (4S), and (c) Six PV modules in series (6S).
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Figure 4.4 The PV array characteristics under partial shading conditions: (a) 3S, (b) 4S, and (c) 6S.
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4.4 Simulation Results

GMPPT using PSO based on Lévy Flight for PV System under PSC

The Schematic diagram of boost converter to PV application is shown in Figure 4.5. The
simulation studies are performed by using the proposed VPSO-LF algorithm for GMPPT in
MATLAB/SIMULINK for eight possible cases (patterns) of PSCs. In each PSC case, PV
modules are connected in a series called PV array pattern as in Figure 4.3. These patterns are

one left most peak, one middle peak and two rightmost peaks of PV array of 3S configuration,

second and third from the left side of P-V curve of 4S configuration and two middle peaks of

P-V curve of 6S configuration as shown in Figure 4.4. Initialization particles of VPSO-LF

and PSO called duty cycle of boost

Inductor ‘L’

Diode ‘D’

Y Y Y\ N
LA
Switch ‘S’
7~ —— Input > Output ——
P | Capacitor Capictor
‘Cl’ ‘CZ’
— v Pulse to switch
| | Voltage | Vrv
sensor [~ *| Proposed | Duty.D JuL
Algorithm - | >=
Current -
PV A Sensor |V: /]R/elgeating
rray P MPPT Controller N
equence

Figure 4.5 Application of PV array to boost converter with MPPT controller.

Table 4.2 Designed parameters of algorithms and boost converter

Particulars

Specifications

VPSO — LF

w=04,C; =16,C, =138,
B =15K=0.01
Population size = 3

PSO

Cimin =1, Crmax =2,
Comin = 1, Comax = 2,
Wiin = 0.1, Wigx = 1,
Population size = 3.

HC

Dinitiaqr = 0.7 ,8 = 0.035

Boost coverter

L =1.928mH,C, = C, = 100uF,
F;, = 10kHz, Diode — MUR860,
MOSFET — IRFP460,
240V 20A Variable Resistive load

Sampling
period (T,)

For simulation T; = 50ms,
For experimental T, = 200ms.
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converter were three x; = 0.2,x, = 0.3 and x; = 0.7, (x; , x, and x5 are initial population)

other designed parameters of algorithms and boost converter are shown in Table 4.2.

45 Configuration of PV Array
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Figure 4.6 Simulink model of: (a) The proposed VPSO-LF algorithm, and (b) Series connection of PV

modules.
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The Simulink model of the proposed system of PV array connected to boost converter is
shown in Figure 4.6 (a) and the PV array in Simulink with blocking and bypass diode is shown
in Figure 4.6 (b). The proposed VPSO-LF algorithm is implemented using s-function in
MATLAB/SIMULINK as per flowchart shown in Figure 4.2. In order to validate the results
of the proposed VPSO-LF algorithm, it is compared with Hill Climbing (HC) and Particle
Swarm Optimization (PSO) algorithms. The results are verified with eight patterns of PV

array under Partial Shading Conditions (PSC).
4.4.1 Simulation Results of 3S PV Array Configuration

Pattern-1: Pattern-1 of PV array consists of three modules connected in series as shown in
Figure 4.3 (a). Module-1 takes irradiance (subjected irradiance) of 1000W/m?, Module-II
takes 400W/m? and Module-I11 uses 200W/m?. Due to three irradiances three different peaks
are available as characteristics of Power-Voltage (P-V) curve shown in Figure 4.4 (a). In this
P-V curve, the leftmost peak is the highest peak called Global Peak (GP) and its value is 53.47
Watt; the remaining peaks which are middle and rightmost peaks are local peaks (LP). So this
pattern-1 (case-1) is applied as a PV source to the input of boost converter, and the results are
observed in simulation with HC, PSO and the proposed VPSO-LF algorithm; the
corresponding PV power, PV voltage and PV current waveforms, shown in Figure 4.7 (a).
The power obtained by HC algorithm is 52.05 Watt, and its tracking time is 0.3 sec, but there
is a loss of power during tracking and steady-state oscillations are observed. The power
obtained by a PSO algorithm is 53.39 Watt with a tracking time of 2.16 sec and 15 iterations
are required to reach the global peak, but there are more oscillations during tracking and less
steady-state oscillations compared to HC method. By using the proposed VPSO-LF algorithm
the power obtained is 53.39 Watt with a tracking time of 0.3 sec and the required iterations
are 2 to reach the global peak of pattern-1. In the proposed VPSO-LF method, the power
oscillation during tracking and steady state are less compare to hill climbing and particle
swarm optimization methods and the method also takes less tracking time. From pattern-1
results, it is observed that the proposed VPSO-LF algorithm is superior to hill climbing and
particle swarm optimization algorithms. The proposed VPSO-LF algorithm searches the
feasible search area in small step increments at initial stage. This improves the exploitation
capability of the PSO algorithm by changing the velocity in small the increments. In later
stages Levy Flights (LF) adopts large step size, which improves the exploration ability of PSO

algorithm by changing the velocity in large increments. The corresponding searching of
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Figure 4.7 Simulation results for 3S PV array configuration during shading of: (a) Pattern-1, and

(b) Pattern-2.
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velocity particle values of VPSO-LF and PSO with respect to the number of iterations is
shown in Figure 4.8 according to [24]. Similarly the proposed system is going to verify with
3S configuration of different shading patterns, already considered as leftmost peak as a global
peak while going to test with middle and rightmost peaks as global peak in the next patterns

of PV array. The 3S configuration of four patterns results is presented in Table 4.3.

05 T T T

(72) -

8 0

3

>

>

g

()

>

205 | —%— VI1-VPSO-LF ~V_ VI-PSO

5 —— V2.VPSO-LF —©~ V2-PSO

—*— V3-VPSO-LF T V3-PSO

1o 5 10 15 20

Number of iterations

Figure 4.8 Comparisons of VPSO-LF, and PSO algorithms particle velocity values with the number of

iterations.

Pattern-2: The shading pattern-2 is considered as a middle peak and the corresponding
irradiance values are also shown in Table 4.1. In pattern-2, three module irradiances are
different while the three peaks are available in P-V curve as shown in Figure 4.4 (a), and the
global peak is middle peak, while the remaining peaks (leftmost and rightmost) are local
peaks. The global peak value power is 74.17 Watt. The PV power extracted by HC algorithm
is 71.45 Watt, also shown as PV voltage and current in Figure 4.7 (b). Based on the
observation from HC, the tracking time is 0.30 sec but steady state oscillations are more due
to step size under PSC. PSO algorithm applied to PV system and the related waveforms are
shown in Figure 4.7 (b). The maximum power obtained by PSO algorithm is 72.67 Watt, and

the time taken to reach global peak is 2.98 sec along with 20 iterations. The tracking time and
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iterations needed are more to reach global peak due to three tuning parameters. The proposed
VPSO-LF algorithm is applied to PV system and the time taken for tracking is 0.71 sec to
reach global peak in 5 iterations, while the maximum power is achieved by the proposed
VPSO-LF algorithm of 73.95 Watt; voltage and current waveforms are shown in Figure 4.7
(b). From these three algorithm, proposed VPSO-LF algorithm yields better results when
compared to PSO and HC algorithms.

Pattern-3: The P-V curve of shading parttern-3 also has three peaks in which the third peak
is global peak, the leftmost and middle are local peaks. The maximum power delivered by
pattern-3 is 94.61 Watt. The conventional HC algorithm is applied to pattern-3, with tracking
time and GMPP value being 0.30 sec and 90.70 Watt, respectively. The waveforms of
pattern-3 of conventional HC algorithm are shown in Figure 4.9 (a). By observing power
waveform, the tracking time is less, but has steady state oscillations of HC method similar to
above pattern-1 and pattern-2. PSO algorithm is applied to pattern-3, with tracking time of
3.52 sec to get GMPP with 24 iterations and global peak power of 94.11 Watt. The power is
achieved but the tracking time and iterations are more to get global peak power with PSO
algorithm. By using the proposed VPSO-LF algorithm, the tracking time is 0.75 sec with 5
iterations and a GMPP of 94.58 Watt, the proposed algorithm overcomes limitations of PSO
and conventional HC algorithm, takes less tracking time and fewer iterations for the location

of global peak; the corresponding results are shown in Figure 4.9 (a).

Pattern-4: Pattern-4 of P-V curve is similar to pattern-3. The global peak power of this
pattern-4 is 114.71 Watt. Conventional HC algorithm takes 0.35 sec to track global peak
power of 109.90 Watt. The tracking time to reach global power using PSO is 3.50 sec and the
maximum power is 114.70 Watt with 24 iterations. The proposed VPSO-LF method tracking
time is 0.23 sec and the global peak power is 114.70 Watt within 2 iterations. So the
VPSO-LF algorithm has better tacking time and fewer iterations compared to PSO and HC
algorithms; corresponding results are shown in Figure 4.9 (b).
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Simulation Results of Pattern-2 and Pattern-4 during Dynamics: Whenever there is a
change in one shading pattern to other shading pattern of PV array under partial shading
condition at a particular time, the algorithm has to be re-initialized the parameters to track
new GMPP. The proposed VPSO-LF algorithm, conventional PSO algorithm and HC
algorithm are verified with a change of from shading pattern-2 to shading pattern-4 at 4 sec.
The results prove (change of power from 73.95 Watt to 114.70 Watt) that the dynamic case
is also working in perfect manner. The waveforms, which presents the superior performance
of VPSO-LF when compared with PSO algorithm and conventional HC algorithm are shown
in Figure 4.10.
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Figure 4.10 Simulation results for proposed VPSO-LF algorithm compared with HC, and PSO algorithms
during dynamics of shading pattern-2, and shading pattern-4 of 3S PV array.

4.4.2 Simulation Results of 4S PV Array Configuration

In the previous cases (patterns), the proposed VPSO-LF algorithm was tested with three
modules in series; in each case three irradiances were different and there were different global
peaks. Now four modules are connected in series to form a PV array as shown in

Figure 4.3 (b); four different irradiances are considered to form pattern-5 and three different
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Figure 4.11 Simulation results for 4S PV array configuration during shading of: (a) Pattern-5, and
(b) Pattern-6.
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irradiances to form pattern-6, its module values are shown in Table.4.1, the proposed
VPSO-LF algorithm was tested with four peaks and three peaks of 4S configuration, its P-V

curves shown in Figure 4.4 (b).

Pattern-5: Pattern-5 irradiances of each module are Module-1-1000W/m?, Module-1l-
900W/m?, Module -111-800W/m? and Module-1V-400W/m?. The four irradiances are different
because there of which are four peaks in P-V curve of pattern-5; the respective P-V curve of
pattern-5 is shown in Figure 4.4 (b). In pattern-5 the global peak is third from the left of the
P-V curve and its maximum power is 149.33 Watt. So the PV system’s complexity has
increased compared to the previous configuration. The proposed system was tested with
pattern-5 and the results of the proposed VPSO-LF method along with two existing methods
are shown in Figure. 4.11 (a). HC method takes 0.2 sec to reach global peak with a power of
143.98 Watt, but it has problems of steady state oscillations. The PSO method tracks global
power of 147.83 Watt with a tracking time of 2.78 sec and uses 19 iterations. The proposed
VPSO-LF algorithm takes 0.75 sec to reach power of 148.59 Watt along with 5 iterations as
shown in Figure 4.11 (a). The proposed VPSO-LF algorithm can overcome the problem of
PSO and HC algorithms. A detailed results of 4S configuration is shown in Table 4.3.

Pattern-6: In this, three different irradiances of PV array, Module-I -1000W/ m?, Module-II
and Module-111 of 900W/m?, Module-1V-400W/m? are considered. The global peak is in the
middle, its maximum power being 160.93 Watt. Under simulation conditions, the HC tracking
time is 0.2 sec, the power used up is 157.19 Watt. PSO takes 2.57 sec to reach the global point
of 159.50 Watt with 17 iterations. The proposed VPSO algorithm takes only 2 iterations and
0.23 sec to locate GP of 159.44 Watt. In pattern-6, proposed VPSO-LF algorithm is best suited
for GMMP tracking compared to HC and PSO algorithms. A comparative analysis of 4S
configuration of pattern-5 and pattern-6 shown in Table 4.3. The tracking of PV power,

voltage and current waveforms of pattern-6 are shown in Figure 4.11 (b).

4.4.3 Simulation Results of 6S PV Array configuration

The number of modules of PV array are increased to six to form a 6S configuration as shown

in Figure 4.3 (c), corresponding values of irradiances under partial shading conditions shown
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in Table 4.1. There are three different irradiances considered for pattern-7 and five different
irradiances for pattern-8; its P-V curves are shown in Figure 4.4 (c). A detailed comparison
of 6S PV array results are presented in Table 4.3. Now PV array complexity increases
compared to previous 3S and 4S configurations.

Pattern-7: In pattern-7, the Module-1 and Module-11 receive irradiance of 1000W/m?,
Module-111 and Module-1V of 600W/m?, Module-V and Module-V1 are 300W/m?. For three
different irradiances there will be three peaks in P-V curve of pattern-7, shown in
Figure 4.4 (c), in which the middle peak is global peak, with corresponding power of
149.69 Watt. The results of HC method take 0.4 sec to locate GP of 143.06 Watt; steady state
oscillations are near GP. PSO algorithm finds GP with a tracking time of 3.13 sec and takes
14 iterations consuming 149.30 Watt, but it has problems with regard to tracking time and
oscillations due to velocity tuning with three parameters (w,C; & C,). The proposed
VPSO-LF takes 0.87 sec to locate GP of 149.48 Watt with 4 iterations. In this too, the
proposed algorithm is superior to HC and PSO algorithms. The tracking power, voltage and

current of pattern-7 of waveforms are which shown in Figure 4.12 (a).

Pattern-8: In pattern-8, there are five different irradiances which form pattern-8; there are
five peaks available in P-V curve of pattern-8 as shown in Figure 4.4 (c). Its corresponding
irradiances are 1000W/m2, 1000W/m?, 900W/m?, 700W/m?, 400W/m? and 300W/m?. The
third peak is global peak with a power of 181.06 Watt. In this case the results obtained by HC
is 173.54 Watt near GP with a time of 0.3 sec. PSO algorithm locates GP with a time of 3.57
sec and takes 15 iterations. The proposed VPSO-LF algorithm settles GP at 180.89 Watt with
a tracking time of 0.52 sec, taking 2 iterations. VPSO-LF has better response compared to

HC and PSO algorithms. The tracking waveforms of pattern-8 are shown in Figure 4.12 (b).
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Figure 4.12 Simulation results for 6S PV array configuration during shading of: (a) Pattern-7, and
(b) Pattern-8.
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Table 4.3 Simulation performance analysis of 3S, 4S, and 6S PV array configurations
Technique Rated Maximum | Maximum | Maximum | Tracking | Iterations | Tracking
to extract power power voltage current | time(sec) | required efficiency
maximum (Watt) extracted | extracted | extracted to reach (%)
power from from from GMPP
PV(Watt) PV(V) PV(A)
Proposed 53.47 53.39 15.61 3.42 0.30 2 99.85
PSO Pattern-1 53.39 15.61 3.42 2.16 15 99.85
HC 52.05 15.31 3.40 0.30 - 99.35
Proposed 74.17 73.95 34.72 2.13 0.71 5 99.70
PSO Pattern-2 72.67 34.12 2.13 2.98 20 97.98
HC 71.45 33.96 2.10 0.30 - 96.33
Proposed 94.61 94.58 51.40 1.84 0.75 5 99.97
PSO Pattern-3 94.11 51.15 1.84 3.52 24 99.47
HC 90.70 52.43 1.73 0.30 - 95.81
Proposed 114.71 114.70 52.63 2.18 0.23 2 99.99
PSO Pattern-4 114.70 52.63 2.18 3.50 24 99.99
HC 109.90 50.87 2.16 0.35 - 95.81
Proposed 149.33 148.59 50.37 2.95 0.75 5 99.50
PSO Pattern-5 147.83 51.69 2.86 2.78 19 98.99
HC 143.98 51.24 2.81 0.20 - 96.42
Proposed 160.93 159.44 48.55 3.28 0.23 2 99.07
PSO Pattern-6 159.50 48.57 3.28 2.57 17 99.11
HC 157.19 50.22 3.13 0.20 - 97.68
Proposed 149.69 149.48 68.57 2.18 0.87 4 99.86
PSO Pattern-7 149.30 68.49 2.18 3.13 14 99.74
HC 143.06 66.54 2.15 0.40 - 95.57
Proposed 181.06 180.89 69.87 2.58 0.52 2 99.91
PSO Pattern-8 180.89 69.87 2.58 3.57 15 99.91
HC 173.54 69.03 2.51 0.30 - 95.85

4.5 Experimental Results

A hardware-setup was developed comprising PV simulator followed by boost converter to
validate the performance of the proposed VPSO-LF algorithm, PSO algorithm and
conventional HC algorithm. These algorithms are implemented with MATLAB interface with
dspace-1104 controller by voltage sensor (LV25-p) and current sensor (LA55-p) are input to
the algorithms. The P-V characteristics are verified by using PV simulator (Magna power
electronics XR600-9.9/415+PPPE+HS). The experimental setup is shown in Figure 4.13. The
real time parameters are the same as simulations as shown in Table 4.2. In order to verify
GMPP of multiple peaks on P-V curve, three PV array configurations were considered with
different irradiance conditions in each case, as shown in Figure 4.3. The irradiance of each
module in each shading pattern is shown in Table 4.1.
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Figure 4.13 Experimental setup for proposed VPSO-LF algorithm.

45.1 Experimental Results of 3S PV Array Configuration

The advantages of the proposed VPSO-LF over PSO and HC algorithms is that, the number
of iterations required to reach global MPP is minimum and tracking and steady state
oscillations are also fewer as was observed in simulation results. The proposed VPSO-LF
algorithm was implemented in hardware to verify simulation results and a screen shot of
Global Maximum Power Point (GMPP) on P-V curve was also taken to validate the efficiency
in real time from PV simulator. In Table 4.4, the performance analysis of 3S PV array

configuration of four patterns are presented.

Pattern-1: The experiment results of pattern-1 tracking power, voltage, current using
proposed VPSO-LF, PSO and HC algorithms are shown in Figure 4.14 along with a screen
shot of GMPP on P-V curve which is attached to each subfigures on the right side corner. The
HC algorithm tracks a power 45.92 Watt and the time taken to reach this power is 2.4 sec.
From the HC results steady state oscillation more occurred due to the step size under PSC. So
the power obtained using PSO algorithm is 46.78 Watt with a time of 7.6 sec along with 13
iteration. From PSO algorithm it is observed that the steady state and transient oscillations are
high due to the PV simulator operating with minimum voltage (i.e. PV simulator has own
limits of voltage and current). Whereas proposed VPSO-LF algorithm tracking power is 52.20
Watt with a tracking time of 3.2 sec with 6 iterations; the operating point is close to that of
the GMPP even under minimum voltage. The proposed VPSO-LF algorithm works better
compare to PSO and HC algorithms.
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Pattern-2: The tracking voltage, current and power of pattern-2 results along with GMPP on
P-V curve are shown in Figure 4.15. On observing these results, it is clear that the tracking
time is 1.6 sec and 3 iterations are required to reach the global peak of 73.50 Watt for the
proposed VPSO-LF algorithm. On the other hand the tracking time of PSO algorithm is
6.4 sec and the number of iterations required to get global peak is 11, for a power of
72.24 Watt. HC algorithm takes 8 sec to track global peak and its iterations depends on step
size for a power of 72.93 Watt. From this pattern the tracking time and steady-state
oscillations of HC algorithms are more compared to VPSO-LF and PSO algorithm; PSO
algorithm takes more iterations, less steady state oscillations compared to HC. The steady
state power oscillations and iterations of the proposed VPSO-LF algorithm is fewer compared
to PSO and HC algorithms. The performance results of VPSO-LF algorithm over PSO and
HC algorithms is shown in Table 4.4

Pattern-3: Pattern-3 tracking power, voltage and current results of three algorithms are
shown in Figure 4.16. The tracking time of proposed VPSO-LF algorithm is 3 sec and the
number of iterations required for GMPP is 5, the power obtained is 94.12 Watt. The PSO
algorithm takes a tracking time of 6 sec to reach the global peak 90.84 Watt with 10 iterations.
The HC algorithm takes 8.1 sec to reach global peak of 91.69 Watt but the steady state
oscillations are more. The advantage of the proposed VPSO-LF algorithm that it is similar to
above patterns. The proposed VPSO-LF algorithm takes low tracking time and fewer

iterations compared to PSO and HC algorithms.

Pattern-4: The tracking voltage, current and power of the experimental results based on
pattern-4 is shown in Figure 4.17. The proposed VPSO-LF algorithm tracks GMPP with 3.2
sec, whereas the PSO and HC algorithms take 6.5 sec and 5.6 sec of tracking time. The
iterations required for VPSO-LF are 6 and 11 for PSO. The advantage of the proposed
VVPSO-LF algorithm over PSO and HC is that it needs less tracking time, fewer iterations and
low steady state oscillations. The power levels of VPSO-LF, PSO and HC is 114.24 Watt,
111.15 Watt and 107.13 Watt.
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Figure 4.14 Experimental results for shading pattern-1 of 3S PV array of: (a) HC, (b) PSO, and
(c) Proposed VPSO-LF algorithm.
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Figure 4.15 Experimental results for shading pattern-2 of 3S PV array of: (a) HC, (b) PSO, and
(c) Proposed VPSO-LF algorithm.
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Figure 4.16 Experimental results for shading pattern-3 of 3S PV array of: (a) HC, (b) PSO, and
(c) Proposed VPSO-LF algorithm.
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(c) Proposed VPSO-LF algorithm.
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Experimental Results of Pattern-2 and Pattern-4 during Dynamics: Its assignment is to
verify whether the proposed VPSO-LF algorithm tracks GMPP when there is a sudden change
of one pattern to another pattern of PV system at a particular time. Like the proposed
VPSO-LF algorithm, this pattern is tested with pattern-2 and tracks GMPP now at steady state
point; after some time the pattern-4 is applied to the experiment through PV simulator, the
proposed VPSO-LF algorithm re-initializes initial parameters and tracks new GMPP in less
time compared to PSO and HC algorithms. So the proposed VPSO-LF algorithm works
perfectly despite any change in irradiance of PV system. The dynamics of PSO algorithm and
HC algorithm are also verified with experimental results. The dynamic results of VPSO-LF,

PSO and HC algorithms are shown in Figure 4.18.

4.5.2 Experimental Results of 4S PV Array Configuration

In 4S configuration of PV array two patterns are considered under PSC, in order to verify the
proposed VPSO-LF algorithm as having results similar to simulation results. The tracking
power, voltage and current of pattern-5 results are shown in Figure 4.19. The tracking power
of pattern-5 by HC method is 146.05 Watt with tracking time of 7 sec to reach GP, also shown
its PV simulator screen shot of GMPP location on P-V curve of pattern-5 in each subfigures
on the right side corner below. Similarly with PSO method, the obtained tracking power of
148.40 Watt, with tracking time of 7 sec and 12 iterations to reach global peak. The proposed
VPSO-LF algorithm takes tracking time of 1.6 sec and 3 iterations to find the location of
GMPP with power 148.97 Watt. Experimental results closely match simulation results. The
4S configuration of pattern-6 results is shown in Figure 4.20. Using HC method tracking
power is 158.17 Watt and it takes 4 sec to reach global point. The PSO method uses up
tracking power of 150 Watt with 6.4 sec and 11 iterations required to reach GMPP. The
proposed VPSO-LF method uses tracking power of 157.79 Watt with a tracking time of 2.4
sec and 4 iterations to reach GMPP. In 4S configurations also, the proposed VPSO-LF
algorithm overcomes the problems of PSO and HC, the results of which are presented in
Table 4.4.
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(c) Proposed VPSO-LF algorithm.
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Figure 4.20 Experimental results for shading pattern-6 of 4S PV array of: (a) HC, (b) PSO, and
(c) Proposed VPSO-LF algorithm.
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4.5.3 Experimental Results of 6S PV Array Configuration

The 6S configuration of PV array consists of two patterns under PSC. The tracking power
achieved by HC method is 132.96 Watt with a tracking time of 4 sec in pattern-7. The PSO
method tracks power of 147.63 Watt in 5 sec while 9 iteration are required to attain GP; the
screen shot of the GMPP on the P-V curve on right side below the corner of each subfigures
is shown in Figure 4.21. The tracking power achieved by the proposed VPSO-LF method of
pattern-7 is 147.66 Watt with a tracking time of 2.2 sec with 4 iterations. Pattern-8 tracking
results are shown in Figure 4.22. The tracking power achieved by HC method is 169 Watt
with a tracking time of 4 sec in pattern-8. PSO method uses up 156.20 Watt has a tracking
time of 8 sec with 14 iterations but the proposed method tracks GMPP in just 1.6 sec with 3
iterations and a global power of 179.90 Watt. The performance results of 6S configuration is
shown in Table 4.4.

Table 4.4 Experimental performance analysis of 3S, 4S, and 6S PV array configurations

. Maximum | Maximum | Maximum .
Technique Iterations .
Rated power voltage current . . Tracking
to extract Tracking | required .
. power extracted extracted | extracted . Efficiency
maximum time(sec) | to reach
ower (Watt) from from from GMPP (%)
P PV(Watt) | PV(V) PV(A)
Proposed 53.47 52.20 14.50 3.60 3.2 6 97.62
PSO ) 46.78 17.20 2.72 7.6 13 87.49
Pattern-1
HC 45.92 17.80 2.58 2.4 - 85.88
Proposed 2417 73.50 35.00 2.10 1.6 3 99.09
PSO ' 72.24 34.40 2.10 6.4 11 97.39
Pattern-2
HC 72.93 33.00 2.21 8.0 - 98.32
Proposed 94.61 94.12 52.00 1.81 3.0 5 99.48
PSO ' 90.84 54.40 1.67 6.0 10 96.02
Pattern-3
HC 91.69 49.30 1.86 8.1 - 96.92
Proposed 114.71 114.24 51.00 2.24 3.2 6 99.59
PSO Patte.rn—4 111.15 49.40 2.25 6.5 11 96.89
HC 107.13 55.80 1.92 5.6 - 93.39
Proposed 149.33 148.97 50.50 2.95 1.6 3 99.76
PSO ' 148.40 49.80 2.98 7.0 12 99.37
Pattern-5
HC 146.05 53.50 2.73 7.0 - 97.80
Proposed 160.93 157.79 50.90 3.10 2.4 4 98.04
PSO Pattelrn-6 150.00 50.00 3.00 6.4 11 93.20
HC 158.17 52.90 2.99 4.0 - 98.28
Proposed 149.69 147.66 69.00 2.14 2.2 4 98.64
PSO ' 147.63 70.30 2.10 5.0 9 98.62
Pattern-7
HC 132.96 74.70 1.78 4.0 88.82
Proposed 181.06 179.90 70.00 2.57 1.6 99.36
PSO Patte.rn-s 156.20 71.00 2.20 8.0 14 86.26
HC 169.00 65.00 2.60 4.0 - 93.33
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Figure 4.21 Experimental results for shading pattern-7 of 6S PV array of: (a) HC, (b) PSO, and
(c) Proposed VPSO-LF algorithm.
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VPSO-LF algorithm.
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4.6 Comparative Study of Proposed VPSO-LF Algorithm with Existing
Algorithms

The proposed VPSO-LF algorithm reduces tracking time, number of iterations, as well as
steady-state oscillations around global peak and has more tracking efficiency compared to
particle swarm optimization and hill climbing algorithms. The velocity of PSO is updated
with Levy Flights distribution in small steps in order to achieve convergence of the global
peak without tuning parameters, but in PSO, the velocity update uses three tuning parameters
(w, C4, C,), because of which it is unable to converge at global peak, and uses more iterations
to reach GP. The comparison of velocity particle of VPSO-LF with PSO is shown in Figure
4.8. The problems occurring in HC algorithm are because of its step size, and its inability to
tune its step size when change of irradiance or PSC occur. The performance results of the
proposed VPSO-LF algorithm with PSO and HC are explained clearly under eight patterns of
PV array in Table 4.4. Tracking power, tracking time, efficiency and iterations verses number
of pattern of PV array of all three algorithms are shown in Figure 4.23. Flower Pollination
Algorithm (FPA) is mentioned in introduction where it is established that the algorithm is
unable to find Global Peak (GP) with fewer initial duty cycles but the proposed VPSO-LF
algorithm in our study located GP with three duty initialization very little time [85]. Leader-
PSO (LPSO) tracked GP with five initial particles and weight tuning parameter but the
proposed VPSO-LF algorithm was implemented with no tuning parameter [86]. Modified
Particle Velocity based PSO (MPV-PSQO) algorithm discards the tuning of weight of PSO,
while also showings the nature of deterministic behaviour and adaptive and tuning of
cognitive factors with the current position [24]. A Hybrid between the Adaptive Perturb and
Observe and Particle Swarm Optimization (HAPO &PSO) tracking speed is high but the
initial particles are dependent on V, . [87]. The Improved Cuckoo Search (ICS) was considered
four initial duties even though its tracking time is more when compare to proposed VPSO-LF

method [88]. These comparisons are shown in Table 4.5.
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Figure 4.23 Experimental results comparison of proposed VPSO-LF algorithm with PSO, and HC

algorithms of: (a) Power, (b) Tracking time, (c) Efficiency, and (d) Iterations with respect to each shading

pattern.

Table 4.5 Qualitative comparison of the proposed VPSO-LF algorithm with existing MPPT algorithms

Parameters/ PSO LPSO FPA ICS MPV- HAPO & Proposed
Method [20] [86] [85] [88] PSO [24] PSO [87] P
Tracking Moderate fast Fast Moderate Fast Fast Fast

speed

Iterations More Less Less Less Less Less Less
Tuning 3 1 Nil Nil 2 Nil Nil
parameters

Initial

pa?‘:it(ljes Independent | Independent | Independent | Independent | Dependent | Dependent | Independent
Population 5 5 5 4 3 3 3

size

113




Chapter 4 GMPPT using PSO based on Lévy Flight for PV System under PSC

4.7 Results and Conclusions

In this chapter, the velocity of PSO based on Levy Flight (VPSO-LF) algorithm was proposed,
developed and validated experimentally for GMPP tracking of PV array under PSC. In the
proposed VPSO-LF algorithm, the velocity is updated with Levy flights distribution to reach
GMPP with low tracking time and reduced number of iterations without any limitations on
velocity. The proposed method also reduces steady-state oscillations around global peak
effectively, initial duty independent of the PV system and also does not needs the tuning of
velocity parameters. The testing of the proposed VPSO-LF algorithm was carried out along
with conventional PSO and HC algorithms to validate the results. From these results, the
proposed VPSO-LF method gave better results than conventional PSO and HC methods. The
proposed VPSO-LF algorithm can locate GP with any shading pattern of PV array, showing
higher efficiency under PSC. In this chapter, the control parameters are more, which increases
computations per each iteration and also influences the exploitation process.
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Chapter 5

Jaya Algorithm based on Lévy Flight for Global MPPT under

Partial Shading in Photovoltaic System
5.1 Introduction

Many control parameters in an algorithm, creates a poor exploitation process while searching
for global best position. For Jaya algorithm having few specific parameters, its performance
is good for exploration process, but poor at exploitation process. This chapter proposes Jaya
algorithm based on Lévy Flight (Jaya-LF) for better convergence process in GMPPT under
Partial Shading Conditions (PSC) of PV array. The proposed technique tracks GMPP with
fewer iterations without adaptive control parameters, leading to reduction of transient,
steady-state oscillations and minimum tracking period (time) under static condition and with
re-initialization of parameters under dynamic shading condition of PV arrays. To validate the
performance of proposed Jaya-LF method, simulation and experimental comparisons are
made under six cases (patterns) of shaded conditions of PV array. This results of proposed
Jaya-LF algorithm are compared with Jaya and PSO algorithms to show the effectiveness of

proposed Jaya-LF algorithm under static and dynamic conditions.

5.2 Implementation of GMPPT Algorithms

5.2.1 Jaya Algorithm for GMPPT

Jaya algorithm is based on the attractive and repulsive PSO (ARPSO) [89]. It has recently
been improved for solving unconstrained and economic dispatch optimization problems [90],
[91]. It is very simple and efficient and does not have many specific parameters for
convergence. Power ‘F,,,” is assumed to be an objective function for maximization problem.
The idea is to find the best particle X, and worst particle X, among all solution after
initializing the particle positions i.e., duty cycles of boost converter. Based on best and worst
particle updated, new particle position (X¥*1) is determined as follows:
Xik+1 =Xik +R1(Xbest_Xik) _RZ(Xworst_Xik) (5.1)

XF¥ and XF*! are present and updated duty cycles, and R, and R, are random number

generation from uniform distribution U[0,1]. The term Ry (Xpese — X{) brings the particle

closer to its best position while R, (Xwom — Xl") term brings out of worst condition solution.
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The objective functions for each updated particle position is calculated according to equation
(5.2).
5.2.2 Jaya Algorithm based on Lévy Flight (Jaya-LF) for GMPPT

Jaya algorithm which can be implemented to GMPPT is a very simple and efficient algorithm
with few specific parameters. The Jaya algorithm equation (5.1) has two random numbers
because of which random nature exploration is good enough for initial tracking but its
exploitation process is poor. Due to minimum number of control parameters, it’s tracking
oscillations and convergence time is more in Jaya algorithm. So in order to improve
exploration and exploitation process, Jaya algorithm is implemented based on Lévy Flights
(LF) called Jaya-LF. The proposed Jaya-LF algorithm flowchart is shown in Figure 5.1 and

its procedure is explained below.

The Lévy Flights (LF) imply random nature, which can be implemented along with Jaya
algorithm for rapid convergence [80]-[84], [92]. Its nature is to search in small steps for
exploitation process; otherwise it takes a long jump from one area to another area for the
purpose of exploration purpose [83]. Based on the LF concept supporting Jaya algorithm, the
tracking time to reach global power is low and also it uses minimum iteration. The proposed
Jaya-LF algorithm population is updated based on the condition given in the proposed
algorithm flowchart and is rand < 0.25 for proper search operation to achieve global MPPT
[84].

Two steps are required for the creation of random numbers with the help of Lévy flight,
i.e., the choice of random direction and the production of steps which obey the selected
Lévy distribution [83] & [90]. Random walks are captured from Lévy stable distribution.

The simple formula for power-law L(s) ~ |s|~*7# where 0 < f < 2 is an index [84].

Mathematically, Lévy distribution can be defined as,

(5.2)

JZ ex [— Y ] 1 O<u<s<om
L(S,‘y,ll,): 21 p Z(S_ll) (S_,L[)3/2 ’ K

0 otherwise,
where u parameter is location or shift parameter, s is step length and y is a scale parameter.

In general, Lévy distribution should be defined in terms of Fourier transform

F(k) = exp[—alklﬁ] , 0<p<2 (5.3)
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where «a is a scale factor between [-1, 1], k is distribution variable and g is l1évy index. The
small value of B allows the variable to jumps long-distance in a search area and keeps away
from local optima; the large value of S continues to obtain new values around the variable.
As a result, by employing lévy flights on updating the population, variables are able to take
short jumps together with occasionally long-distance jumps toward the best value, thereby
enhancing the population diversity and facilitating the algorithm to achieve stronger global
exploration throughout the search area. In this study, Lévy Flights applied to each variable of
the present iteration using the following equation:

X = Levy walk(XF) + Ry X (Xpese — XKF) — Ry X (Xyorse — XF) (5.4)

where
Levy walk(XF) = XF + step size (5.5)

where
step size = 0.01 X step X (X¥ — Ppest) (5.6)

the factor 0.01 comes from the fact that step/100 should be the typical step size of walks where
step is a typical length scale; otherwise, Lévy Flights may become so aggressive, which makes

new solutions jump outside of the domain and thus waste evaluations.
For random walk, the value of step can be calculated by Mantegna’s algorithm as:

u (5.7)

Step = |U|—1/ﬁ

here B plays an important role in distributions, by assigning different values for g, the
distribution is changed differently. In this study, 1.5 is chosen as the constant value for 8 [84].
The other two parameters u and v are drawn from normal distributions with standard
deviation a,, and g, given by:

u~N(0,0%), v~N(0,07)

where

=

o, = r(1+p)xsin(mxf/2) and o, = 1 (5.8)

F((%))xﬁx(z)(%)

where I'(.) is the standard Gamma function
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Figure 5.1 Flowchart of proposed Jaya-LF algorithm.
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5.2.2.1 Steps to Implement Proposed Jaya-LF Algorithm
Step-1: Initialize the particles at fixed positions between 0.1 and 0.9 of the duty cycle.

Step-2:  Measure the power ‘B,,,” from the output of PV array at each location of particle

(duty) by sensing ‘V,,,” and “I,,,” corresponding duty cycle to boost converter to
“Ppy =V X Ly
Step-3:  Update the best fitness powers.

Step-4:  Update global best fitness and worst fitness powers from best fitness powers.

Step-5:  Update the modified updated positions equations according to (5.1) and (5.6) as
per condition given in flowchart (Figure 5.1).
Step-6:  Repeat steps 2 and 5 till to reach global peak of P-V curve.

Step-7:  If any new shading pattern occurs then re-initialize the parameters.

Step-8:  The change of PV pattern is recognized by proposed algorithm with the following
power equation:
|Pn+1_Pn| >5 (59)
Py

The term B,, P_..are present and future power output of PV system, §

n+1

(percentage change of power) is considered as 2% [78].

5.3 The Solar PV Array under Partial Shaded Condition

The performance of the proposed Jaya-LF algorithm can be established with two kinds of PV
arrays under PSC. The first one involves three PV modules in series such that two
combinations are in parallel and labeled 3S2P as shown in Figure 5.2 (a). The second one is
implemented with a four series connected PV module such that two combinations are in
parallel and labeled 4S2P as shown in Figure 5.2 (b). The corresponding P-V characteristics
under different shaded PV array scenarios or patterns are shown in Figure 5.3 and in each
scenario the multiple peaks are different due to shading where the irradiance level pertaining
to each case is presented in Table 5.1 and each PV module is designed for 60W, which is

shown in Table 3.1 in Chapter 3.
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Figure 5.2 PV array configuration under partial shading conditions of: (a) Three PV modules in series and
two path such modules in parallel (3S2P), and (b) Four PV modules in series and two path such modules in
parallel (4S2P).
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Figure 5.3 PV array characteristics under partial shading conditions of: (a) 3S2P, and (b) 4S2P.
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Table 5.1 Irradiance (W/m?) of each module in PV array configuration

Module (M) Pattern-1 Pattern-2 Pattern -3 Pattern-4 | Pattern-5 Pattern-6
M-I 500 700 600 500 700 700
M-11 500 500 400 500 700 500

M-I 200 200 400 200 500 400
M-IV - - - 100 200 100

5.4 Simulation Results

The simulation work is implemented in MATLAB/SIMULINK according to the schematic
circuit diagram of boost converter along with PV array as shown in Figure 5.4. The proposed
algorithm generates duty by sensing voltage and current from the PV array output. The
proposed algorithm is modelled in Simulink using s-function as per flowchart shown in
Figure 5.1. Modelling of PV array is implemented based on the parameters of PV module as
shown in Table 3.1 at Chapter 3. The PV modules are connected in series and parallel with
blocking and bypass diodes, as shown in Figure 5.2. The proposed Jaya-LF algorithm is
verified under six cases (patterns) of PV array scenarios in order to show the superiority over
conventional Jaya and PSO algorithms during partial shading effect. In the first three
scenarios, the global Maximum Power Point (MPP) of 3S2P with left peak, middle peak and
right peak are considered in P-V characteristics. The next three scenarios of global MPPs
involve first peak, second peak and third peak from left of P-V curve at 4S2P. The initial
particles of three algorithms, termed as duty cycle to boost the converter, with points are
x; =0.2, x, =05 and x3 = 0.7 considered without depending on PV system. The

remaining parameters of boost converter and algorithms are represented in Table 5.2.
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Figure 5.4 Application of PV array to boost converter with MPPT controller.
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Table 5.2 Designed parameters of algorithms and boost converter

Particulars Specifications
Proposed B=15
Cimin = 1,Cimax = 2,
PSO Comin = 1, Comax = 2,

Wpin = 0.1, wpae = 1.
L = 1.5mH, C; = C, = 100yF,
Fs = 10kHz, Diode — MUR860,
MOSFET — IRFP460,
100Q 10A Variable Rheostat load.

Boost coverter

Population size = 3
Sampling

For simulation Ty = 50ms,
period (Ty)

For experimental T; = 200ms.

5.4.1 Simulation Results of 3S2P PV Array Configuration

In the PV array configuration, six PV modules are used to form 3S2P, as shown in
Figure 5.2 (a); in pattern-1 (case-1) the irradiance of first, second and third rows are 500W/m?,
500W/m? and 200W/m?2. Out of that two irradiances are same, while one is different.
Therefore the corresponding P-V curve has two peaks where the first peak (left peak) is global
peak, shown in Figure 5.3 (a). Consider 3S2P as PV source to boost converter and operate
switch (MOSFET) of boost converter by providing pulse from the proposed Jaya-LF
algorithm; the Jaya-LF will execute based on V,,, and I,,, of PV array output voltage and
current. The PSO algorithm is applied to the proposed system and the tracking time to reach
global MPP (110.60 Watt) is 1.38 sec with 10 iterations. The time required is substantial for
PSO due to three tuning parameters, these being weight and acceleration parameters (i. e., w,
C; and C,) which are unable to find optimum values during tracking. In order to reach global
MPP (110.60 Watt) of Jaya algorithm, the time required is 0.75 sec with 5 iterations and many
transient oscillations. The proposed Jaya-LF algorithm only takes 0.37 sec along with 3
iterations for GMPP (110.60 Watt) of pattern-1. The Jaya-LF yields better results compared
to conventional Jaya and PSO algorithms in terms of tracking time and number of iterations
for GMPPT. The proposed Jaya-LF algorithm gives better result compared to PSO and Jaya
algorithm because the PSO has more control parameters to get global optima, whereas with
PSO, the random numbers help to jump from one location to another location for initial

searching, implying the exploration process is good. In order to converge to global peak, it
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Figure 5.5 Simulation results for 3S2P PV array configuration during shading: (a) Pattern-1,
(b) Pattern-2, and (c) Pattern-3.
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takes time due to three tuning factors (w, C;, C5) ; because the algorithm is unable to arrive
at the exact value through iterations, it takes more time to converge, making the exploitation
process poor. Jaya algorithm is highly easy to work with and efficient in this aspect and does
not have many specific parameters for convergence. Its exploration process is good with the
presence of random numbers, but exploitation process is poor due to fewer control parameters.
The variation at steady-state power is not constant but oscillating, and so the exploitation is
poor. In order to improve exploration and exploitation process, lévy flights are added to Jaya
algorithm. The Lévy Flights (LF) imply random nature, which can be implemented along with
Jaya algorithm for rapid convergence. By employing Iévy flights on updating the population,
variables are able to take short jumps and long-distance jumps to improve the process of
exploitation and exploration. The simulation results of pattern-1 are shown in Figure 5.5 (a)
and performance details are presented in Table 5.3. Similar to pattern-1, the other two patterns
of middle peak and right peak called patten-2 and pattern-3 of 3S2P configuration have also
been applied as PV source to converter and its irradiance levels and performance results are
shown in Table 5.1 and Table 5.3, respectively. The P-V curves and simulation results are
shown in Figure 5.3 (a) and Figures 5.5 (b) & 5.5 (c). In these cases also, Jaya-LF overcomes
the disadvantages of PSO and Jaya algorithm. Further, the tracking performances of these
three MPPT algorithms can be described by MPPT efficiency n, which can be calculated as

follows:

MPPT efficiency n = % X 100% (5.12)
2

Term P; means the output power is in the stable mode of the PV system under the Jaya-LF
MPPT algorithm and P, is the maximum output power of the PV array pattern under a certain
PSC conditions.

5.4.2 Simulation Results of 4S2P PV Array Configuration

In the setup, the PV array is implemented with eight PV modules to form 4S2P as shown in
Figure 5.2 (b). System complexity is increased compared to 3S2P. The 4S2P array is taken
into consideration in order to prove that the proposed method works well for complex PV
configurations also. The three patterns are first, second and third peaks from left of P-V curve

as shown in Figure 5.3 (b) and its irradiance (W/m?) levels shown in Table 5.1. In pattern-4,
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Figure 5.6 Simulation results for 4S2P PV array configuration during shading of: (a) Pattern-4,
(b) Pattern-5, and (c) Pattern-6.
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the PSO algorithm takes time to locate global peak power (108.30Watt) in 1.5 sec with 10
iterations. Jaya algorithm tracks global peak power (108.30Watt) in 0.75 sec with 5 iteration
while the proposed Jaya-LF algorithm takes 0.37 sec to track global peak (108.30Watt) with
3 iterations. So with 4S2P array also, the proposed algorithm gives best performance
compared to Jaya and PSO in terms of tracking oscillation, tracking time with fewer iterations
and without tuning parameters. The advantages of pattern-5 and patten-6 are the same as that
of pattern-4. The simulation results of voltage, current and power 4S2P waveforms are shown
in Figure 5.6, while the simulation performance of 4S2P PV array results is presented in
Table 5.3.

Table 5.3 Simulation performance analysis of 3S2P, and 4S2P PV array configurations

Technique/ Rated Extracted Tracking Iterations Tracking
Parameter Power of PV | Output Power time(sec) Efficiency (%0)
array (Watt) of PV (Watt)

Proposed 110.97 110.60 0.37 03 99.66
Jaya Pattern-1 110.60 0.75 05 99.66
PSO 110.60 1.38 10 99.66

Proposed 120.13 119.60 0.37 03 99.55
Jaya Pattern-2 119.60 0.74 05 99.55
PSO 119.60 1.39 10 99.55

Proposed 141.85 141.57 0.38 03 99.80
Jaya Pattern-3 141.57 0.74 05 99.80
PSO 141.57 1.65 11 99.80

Proposed 108.89 108.30 0.37 03 99.45
Jaya Pattern-4 108.30 0.75 05 99.45
PSO 108.30 1.50 10 99.45

Proposed 188.14 188.10 0.37 03 99.97
Jaya Pattern-5 188.10 0.75 05 99.97
PSO 188.10 1.93 11 99.97

Proposed 148.60 148.40 0.37 03 99.86
Jaya Pattern-6 146.30 1.14 08 98.45
PSO 146.30 1.55 11 98.45

Simulation Results of Pattern-1 and Pattern-2 during Dynamics: The dynamics in
simulation are observed from pattern-2 to pattern-1 in comparison with PSO, Jaya and the
proposed Jaya-LF algorithms. Actually, when one of the shading pattern-2 is considered it
will track global peak power (119.60Watt) with the proposed Jaya-LF method, maintain
constant power up to 4 sec. After that pattern-1 is applied to the system and then the proposed
Jaya-LF algorithm recognizes the system as per the power equation given in (5.9). If it is

confirmed by proposed algorithm that there has been a change of pattern, the algorithm has
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to re-initialize the initial parameters and then start tracking new global peak power
(110.60Watt) according to pattern-1. Finally, the Jaya-LF method proves advantageous under
dynamic conditions compared to Jaya and PSO algorithms results as shown in Figure 5.7 in

terms of tracking time and tracking oscillations with reduced number of iterations.
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Figure 5.7 Simulation results for proposed Jaya-LF algorithm compared with Jaya, and PSO algorithms
during dynamics of shading pattern-1, and shading pattern-2 of 3S2P PV array.

5.5 Experimental Results

An experimental prototype of PV system design is shown in Figure 5.8; it consists of
programmable PV simulator followed by boost converter. In real time, the proposed Jaya-LF
algorithm can be implemented by dSPACE 1104 controller installed using MATLAB
software. Here the PV array configurations were replaced by programmable PV simulator
(Magna power electronics XR600-9.9/415+PPPE+HS). The pulse generation for boost
converter switch emerged from control algorithm provided by sensing voltage (LV25-p) and
current sensor (LA55-p) from output of PV simulator. The parameters considered for
experiments were the same as for simulation and the advantages of the proposed Jaya-LF
algorithm was verified to be the same as observed during simulation work compared to Jaya
and PSO algorithms with six cases of PV patterns under partial shading conditions for
GMPPT.
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Figure 5. 8 Experimental setup for proposed Jaya-LF algorithm.

5.5.1 Experimental Results of 3S2P PV Array Configuration

The PV array patterns were applied through the PV simulator. In the 3S2P configuration,
three PV patterns of left, middle and right peaks were considered in this configuration. In
order to verify maximum voltage and maximum current with respect to global power of a
particular PV array pattern, the screen shot of P-V curve operating point and I-P curve was
taken from PV simulator software by operating the point on global peak on each curve and
placing that in each experimental result below the right side bottom corner. The performance

results of 3S2P are presented in Table 5.4.

In pattern-1 (case-1), the PSO algorithm tracks global power of 95.87 Watt with a tracking
time of 6.5 sec in 11 iterations and from the results shown in Figure 5.9, both tracking and
steady state oscillations were observed. The tracking time was more in PSO due to three
tuning parameters (w, C; and C,). The power obtained by Jaya algorithm was 110.05 Watt
with a tracking time of 4.75 sec to reach global peak of P-V curve in 8 iterations; the
observations from using Jaya algorithm are: oscillationsand power loss during initial tracking
due to fewer specific parameters. The proposed Jaya-LF algorithm consumes power of
110.40Watt with a time of 2.5 sec and takes 4 iterations, while showing fewer oscillations
during tracking compared to Jaya and PSO algorithm. So during experiment phase too,
Jaya-LF outperformed both Jaya and PSO algorithm in terms of minimum tracking time,

fewer iterations and without using tuning parameter. Similar advantages were obtained for
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Figure 5.9 Experimental results for shading pattern-1 of 3S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.
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Figure 5.10 Experimental results for shading pattern-2 of 3S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.
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Figure 5.11 Experimental results for shading pattern-3 of 3S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.

132



Chapter 5 Jaya-LF algorithm for Global MPPT under Partial Shading in PV System

pattern-2 of PSO, Jaya and the proposed Jaya-LF algorithms, with tracking time of (6 sec, 4.5
sec and 2.5 sec) and iterations of (10, 8 and 4) respectively. In pattern-3, the tracking time
was (6, 5 and 4) sec with (10, 9 and 4) iterations for PSO, Jaya and the proposed Jaya-LF
algorithms. The results are shown in Figures 5.10 & 5.11 for pattern-2 and pattern-3, and the

corresponding results are presented in Table 5.4.

5.5.2 Experimental Results of 4S2P PV Array Configuration

The first, second and third peak from left side of P-V curve of 4S2P configuration were
considered. In pattern-4, the power generated by PSO is 106.75Watt in 5 sec along with 9
iterations to reach GMPPT, Jaya tracked power of 104Watt in 4 sec and 7 iterations for
GMPPT while the proposed Jaya-LF algorithm tracks global power of 107.10Watt in 2 sec
and 3 iterations. The proposed Jaya-LF algorithm overcomes the problems connected with
Jaya and PSO. Its experimental results are shown in Figure 5.12 and details presented in
Table 5.4.

In a similar way, in pattern-5, Jaya, PSO and the proposed Jaya-LF algorithms track GMPP
with a time of (6, 5 and 3) sec and iterations of (10, 9 and5), respectively. In pattern-6, GMPP
is located with (6.5, 5.5 and 2) sec and in (11, 9 and 3) iterations for PSO, Jaya and proposed
Jaya-LF algorithm, respectively. The results of pattern-5 and pattern-6 are shown in
Figures 5.13 & 5.14 while a detailed explanation is provided in Table 5.4. The operating
point on global peak of P-V curve I-P curve are shown in the respective results on right side

bottom corner for the sake of convenience.

Experimental Results of Pattern-1 and Pattern-2 during Dynamics: Verification of the
proposed Jaya-LF algorithm for sudden change of shading occurs on PV system. According
to Figure 5.15 pattern-2 was applied tracks global power of (118.80, 112.20 and 119)Watt
with a tracking time (7, 5.5 and 3) sec of PSO, Jaya and proposed Jaya-LF algorithm and
continues up to (15, 12 and 16) sec then suddenly the pattern-1 was initiated immediately the
algorithm recognize newly updated PV array based on power equation (5.9) , the algorithm
has to re-initialize the initial parameters and tracks the GMMP of pattern-1 (110.40, 105.60
and 110.40)Watt with time of (9, 6 and 3) sec. From this, the proposed Jaya-LF algorithm
performs well compared with PSO and Jay algorithms even in dynamic conditions also.
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Figure 5.12 Experimental results for shading pattern-4 of 4S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.
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Figure 5.13 Experimental results for shading pattern-5 of 4S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.
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Figure 5.14 Experimental results for shading pattern-6 of 4S2P PV array of: (a) PSO, (b) Jaya, and
(c) Proposed Jaya-LF algorithm.
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Figure 5.15 Experimental results during dynamics of shading pattern-1, and shading pattern-2 of 3S2P PV

array of: (a) PSO, (b) Jaya, and (c) Proposed Jaya-LF algorithm.
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Table 5.4 Experimental performance analysis of 3S2P, and 4S2P PV array configurations

Technique/ Rated Extracted Tracking Iterations Tracking
Parameter Power of Output Power time(sec) Efficiency (%0)
PV array of PV (Watt)
(Watt)

Proposed 110.97 110.40 25 04 99.48
Jaya Pattern-1 110.05 4.7 08 99.17
PSO 95.87 6.5 11 86.39

Proposed 120.13 119.00 25 04 99.05
Jaya Pattern-2 111.60 45 08 92.89
PSO 118.40 6.0 10 98.55

Proposed 141.85 141.50 25 04 99.75
Jaya Pattern-3 135.20 5.0 09 95.31
PSO 137.20 6.0 10 96.72

Proposed 108.89 107.10 2.0 03 98.35
Jaya Pattern-4 104.00 4.0 07 95.50
PSO 106.75 5.0 09 98.03

Proposed 188.14 187.20 3.0 05 99.50
Jaya Pattern-5 180.20 5.0 09 95.77
PSO 183.75 6.0 10 97.66

Proposed 148.60 147.90 2.0 03 99.52
Jaya Pattern-6 143.10 55 09 96.29
PSO 144.37 6.0 11 97.15

5.6 Comparative Study of Proposed Jaya-LF Algorithm with Existing
Algorithms

The PSO algorithm takes more time to capture global peak of multiple peaks on a P-V curve
due to (w, C;, C,) factors as these factors contribute to the inability of tuning optimum value
during the course of iterations to attain global peak location faster [20]. Adaptive Radial
Movement Optimization (ARMO) tracks location(s) of GMPP faster but it is implemented by
considering dependent initial particle, the particles are more than five and three tuning
parameters [33]. Grey Wolf Optimization (GWO) algorithm is applied for GMPP with one
tuning parameter over the course of iterations, but the parameters are not re-initialized when
the change of PV pattern occurs and there is delay in convergence as well due to linear control
tuning parameter [29]. The recent a Hybrid between the Adaptive Perturb and Observe and
Particle Swarm Optimization (HAPO & PSO) algorithm have rapid convergence but the
initial parameters are dependent [87]. The natural cubic-spline-guided Jaya (S-Jaya)
algorithm, promises improved performance compared to Jaya algorithm but it is implemented

with five dependent parameters [25]. Modified Particle Velocity-based Particle Swarm

138



Chapter 5 Jaya-LF algorithm for Global MPPT under Partial Shading in PV System

Optimisation (MPV-PSQ) algorithm performs better compared to PSO, the reason being
MPV-PSO is achieved by removing weight factor while cognitive factors are updated with
current particle by tuning them with PV system voltage [24]. The Hybrid GWO and Fuzzy
Logic Controller (GWO-FLC) algorithm is considered for higher power levels with an
average of 5 to 10 member initial population [30]. Due to more particles initialization, there
is computational burden on the system per each iteration. In this chapter, the proposed
Jaya-LF algorithm enables faster convergence compared to Jaya and PSO methods. The Jaya
algorithm response is slow for GMPPT application because of fewer specific parameters. In
order to improve the performance of Jaya, it is represented by a combination of Lévy flight
for fast convergence. The Lévy Flights (LF) imply random nature, which can be implemented
along with Jaya algorithm for rapid convergence. By employing Lévy Flights on updating the
population, variables are able to take short jumps and long-distance jumps to improve the
process of exploitation and exploration.The concept behind LF is searching in small steps for
exploitation process while taking a long jump for exploration process from one place to
another before commencing searching; this improves the overall performance of Jaya-LF
algorithm. The comparison of the proposed Jaya-LF technique with seven recent GMPPT
techniques was made, details of which given in Table 5.5, and the results of proposed Jaya-
LF algorithm compared with Jaya, PSO are also shown in Figure 5.16 using experiment based

tracking time and iteration with respect to each PV pattern of three algorithms.

Table 5.5 Qualitative comparison of the proposed Jaya-LF algorithm with existing MPPT Algorithms

Parameters/ PSO ARMO GWO HAPO & S-Jaya MPV- GWO-FLC Pronosed
Method [20] [33] [29] PSO [87] [25] PSO[24] [30] P
T;T;ke?g Moderate Fast Moderate Fast Fast Fast Fast Fast
Iterations More Less Moderate Less Less Less Less Less
Tuning 3 3 1 Nil Nil 2 1 Nil
parameters
p;r;:i“cilas Independent | Dependent | Independent | Dependent | Dependent | Dependent | Independent | Independent
Population 5 >5 3 3 5 3 >5 3
size
Efficiency High High High High High High High Very High
Re- Conside Conside Not conside Conside Conside Conside Conside Conside
initialization red red red red red red red red
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Figure 5.16 Experimental results comparison of proposed Jaya-LF algorithm with PSO, and Jaya algorithms

of: (a) Tracking time, and (b) Iterations with respect to each shading pattern.

5.7 Results and Conclusions

In this chapter a novel Jaya algorithm based on Lévy Flight (Jaya-LF) was proposed,
simulated and implemented experimentally for tracking global peak power during partial
shading of PV arrays. The proposed Jaya-LF algorithm tracks global peak power with fewer
iterations and lower convergence time. The oscillations at steady state and transient state are
reduced without any tuning parameter; the three initial particles are independent of the PV
system. To highlight the benefits of the proposed Jaya-LF algorithm, a detailed verification
with conventional Jaya and PSO algorithms is presented. The proposed Jaya-LF algorithm
performed far better than Jaya and PSO methods and could track GP under all shaded
conditions of PV array with superior performance even under dynamic shaded conditions,
with higher and more reliable efficiency. The reduced control parameters are considered in
the proposed Jaya-LF algorithm compared with MGWO algorithm in Chapter 3 and
VPSO-LF algorithm in Chapter 4.
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6.1 Conclusions

The solar photovoltaic system is the most attractive source of electricity in renewable power
generation system due to the abundant availability of sunlight. However, it has some
drawbacks, such as weather inconstancy, low tracking efficiency. Extensive research has been
conducted so far on improving the efficiency of MPPT power extraction from PV systems
under different climatic conditions. However, selecting the best MPPT for a specific PV
system configuration and requirements has always been difficult. In order to accomplish this,
we have explored and studied the most important and recent evolutionary optimization
strategies introduced in our proposed methods, revealing the features of each strategy under
partial shading conditions. Most standard MPPT algorithms struggle to obtain reliable GMPP
under fast changing of irradiance and partial shading conditions, according to the findings.
However, improved evolutionary optimization algorithms outperform traditional algorithms

in tracking the GMPP under partial shading conditions.

The proposed MGWO algorithm is used for tracking GMPP during shaded conditions of PV
array in Chapter 3. This proposed MGWO algorithm enhances performance of existing GWO
algorithm by using modified updated-position and non-linear variation of control
parameter for better convergence factor. This proposed MGWO algorithm was tested by
considering different PV array configurations. In which six patterns (cases) were formed
under partial shaded conditions (PSC). During PSC, the corresponding P-V curves shows
multiple peaks. The proposed MGWO algorithm developed and validated experimentally for
tracking the global peak (GP) power under shaded condition of PV array with reduced
number of iterations and less tracking period. The steady-state oscillations also reduced
around global peak point successfully and implemented only one tuning control parameter;

initial particles were independent of PV system.

The tuning nature of control parameter was eliminated in the proposed algorithm of

Chapter 4. To improve convergence factor, the velocity of Particle Swarm Optimization is
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updated based on Lévy Flights which is called VPSO-LF algorithm. The Lévy Flights (LF)
are random walks, which improves the exploitation process with small steps and takes long
jump for the purpose of exploration process. So the proposed VPSO-LF improved the
performance of PV array under partial shaded conditions. The VPSO-LF algorithm was
proposed with reduced tuning parameters, developed and validated experimentally for GMPP
tracking with eight cases (patterns) of PV array under PSC. In this proposed VPSO-LF
algorithm, the velocity is updated with Lévy Flights distribution to reach GMPP with less
tracking time and reduced number of iterations and without considering limitations on
velocity. The proposed VPSO-LF algorithm also reduces steady-state oscillations around
global peak effectively, this method considered initial duty independent of the PV system and

also does not needs the tuning of velocity parameters.

The control parameters were reduced, the algorithm proposed in Chapter 5. Here the Jaya
algorithm is having less number of control parameters and suitable for tracking global peak
power under partial shaded conditions of PV array. This Jaya algorithm is good for
exploration search process with the presence of random number but shows poor exploitation
process with less number of control parameters which delay convergence time. To improve
convergence time, a Jaya algorithm proposed based on Lévy Flights (Jaya-LF). The proposed
Jaya-LF was simulated and implemented experimentally for tracking global peak power
during partial shading of PV arrays with low number of control parameters. The Jaya-LF
algorithm tracks global peak power with fewer iterations and lower convergence time. The
oscillations at steady-state and transient state are reduced without tuning parameters; the three
initial particles are independent of the PV system. To highlight the benefits of the proposed
algorithms, a detailed comparison is made in terms of extracted PV array power, convergence
time, number of iterations and tracking efficiency. During the sudden change of PV array
pattern, the proposed algorithms had re-initialized the parameters to know the effectiveness
of proposed methods. This also compared with existing algorithms in terms of population
size, tracking time, iterations, number of tuning parameters, dependency of initial particles,
and re-initialization of parameters. The controlled parameters were reduced in Jaya-LF
algorithm compared with VPSO-LF and MGWO algorithms.
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6.2 Scope for Future Research

In three-phase systems, two-stage and single-stage grid connected SPV systems are
commonly used topologies. The two stage system consists of two conversion stages
as DC-DC converter stage for MPP tracking and voltage boosting, and a DC-AC
inverter stage for interfacing the PV system to the grid. These proposed algorithms
in the present research can further be used on PV integrated to grid-tied systems to
improve tracking efficiency of PV system. On the other hand, a single-stage
topology have gained attention especially in low voltage applications due to high
efficiency when compared to two-stage conversion. However, the efficiency of

conversion stage is improved in single-stage grid connected PV system.

Grid connected PV system has facing challenge of intermittent energy production
with the dynamic power demand. To overcome this, energy storage system is added
to the grid connected PV system. The improved evolutionary optimization
techniques can be applied for hybrid systems to increase the efficiency and to
maintain constant voltage. The energy management is required during non-PV
hours, supply power to DC-loads. The battery energy storage is connected to dc-
link of VVoltage Source Converter (VSC) through a bi-directional DC-DC converter
to meet the requisite of power management in the grid and load environment. In
single-stage PV-battery grid connected system, both VSC and bi-directional DC-
DC converter are responsible for MPP tracking and real power injection to grid. For
that, co-ordination between VSC and bi-directional DC-DC converter is required
for MPP tracking.

The MPPT algorithms are applied to enhance the performance of the grid-connected
permanent magnet synchronous generator driven by variable speed wind turbine
(PMSG-VSWT). The MPPT algorithms provides minimum integral squared error
(ISE) for the input errors of PI controllers that are controlling the RMS voltage of

PMSG and grid, the DC link voltage, and generated power real power.
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Appendix-1: Flowchart for the Hill Climbing Algorithm
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Appendix-11: Flowchart for the PSO Algorithm
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