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ABSTRACT

In human brain mapping, connectivity is one of the main concerns. Connectivity enables con-

nections through the nervous system across different brain regions. Based on the interactive

time series, the causal connectivity between scalp sensors has been studied until now. The

result acquired through the application of causal connectivity between the sensor time-series

measurements does not permit an interpretation of interacting brain sources. Sensors are placed

outside the head in electroencephalography (EEG) recording, and the volume conduction prob-

lem arises. This means that each sensor collects a linear superposition of signals from across

the brain instead of measuring activity at only one brain site. This superposition of signals

creates immediate associations in the data and can detect improper connectivity. It is because

the locations of the channel cannot be seen as a physiological location of sources. This thesis

proposes an analysis methodology that partially overcomes this limitation.

Source localization is essential for the visualization, surveillance, and comprehension of

brain activity. Electromagnetic signals are generated by groups of firing neurons at the scalp

surface detected in the cerebral cortex by electroencephalography (EEG). EEG thus represents

the strength as well as the location of the brain activated areas.Several issues complicate the

localization of neural sources from measured fields based on the solution of an inverse prob-

lem. The problem is ill-posed: there are an infinite number of current distributions which also

describe a given measurement. The main focus of this thesis is on finding the source of brain

activity. Although specific methods demonstrate the flow of scalp sources, prior assumption

in active brain regions is still necessary. Here is a new approach to describe the brain sources

in their respective position, amplitudes based on particle filters. For this procedure, the current

dipole is taken as the hidden state, and the EEG records as the observation state for a state-space

model. Then, by using the particle filter, estimate the unknown state i.e., location of the sources.

To alleviate particle degeneracy of the particle filter, some improvements have been sug-

gested by developing resampling techniques in particle filters for EEG applications. In this

thesis, a new approach based on partial stratified resampling (PSR), branching, and minimum

sampling variance (MSV) resampling methods in the particle filter for localization of the neural

source of EEG data is proposed.

The connectivity methods used to assess statistically significant functional relationships

between the temporal dynamics of sources. EEG source space connectivity can be used to iden-

tify the connectivity among the brain sources. EEG localization techniques and connectivity

methods have been developed considerably over the past decades separately. In this thesis, we

v



propose a framework which combines both localization and conectivity methods. The particle

filter was applied to extract the sources and their amplitudes. Multivariate (MVAR) model is

applied to the time courses of estimated sources, and by using the Granger causality techniques

to obtain the connectivity measures of the given data.

The objective and scope are clear: automatic and reliable localization and connectivity

of the sources could be practical in several fields, including clinical applications (pre-surgical

evaluation, focal epilepsy), brain-computer interfaces, and analysis of large datasets.
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Chapter 1

Introduction

1.1 Overview

The brain is a highly complex and interrelated network of billions of neurons. The neural

activity starts from the early stages of prenatal development in the human brain. In this early

stage and throughout life, electric signals produced by the brain believed to reflect not only the

brain’s activity but the state of the human body. We perceive the brain function as observers

through the measurements or signals we get from it. Three methods can monitor functional

and physiological changes within the brain neural activity with high temporal resolution: an

electroencephalogram (EEG), a magnetoencephalogram (MEG), and a functional magnetic res-

onance imaging (fMRI), which have their advantages and drawbacks.

In this thesis, the EEG is taken as a signal acquisition measure. The EEG measures the

time-evolving voltages caused by brain activity. To detect, diagnose, and treat brain disorders,

it is vital to understand the neuronal functions and neurophysiological property of the brain

and the mechanisms underlying the bio-signal generation and their recording. It means that

sophisticated digital signal processing techniques will extend to electroencephalogram (EEG)

signals obtained from the human brain. Electroencephalography allows physicians to observe

and interpret the electrical fields of brain activity. The specialist tries to determine the existence

and location of EEG patterns for each type of diagnosis and whether they represent normal or

abnormal neuronal activity.

Hans Berger (1873–1941) was the discoverer of human EEG signals. In 1920 he started

researching human EEGs [4]. In 1910, he began working with a string galvanometer, and after

1924 he switched to a smaller variant of Edelmann and a bigger Edelmann model. In 1926

Berger started using the Siemens double-coil galvanometer, which became more robust [5]. His

first human EEG recording on picture paper was in 1929, lasting between one and three minutes.
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In this recording, he only used a one-channel bipolar technique with the front-occipital leads.

EEG recording became famous in 1924. The first Berger analysis was the alpha rhythm. He

then reported the impact of hypoxia on the human brain and the presence of several diffused and

localized disorders in the brain that proposes epilepsy discharges occur [6]. Berger also had a

keen interest in the location of brain tumors and cerebral localization. He also discovered some

relationship between mental behaviors and EEG signal variations.

EEG has been used in routine development of clinical, trial, and computational studies

to determine, identify, diagnose, and treat a wide range of human brain and central-nervous-

system (CNS) neurological and physiology disorders. EEGs are invasively and without inter-

ference collected using computers. A selection of signal processing tools, delicate and sensitive

electrodes, and enough memory for long-term recordings of several hours are needed for the

EEG machines.

1.2 Outline of nervous systems

The nervous system consists of nerve cells located between neurons, which absorb, in-

teract, and process body information and send it away rapidly and accurately, internally, and

externally. Two elements of the nervous system include the Central Nervous System (CNS)

and the Peripheral Nervous System (PNS). CNS consists of the brain, the spinal cord, and PNS

consists of sensory neurons and nerve cells that are linked together and often associated with

the CNS. All systems are closely connected as the sensory input of CNS is provided from PNS,

and the PNS communicates responses to the organ system.

A neuron is composed of a cell body (also known as soma), dendrites, and an axon. The

neuron must now make a decision based on the information given by dendrites from other neu-

rons, which will then be forwarded to the dendrite of another neuron across the axon [7]. Figure

1.1 shows the scheme of the neuron. Nerve cells respond to stimuli and transmit information

at long distances. The majority of the metabolism of nerve cells, especially those related to

protein synthesis, is comprised of a single nucleus in the nerve cell body. Neurons transfer

electrical potential to other cells through thin fibers known as axons. An axon is a long wire

bearing an electrical pulse that can last for a few meters. Dendrites are connected to other nerve

axons or dendrites that receive pulses from other nerves or transmit signals from them to other

nerves. In the human brain, each nerve is connected mainly by dendritic connections to about

10,000 other nerves. The activities of CNS related to current between axons (synapses) and cell

dendrites and the interactions between the dendrites. The synapse is a neural structure (or nerve
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cell) allowing the transmission of an electric signal to another neuron. Such electrical signals

referred to as Action Potentials (AP).

Figure 1.1: Scheme of the neuron

The cell membrane of the body may report a negative polarity of an AP of 60–70 mV. This

potential varies with differences in the synaptic process. Within such sequences, the first cell to

generate action potentials are the presynaptic cell, and the second cell that addresses the first cell

in the synapse is called the postsynaptic cell. The presynaptic cells typically consist of neurons

and generally are postsynaptic cells in other neurons, muscle cells, or gland cells. A synaptic

signal cell may be suppressed, activated, or modulated. The corresponding neuron produces an

excitatory postsynaptic potential (EPSP). When an event potential flows through the fiber re-

sulting in an excitatory synapse. The fiber ends in an inhibitory synapse when hyperpolarization

occurs, indicating the inhibitory postsynaptic potential (IPSP).

The membrane keeps charged sodium (Na+) and potassium (K+) ions from floating in and

out of the cell body that has a resting potential of -70mV negatively charged to the outside [7].

Figure 1.2 shows the synaptic activities schematically,

1. The electrical current coming from the dendrites increases the membrane potential.

2. When this depolarization hits -55mV, the cell membrane is opened entirely up to Na+

ions, which now enter the cell, creating a potential positive called action potential.

3. The cell membrane also opens up temporarily delayed for K+ ions in the cell that now

exit the cell, allowing the membrane’s ability to be repolarization.
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4. The potential for the cell membrane is temporarily reduced to -70mV because the cells

are slower to lose their permeability concerning the K+ ions (hyperpolarization) before it

stabilizes at the resting potential.

The axon transfers the AP to the other neurons. To initiate AP, a stimulus must be above

a threshold. Very low stimuli cause local electrical perturbation but do not create an AP which

is transmitted. When the stimulus strength reaches the limit, an action potential will arise and

flow down the nervous. The neuron activates and transfers the information (AP) to subsequent

neurons when the electric current accumulated from all input axons reaches one certain thresh-

old. The action potential velocity is 1 to 100 m/s. AP’s are activated by different stimulus types;

sensory nerves respond to a variety of stimuli including chemical, light, electricity, strain, touch,

and stretching. The nerves within the CNS, on the other hand, are mostly activated by chemical

processes at synapses (brain and spinal cord).

Figure 1.2: Action potential

1.2.1 Overview of EEG signals

Electroencephalography (EEG) is an electrophysiological monitoring tool for measuring

brain electrical activity. The electrodes configured on the scalp usually are invasive, but some-

times invasive electrodes are used, as in electrocorticography. Clinically, EEG refers to the

monitoring of spontaneous brain electrical activity in a period from several scalp electrodes [8].

The AP of a single neuron cannot be extracellularly measured since its amplitude is too low

for the EEG to measure. The EEG signal is the measurement of currents flowing in dendrites

of many pyramidal neurons of the cerebral cortex during synaptic excitation. When the brain

cells (neurons) are activated, synaptic currents generated inside the dendrites. This current

produces a magnetic field and secondary electric field; the magnetic field can be measured by

electromyography machines (EMG) and a secondary electric field measured by EEG-systems
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over the scalp. The electroencephalography describes the potential difference between two

cortical positions over time [9].

For getting a good electric signal, the following conditions must be complied with:

– many neurons must fire synchronously.

– those neurons must be parallelly aligned, to summarize instead of canceling them [1] (see

Figure 1.3)

Figure 1.3: Cortical generators of electric currents. Thick arrows represent the propagation of
electrical currents that can be picked up by the EEG electrode [1].

The combined postsynaptic potential of pyramid cells is responsible for the electric poten-

tial differences, which create electric dipoles between the soma (neuronal body) and the apical

dendrites attached to the neurons shown in Figure 1.1. Currents in the brain are produced mostly

through the neuronal membrane in the direction controlled by membrane potential through the

positive ions of Na+, K+, Ca+, or the negative ion of chlorine, Cl- [10].

The human head consists of different layers, including the scalp, the skull, the brain, and

several other thin layers. The skull attenuates the signals about 100 times more than the soft

tissue. Also, most noise is produced either inside the brain (internal noise) or through the

scalp. Only large populations of active neurons can thus provide sufficient potential for the scalp

electrodes to be identified. Such signals are then substantially intensified for the monitoring of

the EEG. When the central nervous system (CNS) is complete and functional at birth, about 1011

neurons are developed [11]. It generates 1014 neurons per cubic mm on average—nerve cells

connected to neural networks through synapses. There are about 5 × 1014 synapses for adults.

Overage, the number of synapses per neuron is growing while with age, there is a decrease in

neurons.

The brain divided into three parts from an anatomical point of view: the cerebrum or cor-

tex, cerebellum, and brain stem (Figure 1.4). Cerebrum contains areas for initiation of move-
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ment conscious sensational perception, conceptual interpretation, and emotional and behavioral

signals. The cerebellum (small brain) has two tightly folded hemispheres. The cerebellum helps

regulate and manage voluntary muscle movements, posture, balance and preserves equilibrium.

This collects feedback from spinal cord sensory systems and other brain areas and incorporates

them into motor activity. The Brain Stem is the brain’s lower and oldest portion, consisting

of the midbrain, pons, and medulla. It regulates autonomous functions of the body, such as

heartbeat, breathing, bladder function and sense of balance. The brain stem basically regulates

everything you want to function automatically without having to think about it consciously [2].

Cerebrum

CerebellumBrainstem

Figure 1.4: Diagrammatic representation of the brain [2].

Parietal	lobe

Occipital	lobe

Temporal	lobe

Frontal	lobe

Figure 1.5: Cerebral cortex and its four lobes [2].

The cortex consists of two symmetric hemispheres, on the left and the right, separated by a

deep longitudinal fissure. Every brain hemisphere categorized in lobes that are: the frontal lobe

includes decision-making, problem-solving and timing; the temporal lobe involves perception,

sensory language, and emotion; the parietal lobe engages in the processing and transmission of

sensory information from the body, and occipital lobe involved in vision (Figure 1.5).
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Table 1.1: EEG frequency bands

Frequency band Range Brain activity
Gamma 30 Hz Conscious perception, cross-modal sensory processing

Beta 13-30 Hz Active thinking, focus, high alert, anxious
Alpha 8-13 Hz Relaxed, focused mind, closing the eyes
Theta 4-7 Hz Normal sign of sleep, drowsiness, meditation
delta up to 4 Hz Deep and non dream sleep

1.2.2 Brain rhythms

EEG typically characterized by rhythmic activity. Rhythmic activity generally divided

into frequency bands. Such frequency bands originate from a notion that rhythmic movement

has a specific scalp distribution or biological significance within a certain frequency range (1.1).

Spectral methods typically determine frequency ranges. These frequency ranges are classified

as alpha, beta, theta, gamma, and delta [12] to represent most EEGs used in clinical practice.

Figure 1.6 shows some of the EEG bands.
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Figure 1.6: Some examples of EEG waves.

1.2.3 EEG bands

The Delta band has a frequency of up to 4 Hz. Such waves are associated mainly with

deep sleep and can be present in the waking state. Artifact signals due to large muscles of the
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neck and jaw can easily be confused with the true delta reaction. It is because the muscles are

close to the skin surface and generate a strong signal, while the useful signal comes from deep

inside the brain and severely attenuated throughout the skull. It is nevertheless easy to see when

the response is caused by excessive movement by applying simple methods for the EEG signal

analysis.

Theta is between 4 Hz and 7 Hz in the frequency range. The Theta band usually has seen

In young children. It can be found in drowsiness or agitation in adults and can also see in

meditation [13]. A theta wave also comes with other frequencies and tends to be related to the

arousal level. It is called a focal disruption in superficial subcortical injuries; this can see in

general distribution in diffuse or metabolic disorder or deep mid-line disturbances. In contrast,

this spectrum has related to relaxed, meditative, and innovative reports [14].

The frequency for alpha waves is 8–13 Hz and typically shown as a circular or sinusoidal

shaped signal. Alpha waves are found in the back of the head and usually located in the occipital

brain region and in the posterior lobes of any brain region. They represent both a relaxed,

focused mind. These waves are the most common pattern for brain activity.

An electric brain pulse that is between 14 and 30 Hz is a beta wave. A beta wave is the

usual pattern of positive thought, close exposure to external problems, which found in healthy

adults. A high-level beta wave can be obtained if a person is in panic. Rhythmic beta activity is

observed primarily in frontal and central regions [8].

Gamma range is above 30 Hz frequencies and mostly up to 45 Hz. Gamma rhythms

intended to connect various neural populations in a network to achieve a specific cognitive

or motor function. While the amplitudes of these rhythms are very small and unusual, these

rhythms can be used to confirm other brain disorders [15].

Several wave frequencies were much higher than the usual EEG activity range between

200 and 300 Hz. Such frequencies are found in animal brain structures but play no role in

clinical neurophysiology. The majority of rhythms above could last for a few minutes, while

others like gamma rhythm take just a few seconds.

1.2.4 Artifacts

Generally, an EEG activity study poses the question of the difference between real EEG

activity and activity applied through several external factors. Such artifacts can affect the impact
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of EEG recording. The artifacts come from many sources, including eye motion, heart, and

muscle and power line interference. It is the EEG expert’s primary responsibility to recognize,

classify, and eventually remove the artifacts. The experienced neurophysiologist himself is

unable to extract all artifacts from EEG data often. It is, however, always a significant objective

for artifacts to be classified to ensure that they are not from the brain and should not be confused.

Usually, the artifacts divided into two groups, according to [16, 17] physiological and

non-physiological. Physiological artifacts normally originate from sources inside the body that

generate them and not necessarily from the brain, such as eye movement; electrocardiographic

artifacts and electromyography, etc. Non-physiological artifacts come from many sources, in-

cluding appliances (electrode artifacts) and digital devices (electronic materials, power lines,

inductance, etc.).

Through rising technology and the creation and use of additional equipment in the clinic,

new artifacts will arise. The appropriate filtering strategy for artifacts should remove the un-

necessary amount of artifacts and, on the other hand, ensure that undetectable artifacts do not

affect the resulting data. For situations where the EEG experts are relatively easy to detect the

objects, visual inspections may be a good alternative.

1.2.5 Abnormal EEG

In certain subjects, some difference in EEG patterns suggests an abnormality. It can be

caused by many factors, such as distortion and loss of regular patterns, increased irregular

patterns, or the failure of all patterns. Most abnormal EEGs do not replace a typical EEG pattern

entirely. They occur intermittently, only in some head regions, or in the normal background

only. An EEG considered abnormal when it includes: (a) systematic disturbances of irregular

slow waves that are usually related to delta and brain dysfunction, (b) bilateral EEG, sometimes

associated with loss of consciousness, and (c) chronic Focal EEG, typically linked to focal

cortical disorders.

The categories described are not easy to classify and should be applied to a variety of

neurological diseases and other details. Precise analysis of irregular patterns leads to more

clearly defined neurodegeneration disorders such as epilepsy, Parkinson’s, Alzheimer’s, sleep-

and dementia diseases, or other processes, described in [18]. Nevertheless, recent studies have

shown that there is a correlation between irregular EEG patterns, general brain pathology, and

certain neurological illnesses [17].
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1.2.6 EEG recording and measurement

Simple galvanometers reported the first electric neural activity. The light projected to the

galvanometer on the wall replicated using a mirror to maximize the very slight variations of the

pointer. In 1903, Einthoven invented the string galvanometer, an extremely delicate and pre-

cise measurement device. For many decades, it became a regular instrument for photographic

recording. Recent EEG systems include several sensitive electrodes, a set of differential ampli-

fiers (one for each channel) [2].

Spontaneous EEGs typically recorded using a standardized international 10-20 system.

The scalp surface has 21 electrodes, as shown in Figure 1.7. Which are the following: reference

points are a nasion at the top of the nose, and a skull base inion at the back of the head. The

skull perimeters determined from these points in the transverse and median planes. The elec-

trode positions are determined by dividing these outlines into 10% and 20% intervals. Instead

of defined lengths, the use of percentages allows the relation between the electrodes and the

corresponding regions of the brain to be maintained irrespective of the head size. The letters

and numbers are associated to each location site. The frontal polar, frontal, central, parietal

and occipital areas are indicated by Fp, F, C, P, and O. The right hemisphere represents even

numbers, the left is with odd numbers and the midline is defined as "z".

Figure 1.7: The international 10-20 system seen from left and above the head. A = Ear lobe,
C = central, Pg = nasopharyngeal, P = parietal, F = frontal, Fp = frontal polar, O = occipital
[3].

To use the conventional approach to set a more number of electrodes (more than 21 elec-

trodes), the majority of the electrodes located at an equivalent distance between the electrodes,
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respectively. For example, C1 is between C3 and Cz. Figure 1.8 indicates the larger scale for 81

electrodes (10-10 Electrode Placement system), including those based on the recommendations

of the American EEG Society. With the use of 81 electrodes, the distances between interelec-

trodes are reduced to 10 percent, thus leading to a greater electrode density, which can in turn

improve the source localization. For measuring EOG, ECG, and EMG of the underlying eye

muscles, additional electrodes can be used. In addition to the international 10-20, 10-10 system,

however, many other systems operate on the scalp [3, 19].

Figure 1.8: Electrodes in the 10-10 system of electrode placement, as standardized by the Amer-
ican Electroencephalographic Society [3].

EEG recordings are based on differential amplification principle with a rejection of noise

in common mode. The EEG measurements dependent on the use of bipolar or unipolar elec-

trodes Figure 1.9. The potential difference between electrodes pairs is measured in bipolar

method. The potential of each electrode is comparable with the reference or average of all

electrodes in a unipolar method [20].

1.3 Source localization

The brain divided into several parts, each producing a local magnetic field or electric

synaptic current when active. The brain functions can see as a signal source either random

or similar to natural brain activity, as a result of brain stimulation or as a result of physical

movements.
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Figure 1.9: (A) Bipolar and (B) unipolar measurements.

EEG is a measurement of the large number of brain cell (neuron) potentials collected from

scalp electrodes. While studying EEG, the focus always lies not with the potentials obtained

on the scalp but with the possibility of the sources inside the brain. Direct measurements of

the various regions in the brain allow electrodes to positioned inside the head, which implies

surgery. It is undesirable, mainly because it causes pain and danger. A better solution would

be if the desired signals from EEG collected on the scalp could be measured. Signals obtained

are weighted cell potential quantities, where the weights depend on the signal path from the

neurons to the electrodes.

Over the last two decades, identifying brain signal sources exclusively from EEGs has

been an important field of study. This location of the source is needed to research the anatom-

ical, pathological and functional anomalies of the brain and also body-related disorders and

eventually to identify causes of abnormality such as tumors and epilepsy.

The difficulty of identifying the source locations responsible for the EEG electrode’s mea-

sured potential considered as the inverse problem. There are infinite current sources in the brain

which model the recorded data for any sets of measurements or sensors outside of the head.

The estimation of scalp activity sources based on the concept of electrical activity propagation

using different conductivity values of interfaces, including the brain, skull, and scalp, as the

lead field matrix. Using sophisticated algorithms to inverse this matrix provides the so-called

"source localization." That will mean that inverse solutions used to determine the position of

the epileptic source within the solution space at each point in the spike-wave complex based on

the voltage map for such a particular point in time.
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There are currently two main fields of studies in neural source modeling. The first method

of modeling involves the use of imaging models, which explain the data with a dense set of

dipoles distributed at fixed locations. A second method is a parametric approach, which ben-

efits from replacing these dense dipole sets with the help of a single equivalent current dipole

[21]. The imaging technique can generate a detailed map of cerebral activity, but the parametric

approach maps EEG measurements directly to a small number of parameters [22]. The paramet-

ric method can be used to provide more intuitive interpretations of the equivalent current dipole

models, which explain the electrical activity of the brain. An essential task in the parametric

approach is to evaluate the location of the equivalent current dipole sources within 3D brain

volume through EEG scalp measurements. The majority of work previously done on locating

EEG sources has two assumptions (1) that the number of dipoles is fixed and (2) that the source

locations are fixed in time [23, 24, 25, 26, 27, 28, 29].

In general, the quantity and positions of neural dipoles vary dynamically over time. In

[30], the number of neural dipoles and their locations are dynamically evaluated and updated at

every step described from the measured data. The unknown source positions and moments have

taken as the hidden state function, and EEG data taken as the state-space model’s measurement

function. The optimal estimation of the hidden state in a Bayesian context depends on the state’s

posterior density function (pdf) given in the observations [31].

Particle Filter (PF) is a sequential Monte Carlo procedure that uses Sequential Importance

sampling to approximate the state’s posterior distribution at each step [32]. Particle filter uses

particle arrangement to sample the framework’s state-space. These particles are then weighted

utilizing the measurement model to give a measure of the state posterior density.

Several approaches for solving the inverse problem have been suggested, widely used

for localization of brain sources. The most common algorithms include sLoreta (Standardized

low-resolution electromagnetic tomography) [33] and MNE (Minimal Norm Estimation) [34]

intended particularly for distributed brain sources [35]. The spatial maps from sLoreta and the

MNE compared with inverse solutions. Since an accurate relationship among EEG activity,

sLoreta, and MNE spatial maps is unclear, this approach gives only weak indications that it is

located correctly.
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1.4 Source connectivity

Neural connectivity analysis plays a crucial role in understanding the brain’s overall func-

tioning. Due to enormous advances in the areas of neuro-imaging and mathematical modeling,

such analysis has become feasible over the past two centuries. The functionality of the imaging

methods (Electroencephalography (EEG), Magnetoencephalography (MEG), functional mag-

netic resonance imaging (fMRI), etc.) used to improve the knowledge and diagnosis of neuro-

logical disorders such as epilepsy, autism, anxiety and Alzheimer’s illnesses in clinical applica-

tions.

Electroencephalography (EEG)is the most commonly used method for studying brain con-

nectivity because of its high temporal resolution. EEG based connectivity analysis is an esti-

mation of interaction between neural sources based on EEG recordings. Connectivity used for

identifying different forms of statistical interdependence among temporal waveforms of spa-

tially separated brain regions, and those are anatomical (structural), functional (symmetric), and

effective (asymmetric) [36]. Anatomic connectivity is at a given moment the anatomical brain

connections and analyzed for determining of the physical composition of the brain. Symmetric

or functional connectivity referred to the relationships during neuronal movement between brain

fields. The links between neurons estimated on time domain or frequency domain. The effect of

one region of the brain on another is examined in the effective or asymmetric connectivity. The

objective is to determine which brain regions can induce the flow of neuronal data into other

areas in the system [37]. Functional connectivity gives correlations (statistical dependencies)

between neurons, and effective connectivity gives information flow between the neurons [38].

Statistical dependence is calculated using correlation or covariance measurement, spectral co-

herence, etc. Functional connectivity is not explicitly related to particular directional impacts or

a structural model underpinned by it. EEG data is applied to discover directional flow between

neural sources through effective connectivity techniques such as Granger-causal (GC) models.

Because of the complicated relationship between brain fields and the exercises, it is essential

to understand the causal connections between brain initiations and efficient networks of brain

cells [39, 40, 41, 42, 43]. Granger causality is one of the models based on effective connectiv-

ity estimation strategies [44]. Directed Transfer function (DTF) and partial directed coherence

(PDC) are some of the measures implemented from this model [45].

The critical problem observed during the study of connectivity between cerebral zones is

that links between scalp EEG signals do not match connections between hidden neural sources.

The reason is that EEG signals do not provide normal activity under the area of one electrode.
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However, the superposition of all dynamic neural sources found anywhere in the cerebrum can

be obtained by using volume conduction effects in the brain. The impact of superposition leads

to errors in the synchronization between EEG signals, especially when sub-cortical generators

included. In this thesis, we propose a framework that the connectivity studies are based on a

two-step approach. The first step involves an estimation of the brain sources and its time course

using an inverse method, then calculating the connectivity metrics using the estimated time

courses of brain source.

The validation of brain connectivity analysis based on EEG is more complicated than the

reconstruction of the source. Validating the connectivity in real data is difficult, as the source

positions are not available, and connectivity between them is not straight forward. However, it

is also hard to identify suitable performance measures even when the ground truth is possible,

as localization errors can lead to inappropriate assessments of the source connectivity of exact

source positions. It is a prevalent practice that authors perform brain connectivity evaluations on

real data and report them only as limited empirical validation of the methodology is being used

because of existing problems. Some studies have simply presented the measure of connectivity

as the definition of communication. The connectivity is based on dipole interaction modeling

with MVAR. The MVAR procedure shows how the sources of the brain are connected, espe-

cially when the impact of one variable is on another. This process used in any type of EEG

data since the directional connection between the dipole sources detected without knowing the

position of the EEG source. This thesis aims mainly to identify which area of the brain can

manipulate statistical dependence between cerebral neurons.

1.5 Motivation

Detection and tracking of electrical neural activity can improve our understanding of how

the human brain functions. Neural activity tracking techniques have helped to improve the un-

derstanding and treatment of severe neurological disorders such as epilepsy and Parkinson’s dis-

ease. More specifically, these techniques used to distinguish between different kinds of seizures

based on the location and orientation of the seizure foci, thus resulting in improving the out-

comes of epilepsy surgery.

A comprehensive analysis has been done on the role of neural synchrony in brain func-

tions with EEG [46]. Most of the studies carried out at the sensor-level EEG connectivity

analyses. The analysis of the corresponding networks is not straightforward as the volume

conductive effect significantly distorts signals due to the electrical conduction properties of the
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head [47, 48] and the fact that many scalp electrodes receive information from the same brain

sources to some extent. These factors cause real connectivity between brain areas to be incor-

rectly estimated. In recent years, the emphasis on determining the EEG connectivity at the

level of cortical sources has increased considerably. The method proposed is known as EEG

source connectivity. The inverse problem is the estimation of the localized current dipole model

from EEG measurements. In this thesis, to solve the EEG inverse problem accurately advanced

signal processing algorithms have been developed such as using the efficient implementations of

PF that will enable real-time tracking of neural dipole sources. Assess the connectivity between

the time courses of the neural sources for human brain mapping.

1.6 Problem statement

Developing a framework for estimating the unknown number of neural dipole sources and

their time courses for real EEG data, with much fewer particles and also reduce the computa-

tional complexity using particle filters and estimating connectivity among neural sources.

1.7 Research objectives

In human brain mapping, connectivity is one of the main concerns. Connectivity enables

connections through the nervous system across different brain regions. Based on an interactive

time series, the causal connectivity between scalp sensors studied until now. The causal

connectivity measurements acquired through the use of sensor time series does not permit an

interpretation of interacting brain sources. It is because the locations of the channel cannot see

as a physiological location of sources.

This thesis proposes an analysis methodology that partially overcomes this limitation.

Localization In which regions (brain octants) the sources are located?

The localization of the neural sources from the measured fields, based on the solution of

an inverse problem, is complicated by several issues. The problem is ill-posed: there are

infinitely many current distributions explaining a given measurement equally well.

The main focus of this study is on finding the source of the brain. Although specific

methods demonstrate the flow of scalp sources, prior assumption in active brain regions
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is still necessary. Here is a new approach to describe the brain sources in their respective

position, amplitudes based on particle filters.

To alleviate particle degeneracy of the particle filter, some improvements have been sug-

gested by developing resampling techniques for EEG applications. In this thesis, a new

approach based on partial stratified resampling (PSR), branching, and MSV resampling

methods in the particle filter for localization of the neural source of EEG data is proposed.

Connectivity Does the data contain interaction (between the two sources) at all? If so, which

estimated source includes the sending and which one the receiving source?

The source connectivity methods used to assess statistically significant functional rela-

tionships between the temporal dynamics of sources.

EEG localization techniques and connectivity methods have been developed considerably

over the past decades separately. The particle filter was applied to extract the sources and

their amplitudes. Multivariate (MVAR) model is applied to the time courses of estimated

sources, using the Granger causality techniques to obtain the connectivity measures of

the given data.

1.8 Contributions of the thesis

Dynamic neural source localization using a particle filter demonstrated in this thesis for an

unknown number of dipoles. The new approach proposed, which uses a particle filter (PF) that

employs Partial Stratified Resampling, branching resampling, and MSV methodology to track

the neural dipole sources of cerebral activity.

The time-efficient partial stratified resampling algorithm used for finding neural sources,

and comparing them with traditional resampling algorithms, is described in the thesis.

The branching resampling is based on the weight of the particular particle and of the total

weight of all particles that a decision to branch (or kill) a particle (that is, a decision to resample

it more than or less than once), not on the weights of each other.

This thesis focuses on applying the minimum sampling variance resampling technique

to locate the neural sources. Minimum sampling variance (MSV) is also called optimal pro-

portional set resampling, and with this method, the sampling variance will be minimal. The

variation in particle weight between before and after resampling is minimized with lower MSE,
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high RA, and less computational time compared to other resampling processes when using the

MSV resampling method.

In this thesis, proposed a novel approach for source connectivity based on particle filter

to define the brain sources with their respective location, amplitudes, and the Granger causality

measures used to estimate the directional causal flow across the sources.

Results indicate that the combination of particle filter and the Granger causality techniques

used for focal epilepsy data and outcomes are significantly relative to the findings in this same

task.

1.9 Outline of the thesis

The rest of the thesis organized as follows.

Chapter 2 reviews the most critical methods that have previously used to locate the neural

sources and measure brain connectivity with EEG.

In chapter 3, the pre-processing of the EEG data is carried out, and also details about

artifact removal of EEG data are supplied.

Chapter 4 contains an essential contribution of the thesis and describes all the steps of

proposed methodology for source localization. It deals with the source localization of EEG

data using particle filter with existing and proposed resampling methods.

In chapter 5, we use the approach presented in chapter 4 to determine the location of the

neural sources and estimate the connectivity between sources using GC methods.

The concluding remarks and future research directions given in chapter 6. References

given in the last section.
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Literature Review

2.1 Overview

The first recording of human electroencephalography (EEG) by Pravdich-Neminsky [49]

began modern neuroscience. Some years later, Berger [50] began to research the signals of the

EEG systematically and figured out the alpha human rhythm. Since then, in numerous psy-

chophysiological experiments, a large number of neurophysiological processes were described

and correlated with experimental parameters [51, 52].

EEG source connectivity approaches involve a few steps, each related to the significant

Signal Processing (SP) topics such as raw EEG data preprocessing, i.e., artifact removal, de-

noising, inverse solutions, i.e., source localization and connectivity analysis among the sources,

i.e., functional and effective connectivity measures.

2.2 Preprocessing

The EEG signals are a complex summation of electrical brain activity, which is recorded

by distant electrodes with the laws of solid angle and volume conduction. The origin of each sig-

nal can be very complicated, so its exact significance is not clear. Electrophysiological results

are often distorted through additive noise, including background brain activity, heart electri-

cal activity, eye-blink, and other muscle movements, and line noise. These artifacts are a big

challenge for the interpretation and analysis of EEG signals.

Multiple approaches used but with little effectiveness to alleviate artifacts. Digital filters

may remove signals from a specified frequency or band. Their main disadvantage is that they do

not differentiate between the artifact and brain waves so that all behavior at a selected frequency

19
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is suppressed. Resulting, the actual anatomy of the brain activity may be distorted. The EEG

and the electrooculogram channels may perform a regression in the time or frequency domain

to remove the eye movement artifact. Still, it may not use to eliminate the muscle or line noise.

Lins et al. have introduced the Principal Component Analysis (PCA) [53], in which eye objects

may be extracted by PCA in a more efficient way than by regression or by the use of Spatio-

temporal dipole models [54], by multichannel EEG. The PCA cannot be entirely distinguished

from the brain signal by artifacts with the same amplitude [55, 56].

The techniques of blind signal separation (BSS) are the most effective way of separating

the recordings into the components that "build" them. We consider the signals provided by

independent sources are EOG, EMG, and other artifacts. BSS techniques must define and carry

out the reconstruction of signal components without artifacts [57]. Independent component

analysis (ICA) is a BSS method used extensively. In 1996, ICA applied for the first time in

Makeig et al. [58] EEG experiments. Artifacts such as EOG [59] and EMG [60], forcefully

removed from EEG signals. Recently, Independent component analysis used in EEG analysis

with promising findings [61, 62].

2.3 Localization

Several studies concerning the source estimate have recently used physiological models

of fMRI research. Physiological models are nonlinear, so methods that can handle these non-

linearity are essential to determine the hidden physiological states and parameters of the un-

derlying model. The physiological models have an input-state-output structure and are well

adapted to a Bayesian analytical framework. In [63], the first Bayesian framework established

to estimate the model. Prior parameter restrictions used in their approach.

Few methods have been applied to solve the EEG/MEG inverse problem, including PCA

[53], ICA [58], multiple signal classification (RAP MUSIC) [22, 28], spatial filters or beam-

formers [27], dynamical statistical parametric mapping (dSPM) [64], MNE [65], sLORETA

[33] and Bayesian methods [23, 24, 26, 29, 30, 66, 67].

One of the most widely used methods for finding a linear transformation is the Principle

Component Analysis (PCA), i.e.,approaches which find information only in a data covariance

matrix during second-order moments. The underlying concept behind PCA is to represent the

data based on their highest variance. Also, the mixing matrix containing forward models, while

the correlation between sources is usually a questionable assumption, is not a correct assump-
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tion in various parts of the brain. PCA is thus commonly not used as a source localization

method but as an approach to reducing data dimensionality.

ICA is a solution to the problem of blind source separation. The objective of ICA is to

achieve a linear representation of non-Gaussian data so that its components can be independent.

The underlying assumption is that the sources are independent. In ICA, the number of compo-

nents is equal to the number of channels, and need to identify which one is source manually.

ICA is not an excellent source reconstruction method if you choose to study connectivity among

sources.

The Multiple Signals Classification (MUSIC) is a technique that covers the dominant sub-

spaces of the data vectors structure. The data vector space splits into the subspace of the signal

and the noise space, which is orthogonal to the signal. It defines the source positions for which

the principle angle between the noise subspace and the forward model of the source is maximum

or minimal for the principle angle between the signal subspace and the forward model. MUSIC

scans all sources, despite the probability that multi-sources are involved simultaneously, and

decides whether a source complies precisely with the measured evidence in each location. The

drawback of MUSIC is that as the number of sources increases, it becomes difficult to locate

several maxima.

The beamforming method is used to estimate the time course of a dipole at a particular

location in the brain. Sensor data are combined linearly to decrease the activity of other sources

interfering with sources of interest. It should be taken into consideration that the estimated vari-

ance of the source is significantly less than the actual value in the case of the correlated sources.

Besides, if the independent sources are present, the dependent sources would be misestimated

consistently.

The MNE is based on a search for a solution with minimal power, which leads to Tikhonov

regularization. This method is useful for distributed sources, in which these models are likely to

cover some regions of the cortical surface with dipole activity. In comparison to deep sources,

MNE has an unusual pattern in identifying surface sources. Deeper sources need to have more

potential to make the same inputs to the data as sources nearer the surface. At the same time,

however, the method minimizes power, which ends in the profound source suppression.

By incorporating a depth compensation matrix, LORETA addresses deep sources in the

MNE method. For the localization of source, Standardized low-resolution brain electromag-

netic tomography (sLORETA) focused on a standardization of the current density. The current
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density estimation is then performed using the MNE method and is further standardized using

the associated standard deviation. This approach has been widely used with various head mod-

eling schemes for source localization. The drawback of sLORETA is its poor resolution due to

the regularization of the stability solution.

As Bayesian methods have been extensively used for tracking multiple objects, they pro-

vide suitable candidates for online tracking of current dipole sources [34, 46] and investigated

in this thesis. Among sequential Bayesian estimation techniques, Kalman filtering (KF) can

provide optimal parameter estimates for linear systems under additive Gaussian noise [68]. Al-

though KF was used to solve the EEG inverse problem in [23, 24], KF is not applicable for

highly nonlinear and non-Gaussian systems.

In the Kalman filter technique, the analysis discussed in [69] used a local linearization

filter (LLF) [70], allowing for physiological noise in addition to the measuring noise, which is

an entirely stochastic model. As well as estimating the states and parameters of the model, they

use a set of radial basis functions (RBFs) for parameterizing the system’s input, i.e., the neural

activity. To make the solution lie within a regularly distributed but sparse space, the number

of RBFs was a priori calculated in the work of [69]. Recently, the LLF technique used [71] to

define the states and parameters for a physiological model.

Only measurement noise in system modeling addressed in work outlined in [72] for model-

based optimization of parameter estimation. To approximate the BOLD response states and

parameters, nonlinear filtering methods have also used, aside from the state-linearized filter

approaches. The particle filters (PF) is suggested in [73], while the technique for fMRI data

processing in [74] applies an unscented Kalman filter (UKF).

Estimates in nonlinear systems are especially important since virtually all realistic systems

require some sort of non-linearity. Kalman Filter [75] used the mean and covariance of the state.

The EKF [32] linearized all nonlinear transformations and assisted the linear transformations

of the KF equations by the Jacobian matrices because all transformations were quasi-linear.

The UKF [76], which distributes statistical knowledge through a non-linear transformation,

has been enhanced to increase the accuracy and ease of use. The alternative solution to these

problematic non-linear or non-Gaussian problems is particle filtering, which does not rely on

the local linearization technique. Particle filtering (PF) is the more precise sequential Bayesian

technique for estimating nonlinear and non-Gaussian dynamic systems [31, 32, 77] parameters.
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For nonlinear systems [32, 78], PF provides an alternative to approximate Kalman filter-

ing [68]. To approximate the posterior density, the PF uses a collection of weighted random

samples. To estimate the un-observed parameters, the PF method was [73] superior to LLF

[69] and was both precise and robust. They use a PF for state estimation in their work and an

offline maximum likelihood method for parameter estimation. The work in [79] discusses the

problem of estimation but also considers the hemodynamic parameters as known with weight

to advances in PF. For both State and parameter estimation, a regularized PF is used in this

work [75]. They suggest that the filtering framework [57] is the foundation of their research.

Given the highly nonlinear EEG measurement model, PF is more suited to solve the inverse

EEG problem. PF was used for estimating the locations of neural dipole sources [24, 26, 29].

Particle generation and weight calculation are the primary operations of particle filter pro-

cessing. Particle filter makes use of an arrangement of particles to sample the state space of the

framework. The measurement process then weighs these particles to achieve the state posterior

density. When new measured information is available, particle weights are updated recursively

to anticipate the future condition in the framework. After a few iterations, in the steps of the

particle filter, only a few particles will have a large weight, and most of the particles will have a

small weight, leading to particle degeneracy.

Researchers have worked over the past few decades to increase the sensitivity of the parti-

cle filter estimates. One way is to investigate a more robust importance distribution of proposals.

The particle filter builds an empirical approximation of the posterior probability distribution us-

ing a set of independent identical distribution (i.i.d) particles sampled from the proposal and

then used to assess expectations. Consequently, the design of an appropriate particle filter plays

a significant part in a successful proposal distribution. The measured particle decay will in-

tensify by the inappropriate distribution of proposals. Some particles are in the area of high

probability, while others are in the field of low probability. The particle weights distributed in

the low probability range are insignificant after weight updates.

In the recent past, a few adaptions of particle filters have proposed to address the issue.

Some of those adoptions include Rao Blackwellized particle filters [80], auxiliary particle filters

[81], adaptive particle filters, unscented particle filters [82], regularized particle filters [83] and

Gaussian particle filters [84].

J. Yun et al.[85] proposed the APF in which both observational information and the state

equation data combined to propose distribution. The Nudged PF (NuPF) proposal introduced

from J. Miguez [86] was to move a subset of sampled particles in the state space to highly
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probable areas when the expected model dynamics are significantly different from the system

currently provided by available observations. Haomiao Zhou et al. [87] proposed a new sam-

pling method based on their Pearson Correlation Coefficient, which generates particles near the

actual state. To use this observation in its entirety, a two-stage particle filter algorithm proposed

by J. Wang et al. [88]. The UKF and the IEKF have incorporated into the particle filter frame-

works for each particle updated sequentially. When observations were relatively accurate, the

algorithm for particle filters with the latest consideration was more effective for optimization of

the proposal distribution. However, these adjustments can only be used for offline prediction.

A technical enabler for exploiting the linear substructures that are in the state-space model

is the marginalized particle filter (MPF), also referred to as the Rao-Blackwellized particle filter

(RBPF). It allows for the use of high-dimensional state-space models as long as the (severe)

nonlinearities only affect a small subset of the states. In this way, the structure of the model

is utilized, so that the particle filter is used to solve the most difficult tasks, and the (extended)

Kalman filter is used for the (almost) linear Gaussian states. In Rao-Blackwellization, the op-

timal solution is computed for the linear dipole moment parameters through a set of Kalman

filters, while the non-linear source locations are sampled with a particle filter; this reduces the

number of particles needed to obtain a given accuracy, however, a covariance matrix has to be

computed by inversion at each time step for each particle. Although statistical efficiency in-

creases, the cost of the matrix inversions is still higher than that of the particle filter we use in

this study.

In most cases, the particle filters, despite various changes to the standard PF framework,

are still subject to a severe setback, i.e., particle degeneracy, in which most particles will have

negligible weights after a few iterations. An additional resampling [89] phase should be applied

in the particle filters. This stage helps us to quickly change the numbers and weights of the new

sampled particles. Deteriorations in measured particles such as degeneration are avoided. For

particle filters, resampling is playing a crucial role.

Without considering the resampling in the particle filter, particles with large weights will

end up commanding low weighing particles. This means that the assessments achieved might

be incorrect and that there may be vast differences. These decays deformed by resampling;

that’s why resampling is necessary for particle filters. As a result, resampling thoroughly inves-

tigated and, consequently, a large number of traditional resampling methods suggested. Firstly,

multinomial resampling proposed by Gordon et al. [77]. Residual resampling, proposed by

Carpenter et al. [90], Liu and Chen [91] developed stratified resampling, and Doucet et al.

developed systematic resampling[31]. The combination of residual resampling and systematic
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resampling, i.e., residual systematic resampling (RSR), was developed by Bolic et al. [92]. A

few years ago, Murray [93] proposed by accelerating the resampling stage in particle filters

using a Metropolis step. Apart from the advancement of resampling techniques, there are ad-

ditionally some studies looking at the comparison of various resampling methods [94, 95, 96].

From most related research, resampling is a vital issue for the performance of the particle filter.

In [97, 98], the researchers compared a multinomial, stratified, systematic, and residual resam-

pling for the remaining useful life of the battery model, among the four most commonly used

methods of resampling. The reliability of the resampling was calculated by the mean square

error (MSE), relative accuracy (RA), and the computational complexity based on the time re-

quired to perform. In [99], the authors suggested that selecting the correct proposal distribution

will also solve the particle degeneration problem because resampling techniques can lead to

particle impoverishment.

As shown in [100], the bottleneck in real-time PF implementation is the resampling op-

eration. Although these algorithms are the most widely used and standard, more advanced

algorithms are still required for specific applications. We mainly study the performance of time-

efficient partial stratified resampling and branching resampling in the particle filter to estimate

the location of neural sources from EEG data. This thesis focuses on applying the minimum

sampling variance resampling technique [101] to locate neural sources. Minimum sampling

variance (MSV) is also called optimal proportional set resampling, and with this method, the

sampling variance will be minimal. Our goal is to verify whether and to what extent each

method of resampling can use the synthetic and real data to locate dipole sources.

2.4 Connectivity

Mapping scalp potentials into brain space is just half the issue in EEG studies of brain

connectivity. Another critical problem is how functional relationships among EEG sources

in brain space can be identified and characterized. It is a particularly acute concern to study

interactions between brain systems [102].

Models that describe the dynamics and interaction activity in the brain regions on a macro-

scopic scale are an intermediate step towards unified brain modeling techniques. It is the ap-

proach adopted by several researchers in the field of brain connectivity. There are several com-

peting interpretations of "connectivity," and there are many more disputes about how connec-

tivity should be calculated by the various meanings. There was a strong consensus regarding a

distinction between structural, functional, and effective connectivity [103, 104]. Structural con-
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nectivity refers to the standardized brain structure that can be achieved, for example, through

a continuous scan using structural MRI [105] or a diffusion tensor imaging system [106]. The

functional and effective connectivity of neuronal processes refers to the "coupled" behavior of

two neuroanatomic people when performing tasks. The common difference that effective con-

nectivity is directed, i.e., it determines the driver-receiver relationship, while functional con-

nectivity is not. Initially, functional connectivity equated with instant correlation [103], but ex-

panding this principle to arbitrary measurements of undirected functional interactions that are

symmetrical in their arguments is helpful. Each asymmetric function can also quantify effective

connectivity. The proposed measures for connectivity are numerous and come from various

fields such as graph theory, signal processing, and Bayesian statistics. This thesis primarily

concentrate on functional and effective connectivity measures.

In the 1960s, functional brain connectivity measured by cross-correlations between pairs

of EEG signals [107]. Increased correlations indicate more reliable useful connections among

similar brain areas. To calculate functional connectivity in the frequency domain, the use of

Magnitude Squared Coherence (MSC) or coherence introduced. Coherence allows spatial cor-

relations between signals in different bands to be measured [108]. Coherence is responsive both

to changes in power and to changes in phase. In other words, if either power or phase changes in

one signal, the coherence value is affected. When the original relation between the two signals

does not change over time, then the amount of coherence remains unity. It means that coherence

does not describe the direct interaction of two signals, but rather the reliability in power asym-

metry and phases of interaction. The correlation, on the other hand, can be measured across a

single time or several epochs and depends on both phase and polarity irrespective of the ampli-

tude. Yet under normal physiological conditions, no abrupt and robust power asymmetries are

needed. The effect of power on coherence should be marginal, and coherence measures should

predict results similar to those provided by correlation.

Neural assemblies synchronize and actively communicate with the visual, motor, or cog-

nitive functions in local or distant areas. These functions represent complex interaction that

involves stimulus anticipation, stimulus attention, and planning. A bidirectional or unidirec-

tional coupling may achieve such a cycle of interaction. The first scenario is analogous to the

mutual synchronization, where the two processes adapt their rhythms, while the second rep-

resents a causal relationship between the driver and the recipient. The effective connectivity

measures can be divided roughly into dynamic causal modeling and Granger-causal modeling

approaches [109].
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Dynamic causal modeling (DCM) [110] assumes that different mechanisms exist for gen-

erating observation sequences. Such simulations include conceptual source regions, the signal

transfer from the source regions to measuring sensors, and a directed graph representing the

causal relations between the source regions to be evaluated. No specific method is available to

compare models; the field knowledges of the mental activity under review must be explicitly de-

fined. The parameters of the different models are tailored in the DCM approach to matching the

data as best as possible, satisfying certain previous assumptions, and also to be predetermined.

DCM’s main drawback is that prior knowledge of the connectivity framework is required. Incor-

rect model specifications can lead to estimated connectivity results that differ significantly from

the real underlying structure. Due to the prior distributions, further wrong parameter estimates

may result, so the prior distribution has to be carefully specified [111].

Under the term granger-causal modeling (GCM), a large class of effective connectivity

measurements is widely incorporated to describe the existence of the following two properties.

First, unlike DCM, it is generally not limited by a predetermined network topology to estimate

effective connections between varying interest variables (i.e., sources). However, the existence

of connections is measured in an entirely data-driven approach for all pairs of variables exhaus-

tively. Therefore, driver - receiver connections are calculated on the basis that the cause (the

driving variable is measured) briefly precedes the result (the receiving variable). So far as time

series is concerned, this means that the transmitting variable time series provides information

about the possible values of the receiving variable time series. One way to calculate this effect

is through granger-causality. Granger interprets that the experience of the time series of the

driver will later enhance the prediction of the receiver. GC methods have been used to calculate

directed influence among EEG sources in the frequency domain using linear vector autoregres-

sive (VAR) models [40, 102, 111, 112, 113, 114] More recently, some information theory-based

GC indices were introduced that are immune to non-linear interactions as well [115].

The preliminary task of every GC-based study is to estimate MVAR model parameters.

Following the adaptation of the MVAR model with the time cycles of the estimated sources, a

range of time domain and frequency domain measurements can quantify directed interactions.

The frequency-domain MVAR modeling has been applied to numerous applications, and this

method will be further discussed in Chapter 5, which is focused on effective connectivity mea-

sures like Directed Transfer function (DTF) [40], Partial directed coherence (PDC) [102].

PDC based EEG connectivity estimation methods diagnose the longstanding vegetative

patients [116]. The DTF used in fully automated preterm infant connectivity measurements

[117]. Significant differences can be observed in the participant and control community [118]
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of PDC-based neuro-dynamic traces of childhood absence epilepsy. Undirected and directed

connectivity discussed in bivariate and multivariate models. The critical evaluation [119, 120]

is conducted in both simulation and GC (granger causality) multi-channel EEG-based param-

eters for the identification of false connectivity. Various extensions used to remove incorrect

connections to reach the exact neural network underlying the brain [121, 122].

Nevertheless, not every solution to the temporal preservation of effective connectivity

comes under the Granger causality category [43]. The methods in [122] and [123] are coun-

terexamples of fully model-free connectivity analysis approaches. They are focused on the

study of the imaginary portion of the time series cross-spectrum, which detects non-zero phase

delays.

There is a continuing discussion on whether DCM, GCM, or phase lag analysis would be

used in brain-effective connectivity analysis [124]. The characteristics of the measuring method

used to study connectivity are essential to take into account. Metabolic measures as fMRI and

PET help to study inner brain dynamics at high spatial resolution. Their temporal resolution,

however, lies within a second range, which is disadvantaged in terms of time precedence for

the processes that define drivers and receivers. Granger-causal fMRI data analysis resulted in

minimal amounts of meaningful connections [125], which indicated that fMRI resolution is

overly low in time to capture transferring, at the relevant scales.

Electrophysiologic measures are more direct than fMRI and PET to reflect neuronal ac-

tivity and with sampling rates of up to several kHz. Unlike with fMRI and PET, the internal

brain activity measured outside the head cannot be precisely reconstructed from electrophysiol-

ogy. Consequently, an effective connectivity analysis of the brain driven by electrophysiology

requires either invasive measures or the solution to an ill-posed inverse problem. The invasive

human recording is rarely used, which leaves us with electroencephalography (EEG) and the

associated magnetoencephalography (MEG). These methods use extra-cranial sensors to col-

lect signals from gross synchronized neuron populations related to electrical activity. For EEG,

these are scalp electrical potential, while MEG measures the magnetic fields corresponding

to them. In both cases, the signal is spatially diffused when traversing through a mechanism

called volume conduction from the source regions to the sensors. This raises a significant prob-

lem concerning the accuracy of EEG / MEG in the underlying active source areas. In brain

connectivity studies, where multiple sources are assumed, whose contributions are however

mixed in with each sensor, the situation is most extreme. It has become increasingly necessary

that volume conduction is accounted for in EEG- and MEG-based brain connectivity analysis
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[122, 126, 127]. This thesis resulted in a proposal for real EEG and MEG source connectivity

analysis, i.e., the brain connectivity analysis based on source estimates from EEG data.

Earlier work has undertaken in the fields of sensor space [40, 102] and intracranial records

on effective connectivity analysis. However, the volume conduction effects, as the multiple

sources mix at the sensor levels [128], seriously affect the sensor level connectivity analysis.

This is why several studies show that in EEG-based brain connectivity studies, volume conduc-

tion must be considered [40, 102, and 126].

The authors apply PDC to neonatal sensor level recordings in [129]. They compare a

short time sliding window approach and an adaptive Kalman filter method for estimating time-

varying PDC and show that the short-term window method better captures transient parameter

changes. In [130], the authors perform an effective connectivity analysis of the source space us-

ing Structural Equation Modeling (SEM) and DTF. The source reconstruction performed with

a minimum norm approach and anatomically specified regions of interest activation time in-

tervals used in connectivity research. In [131], the authors used adaptive MVAR models and

extended the analysis so that time-varying efficient connectivity could be calculated. In [74] the

authors use a Kalman smoother to estimate the flow of information to analyze the source space

connectivity. They pursue an efficient two-step method for determining connectivity. Using the

Brain Electrical Source Analysis (BESA) program, they recreate the dipole sources and obtain

the source waveforms.

In the thesis, a two-stage connectivity analysis will perform similar to the approaches

presented in [74, 130, 132], where the sources will first identify and connectivity analysis per-

formed on the extracted source waveforms. It is not easy to evaluate the connected networks

because the volume conductive effect significantly distorts signals because of the electrical con-

ductiveness of the head and often scalp electrodes derive input from the same sources in the

brain.

These factors help to estimate the real connectivity between brain regions inaccurately.

The suggested approach is referred to as EEG source connectivity. The inverse problem is the

estimation of the localized current dipole model from the EEG measurements. In order to solve

the inverse EEG problem, advanced signal-processing algorithms such as the efficient imple-

mentation of PF have been built to facilitate direct exposure to neural dipole sources in real

time and measure the connectivity of neural sources time courses using functional and effective

connectivity measures. PF was used for estimating the locations of neural dipole sources. Re-

sampling is an essential component for the PF because without it, the SIS will quickly produce a
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degenerate set of particles as the weight discrepancy between particles increases with time. The

motivation of resampling includes, but is not limited to, combating sample degeneracy (while

avoiding impoverishment) and adjusting the number of particles online. We contend that until

no new observation is used in the resampling process, the distribution of particles should be

identical before and after the resampling, namely the identical distribution (ID). However the

distributions before and after resampling are more or less different, except in very rare cases.

Therefore, understanding how much difference the resampling process makes to the distribu-

tion, or rather how well the resampling is able to maintain the original distribution, is important

both in theory and in practice. In order to determine the ID attribute of various resampling

methods, minimum sampling variance method is introduced. Eight typical resampling methods

are compared via simulations in terms of sample size variation, sampling variance, computing

speed. Since resampling is a relatively independent procedure that is in general not correlated

with the other operations required by the PF, we focus on the resampling operation only while

omitting the other filtering operations for which there exist a variety of different versions. This

allows a clear understanding of our contributions. Chapter 4 discusses the source reconstruction

algorithms. Chapter 5 discusses connectivity measures. In this thesis, due to its well-known

properties and proven robustness, the analysis of real EEG data will be carried out with GC

indices such as Directed Transfer (DTF) and Partial Directed Coherence (PDC).
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Preprocessing of raw EEG data

3.1 Introduction

The preprocessing is the process of converting raw data into a format that is more conve-

nient and user-interpretable for more analysis. Preprocessing, in the case of EEG data, typically

refers to eliminating artifacts from the data to move back to the actual neural signal.

Scalp EEG has been utilized as a surgical method to identify and diagnose brain disorders

and is employed in the qualitative study of human neurophysiology as a noninvasive technique.

EEG signals are a detailed description of brain activity captured by the laws of solid angles and

volume conduction by distant electrodes. The root of each signal may be quite complex, and

the precise significance is also not visible.

EEG data is sometimes distorted by additive noise, which involves background brain func-

tion, electrical heart behavior, eye-blink, and other electrical muscle movements. These artifacts

constitute a significant problem in the processing and assessment of EEG signals. Various ap-

proaches were used to mitigate them but were not sufficient. The signals of a specified frequency

spectrum or band may be removed by digital filters. Their major drawback is that the artifacts

and the brain waves do not differentiate and that all behaviors on the chosen frequency are ex-

cluded. As a result, the exact anatomy of the brain function can be skewed. In EEG systems,

time and frequency domain regression may be used to remove eye activity artifacts, but it can’t

apply to remove muscle or line noise.

Simple frequency-dependent filtering is not enough because of its different spectral prop-

erties to eliminate these noise signals. In comparison, EEG spatial resolution is rather low. Due

to this, advanced methods of spatial filtering such as CSP, PCA, and ICA in the preprocess-

31



32 Chapter 3, Section 2

ing are popular to reduce these noise signals and increase their spatial resolution. The usage of

PCA cannot distinguish objects with identical amplitudes as the brain signal [55, 133].

Independent component analysis (ICA) [134] is a methodology that takes advantage of

independence to derive a source approximation from signal mixtures to improve certain contrast

functions. It was initially developed as a technique for distinguishing separate voices speaking

concurrently ("cocktail party problem") [135, 136]. This was later applied to other forms of

signals. If the data derives the individual time courses of various brain and artifact sources,

corrected EEG signals may be obtained by removing the artifact source contributions.

This stage aims at cleaning up and de-noising the digital data captured to enhance the ap-

propriate knowledge stored in the signals [137]. The following would identify as the numerous

vital stages of the EEG preprocessing pipeline:

• Downsample the EEG data

• Filtering the data

• Removal of bad channels and interpolate all the removed channels

• Artifact identification and removal

3.2 Downsampling the EEG data

The sampling rate is the number of samples acquired in one second measured by Hertz

(Hz). It is worth noting that every time-point in EEG data reflects a measurement of voltage,

normally measured in microvolts (µV). Imagine we have a 29-channel EEG network and a

sampling rate of 1000 samples per second (or 1000 Hz). If each sample is interpreted as a 32-

bit float, that is (29 ∗ 1000 ∗ 32) = 928,000 bits per second, or 116 kb / sec. Although it might

not seem to be much, please note that all this information will probably be transmitted through

the transmitter, processed, and stored repeatedly. If the number of samples was reduced, this

will all be changed. The reduction in the number of channels, however, can be troublesome and

poses the question of how to reduce the sampling rate.

It is essential to select a sampling rate because the recorded discrete samples can be used

to represent continuous voltages. The standard sampling rates range between 250 Hz (i.e.,

one sample per 4 ms) and 2000 Hz (i.e., one sample every 0.5 ms). High sampling levels
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significantly increase the temporal resolution of the signal. On the one hand, the storage of

recorded data requires a considerable disk space; on the other, it can be tough to process.

To reduce the sampling rate, need to apply downsampling to the EEG data. This is a

strategy for reducing the number of samples used while preserving (hopefully) the information

required. Mainly when the sampling rate is too low relative to the highest frequencies the signal

being measured, aliasing errors can be introduced (i.e., non-existent signals). In other words,

the sampling rate in the signal must be at least twice the maximum measurable frequency.

It is important to choose the sampling frequency based on the requirement. For example,

if you detect Alpha waves (up to 15Hz), you need at least a sample rate of 30Hz to detect a 15Hz

signal. In the same way, a 200Hz sample rate is as low as possible when taking into account

Gamma waves up to 100Hz. Moreover, an even higher frequency is preferred according to the

techniques performed, and some studies which look at high frequencies (e.g., frequency after

response) need to have high sampling rates. It is necessary to downsample as small as possible

and be aware that the results can be marginally changed. A low-pass filter is typically needed

before downsampling to prevent aliasing errors.

3.3 Filtering the data

Looking at the frequencies of a digital signal, whether it’s audio, EEG, or otherwise, filter-

ing those frequencies is a common thing to do, so that either some frequencies are eliminated, or

some frequencies that remain. The implementation of digital filters is one of the most essential

steps in the preprocessing of EEG data. Digital filters are typically employed to improve the

signal-to-noise ratio by attenuating the disruptive frequencies.

Filters are defined based on their order, cutoff frequencies, passband, and stopband. Pass-

band shows the portion of the frequency range where the filter doesn’t attenuate. The remainder

of the frequency spectrum where the filter attenuates is called the stop-band. High-pass and

low-pass filters are the most widely used filters for EEG data that attenuate low and high fre-

quencies.

While looking at alpha waves, it is only required the range of 7.5Hz-12.5Hz, so it is

useful to use a bandpass filter between such values so that noise is eliminated outside the range.

To exclude very low-frequency signals, high-pass filtering can be applied. They are too slow

to come from the cortex, and typically in the recording context are a symptom of long-term
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drift. Fluctuations of the AC power line, power supplies, and fluorescent lamps can produce

substantial sinusoidal noise (50Hz and its multiples) in the electrophysiological data. A notch

filter may be used to approximate and remove 50Hz and its multiples on the raw signal for

eliminating this line noise.

3.4 Removal of bad channels and interpolate all the

removed channels

The EEG data often contains bad channels that do not provide correct details. Early elimi-

nation of these bad channels is necessary as it can affect future research if the data is preserved.

Bad channels may result from a cap change, which can lead to gel not forming a firm contact

between scalp and electrode, moisture, a lousy cap fit, or lousy coagulation of the skin.

The easiest way of finding the wrong channels is to inspect the raw data after the data

has been collected. Upon viewing the results, then search for channels that either don’t have

a signal or seem to be considerably noisier than others. Notice that merely removing wrong

channels can result in substantial loss of information when data have several bad channels. In

that case, the omitted channels may be configured or interpolated.

It is standard practice to interpolate data for bad channels after flagging bad channels, de-

pending on the data from the proper channels. Interpolation is a method of filling out missed

data based on the other available data. Interpolation of the channel primarily makes an intelli-

gent understanding of the activity on the weak channel using the nearby channels. Interpolate a

channel only after it has been interpreting very badly for a long period of time. The EEG study

relies primarily on average, over epochs. It minimizes the influence of a couple of epochs with

a noisy channel. But if a channel is continuously noisy or exhibits unusual behaviors for a long

time, interpolation will be done.

3.5 Artifact identification and removal

Artifacts are signals that the EEG system receives but do not originate in the brain. There

are several different sources of EEG data artifacts that are shown differently. EEG artifacts can

be categorized as biological or natural.
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External artifacts come from outside world interference, such as power lines, lose contact

electrodes, or other human movements during the experiment. Power line interferences can be

avoided by using a 50 Hz notch filter. The effect of environmental artifacts can be minimized

somewhat by the use of active electrodes (electrodes with an additional low-noise amplifier).

The most effective way to mitigate its effect is by changing the atmosphere, i.e., by shielding

the room and by securing the electrodes correctly.

Biological artifacts come from the body’s origins. Eye blinks, eye gestures, head move-

ments, breathing, and muscle noise are some of the most common biological artifacts. Such ar-

tifacts may be identified by using accelerometers, Electroocculograms (EOGs), or eye-tracking

data for artifacts of eye motions, and Electrocardiograms (ECGs).

A major issue for EEG analysis and interpretation is extreme interference of EEG activity

from eye blinks, muscle, and heart and line noise. Many techniques for eliminating eye move-

ment and other artifacts from EEG recordings were suggested. The rejection of contaminated

EEG epochs simply results in a significant loss of information collected. For removing a wide

range of artifacts in EEG measurements we propose using ICA [133, 138]. Our findings indi-

cate that ICA can track, isolate, and eliminate activity from a variety of artifact sources on EEG

data.

ICA is a linear decomposition method to produce the most temporarily independent sig-

nals on the channel data. The number of independent components (ICs) is the same as the

number of channels when a data rank is maximum (i.e., no channel can be interpreted as a lin-

ear mixture from the other channels). ICA helps to establish time-independent signal sources.

Therefore ICA may also describe by a scalp map, namely projection patterns of each indepen-

dent activation for the source on the scalp surface.

The ICA ability enables the source separation in environments with the assumptions: 1)

linear mixing media and limited propagation delays, 2) the source timescales are independent,

and 3) the source number is equal to the number of sensors; that is to say, when N sensors exist,

N sources are defined by the ICA algorithm [58]. For EEG signals, assume that the multichannel

EEG recordings are mixed brain and artifact signals.

Numerically simulated simulations have shown that, while there are substantial numbers

of time independent, low level sources [139], ICA algorithms must be confident in separating

time activation and scalp topography from simulated scalp data, of relatively large and time-

independent sources. The method uses spatial filters derived from ICA and does not require
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an artifact source reference channel. By removing the contributions of artifact sources from

independent time courses from various brain and artifact sources of data, artifact-corrected EEG

signals can be extracted [140, 141, 142].

The fundamental matrix algebraic formulation of the linear signal decomposition used in

ICA is schematically visualized in Figure 3.1.

We begin with the mixtures in the time-domain signal recorded on electrodes. The data

can be seen as 2D matrix, in which rows represents the channels and columns represents time

samples. The matrix values are the voltage amplitudes recorded for each channel at each time

sample. Now produce an unmixing matrix W (ICA matrix) which transforms the mixed data X

into IC activations U when multiplied by the data matrix X.

U = W ∗ x (3.1)

The activations matrix U contains components as rows and time samples as columns. The com-

ponents in activation matrix U can be defined as a linear sum of weighted channel activations.

While the effective number of statistically distinct components contributing to a scalp-EEG is

unknown, it is apparent from the matrix representation that as many as electrodes are possible,

since the combined N channels is decomposed into a linearly weighted sum of N components

[58]. The W rows are now the vector from which the activity of an independent component

can be measured. Each dipole has an activity (which projects to all electrodes linearly). Brain

source activity (dipole) is unit less when it is projected onto the electrodes. So any dipole at

each electrode site produces a contribution. The components of ICA are the same.

As shown in Figure 3.2, both a fixed scalp map and the time series of an independent

component (process) of an EEG data set (or IC for short) provide the relative amplitude (or

"activation") and polarity (both positive and negative) at any point in time. The scalp map [143]

shows the relative weights or strengths of the projection (and polarities) from the component

process to each position of the electrodes. The time-series for component activation gives the

relative amplitude and polarity of the activity. Since EEG source are described as spatially

stable, a scalp map of the component remains constant over time.

Each component process is projected back to each scalp channel by the component-time

series with the weight of the scalp map for the channel. The IC back-projection on all the

channels is the part or portion of the scalp data (on all channels). The channel signals are

the quantities of all the individual component’s back-projected activity. In other words, the
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Figure 3.1: Data decomposition and back-projection schematic flowchart for Individual Com-
ponent Analysis (ICA).

Figure 3.2: EEG decomposition

scalp data capture all the summed back projections of all the different components on the entire

channel.

clean_data = W−1 ∗ U (3.2)
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Figure 3.3: Projections of ICA to the scalp

Now we’ll see how one component can be re-projected to electrode space. It means that by

multiplying the IC activation matrix U by the inverse matrix W−1 the unmixing process can

be reversed. The columns of the inverse matrix W−1 provide the corresponding weights and

polarities of the back projections from each component onto each electrode that can be traced

as a topographical map. As shown in Figure 3.3, the number of non-artifactual ICA components

was projected back to the scalp to produce artifact-free brain signals.

3.5.1 Identification and elimination of artifactual independent

components

After applying ICA to EEG data, first, identify the artifactual components and then ei-

ther remove only those components that represent visible artifacts (e.g., ocular artifacts) or to

keep only those components that arise from specific brain activity, removing all the remaining

components.

Although removing any bad electrodes from EEG recordings is relatively simple and not

too disastrous, detecting them by visual inspection of hundreds of simultaneously recorded

EEG channels is not always trivial. It is not easy to automatically create algorithms for artifact

identification on individual channels. The visual analysis of the potential maps is a significant

contribution to removing artifacts from data [144].
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Eye component

Eye components define eye movement. The electric field can be represented adequately as

an "equivalent current dipole" (ECD) in each retina (a portion of the eye that detects incoming

light). The eye movement divided into two elements: vertical movement and horizontal move-

ment. The frequency spectrum for all eye parts is varied because of experiments and people;

usually, the majority of the frequencies are below 5 Hz because people typically don’t shift their

eye faster than that.

The vertical movement has a topography of the scalp that can model on two ECDs that are

upside down in each eye and that look positive or only negative since EEG recordings rarely

record from the base of the head. The activity of the component should show relatively clear

spikes due to blinks. There can even be drift when you look up or down.

Horizontal eye movement has a topography of the scalp, which is based on the ECD be-

tween the eyes and is left / right centered, with positive and negative values on the other side.

Components of horizontal movement of the eye tend to be step functions.

(a) (b) (c)

Figure 3.4: Eye Components (a) Eyeblink (b) Eye movement in right side and (c) Eye move-
ments in both directions.

Figure3.4a shows the effects of the eye blinks reported in this component. The topography

of the scalp shows that the component has an approximately equal effect on the electrodes

around the eyes. Figure 3.4b shows the effects of the eye movement reported in this part. The

topography of the scalp suggests that the source is in or close to the eyes. Figure 3.4c shows the

results of horizontal eye movement recorded in these components.

Muscle component

Muscle components define the electrical field, called Electromyography (EMG), and pro-

duced by muscle activities. These are powerful in comparison with EEG, but the action poten-
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tial of the motor units (the underlying EMG source) is not coordinated, allowing the maximum

of EMG power to be distributed through higher frequencies. Such components can still look

dipolar, however, but they seem very shallow because they are not located within the brain.

Figure 3.5: Muscle component

Figure 3.5 indicates a component of the muscle. The topography of the scalp suggests a

shallow source.

Heart component

Heart components absorb the electric potentials generated by the heart known as electro-

cardiography (ECG). The cardiac pattern is prevalent and is known as a QRS complex. Those

will take place at about 1 HZ. Due to the distance of the head, the scalp map looks like that of

a very distant dipole, so it looks like a linear gradient almost.

(a) (b)

Figure 3.6: (a) Heart component (b) Component time series.

Scalp topography, as typical of heart components, is a long, approximately linear gradient

shown in Figure 3.6a. In the time series plot, a regular QRS complex is immediately visible as

shown in Figure 3.6b.
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Line noise

Line noise caused by the AC current used for controlling all lighting systems and electron-

ics in the room. It can be 50 Hz in frequency. Although in the data cleaning steps, this noise is

usually eliminated by using notch filters before ICA implemented, ICA can isolate line noise if

there are enough channels and data to work with. The line noise components are most evident

from their sharp peak power spectrum at 50 Hz.

(a) (b)

Figure 3.7: (a) Line noise component (b) Power spectrum of line noise component activations.

The topography of the scalp shown in Figure 3.7a is not informative beyond probable

permitting one to guess the direction of the source of line noise. The only accurate indicator is

that the power spectrum peak at 50 Hz is enormous, as illustrated in Figure 3.7b.

Channel noise

If during a recording a channel is bumped or if it has poor contact, often significant ar-

tifacts will generate which don’t affect any other channels. Often ICA separates these into its

component, which is channel noise components. It may be challenging to identify these com-

ponents as much as they can look very close to muscle components, as represented in Figure

3.8.

Figure 3.8: Channel noise component
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3.6 Sample experimental results

For this study, on the applicability of ICA on electroencephalogram, the EEG consists of

29 signals, recorded by electrodes at a sampling rate of 256Hz. In Figure 3.9, the EEG data

with 10s duration has been shown. After ICA applied to the data, the ICA component activation

matrix is shown in Figure 3.10. The independent components projected on scalp topography

are shown in Figure 3.11,

Figure 3.9: 10 seconds of EEG data before pre processing

Figure 3.10: Independent Components activations of the corresponding EEG data

The components that are considered to be artifacts are chosen and remove the # IC 5

(shown in Figure 3.12a), # IC 6 (shown in Figure 3.12b), # IC 8 (shown in Figure 3.12c), #

IC 11 (shown in Figure 3.12d), # IC 16 (shown in Figure 3.12e), and # IC28 (shown in Figure

3.12f) components from the total components. Then the cleaned EEG data from the remaining

ICA components are reconstructed.
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Figure 3.11: Scalp topography of total independent components of EEG data

IC5

(a)

IC6

(b)

IC8

(c)
IC11

(d)

IC16

(e)

IC28

(f)

Figure 3.12: (a), (b) Right Occipital artifact (c) Eye movement-related artifacts (d) Muscle
artifacts (e), (f) Channel noise related artifact.

The difference between the initial EEG results shown in Figure 3.9 and the results after

preprocessing techniques, as seen in Figure 3.13. It can be observed that the artifacts have been

deleted, and the data are now accessible for our next steps.



44 Chapter 3, Section 7

Figure 3.13: Corrected EEG data after removing artifactual components

After the elimination of the artifacts, one independent examiner (Dr. Aditya, Apollo Hos-

pitals, Hyderabad) reviewed the initial samples and EEGs to visually detect the same morphol-

ogy and the removal of the artifact. Artifact sources were easily identified; in several cases, the

collection and removal process had to be repeated several times until each artifact was removed.

The removal of the artifact component led to an apparent clearing of the signals in all samples.

The examiners decided entirely on the identification and the existence of the artifact and before

and after the removal of the artifact.

3.7 Summary

The biomedical signals are a rich source of physiological process information, but are fre-

quently contaminated with artifacts or noise and usually mixes of unknown combinations of

sources which sum up in each sensor differently. Therefore, even the existence of the sources is

an open problem for specific data sets. EEG data are generally not clean, such that some pre-

processing steps are needed. In most simple data analysis, the above-mentioned preprocessing

steps are appropriate.

Sometimes, filters like high pass filters added to eliminate the DC components of the sig-

nals (with a cutoff frequency of 1 Hz). The high-frequency elements can also be removed with

a low-pass filter. For EEG, frequencies above 90 Hz that are similar to the Gamma spectrum

are rarely observed. A number of other pre-processing techniques, such as EOG, are needed to

apply if the subject is kept open his eyes in the recording since blinks and eye motions produce

strong electrical fields that disrupt our EEG records.
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Here, we concentrated on ICA applications for the study of EEG signals. ICA is capable

of separating individual components from recorded signals. Brain signals captured by EEG

are signal mixtures and can thus evaluate with ICA. Specific analysis of components may be

very helpful in finding different components that suit different brain generators. Our study

findings indicate that ICA can be a valuable method in normal EEGs for detecting and removing

typical EEG artifacts without modifying the behavior of data. Once our signals are clean, i.e.,

preprocessed, then proceed for source localization and connectivity between the sources.
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Localization

4.1 Introduction

Electroencephalography (EEG) is a non-invasive neurological investigative tool used to

quantify electrical fields produced by neural development in the cerebrum. EEG-based esti-

mates are used to locate neural action and prompt new medicines, treat stroke, epilepsy, and

Parkinson diseases. Neural source localization has been used to distinguish sources of seizure

activity in the brain since the position of a seizure between the basal cortex, temporal cortex,

and lateral cortex can be separated by a neural dipole moment [145]. This must be accomplished

if neural sources can be accurately classified from estimates. This issue referred to as the EEG

inverse problem [30].

Moreover, since current dipole models have been used effectively to determine the electri-

cal current appropriation of the cerebrum, the inverse problem can be used to approximate the

factors from EEG observations of localized current dipole cerebral sources [146]. Even though

EEG yields high temporal resolution when observing cerebral activity, high spatial resolution is

also required for effective diagnostics. As a result, different sensors are placed over the whole

scalp, and advanced filtering techniques are used to find an ideal solution to the inverse problem

[34, 147].

To know how the cerebrum works, first see how the scalp produces EEG observations.

The primary sources of EEG voltages measured at the scalp derive from the current movements

of many of the adjacent neurons that coincide in the same direction. In an activated area of the

cerebrum, the aggregate electrical current is displayed regularly as a numerical current dipole

with a sufficient dipole moment in that area. Furthermore, many of these present dipoles speak

to current streams of similar orientation and can be replaced by an equivalent current dipole

[99].

46
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Currently, two major research areas exist in modeling neural generators. The first mod-

eling technique involves utilizing imaging models, which clarify the information using a thick

arrangement of current dipoles circulated at settled areas. A second method is a parametric

approach that takes advantage of the fact that these dense sets of current dipoles can be sup-

planted utilizing one equal current dipole [21]. Although the imaging-based techniques can

create a precise map of the cerebrum’s neuronal activity, the parametric methodology provides

a direct mapping of the EEG measurements to a few parameters [22]. By using the parametric

approach, the equivalent current models can provide more intuitive interpretations that explain

the electrical activity in the cerebrum and can be fostered in emerging technologies, such as

BCI systems.

An essential challenge of the parametric methodology is the estimation of the areas of the

equivalent dipole sources in the 3D volume of the cerebrum utilizing EEG estimations recorded

from the scalp. Most of the previous work [23, 24, 26, 27, 28, 29, 148] in EEG source local-

ization is based on two assumptions (1) the quantity of dipoles is fixed (2) the locations of the

sources are fixed in time.

In general, however, the quantity and positions of neural dipoles vary dynamically over

time. In [30], the number of neural dipoles and their locations are dynamically evaluated and

updated at every step described from the measured data. The unknown source positions and

moments can be taken as the hidden state function, and EEG data is considered as the state-

space model’s measurement function. The optimal estimation of the hidden state in a Bayesian

context depends on the state’s posterior density function (pdf) given in the observations [149].

The Particle Filter (PF) is a sequential Monte Carlo procedure that uses Sequential Im-

portance sampling to approximate the state’s posterior distribution at each step [32]. Particle

filter uses particle arrangement to sample the framework’s state-space. These particles are then

weighted utilizing the measurement model to give a measure of the state posterior density.

These weights fit in with the improvement of the system activities concerning time. Particle

weights are repetitively updated whenever new measured information is available to anticipate

the framework’s future condition. The particle filter is suffering from particle degeneration after

a few iterations where many particles will have small weights. This implies that with a minimal

number of iterations, most particles will have irrelevant loads and, thus, the arbitrary measure

they determine is undependable. Several resampling algorithms are suggested in the particle

filter system to overcome particle degeneration. Resampling considered to be a bottleneck in

implementations due to the increasing complexity. Advanced resampling algorithms proposed

to deal with such difficulties.
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In this chapter, the different methods of resampling for identifying neural sources hd been

examined. The primary focus on the performance of time-efficient partial stratified resampling,

branching resampling and minimum sampling variance methods in the particle filter to estimate

the location of neural sources from EEG data and conduct a comparative analysis of these

methods with conventional resampling algorithms i.e., multinomial, systematic, residual and

stratified resampling methods [89, 96]. Our goal is to verify whether and to what extent each

method of resampling can use synthetic data to locate dipole sources. Our study aims to provide

a comparative analysis of localizing neural sources with particle filter using different methods

of resampling to analyze real EEG data.

4.2 EEG source localization model

The localization of neural sources from the measured EEG data, which is called the inverse

problem, is one of the most critical issues for electrophysiology. An inverse problem solution

can provide us with a model that maps generators to the recorded projections. The inverse prob-

lem is to determine the exact functional tomography by identifying the source with minimum

error. Nonetheless, the main challenge for this issue is that there is not enough information

on generators in the measurements to make the problem inconsistent and, therefore, does not

provide a perfect tomography. This is because various configurations of internal sources pro-

duce the same external electromagnetic field, and only a relatively small number of locations

calculate these fields [150].

The origin of the EEG signal is closely related to the fundamental mechanism of neuronal

interaction, including a synapse. Intracellular space is electrically isolated from its surroundings

by the insulating cell membrane. The intracellular environment compared to the extracellular is

negatively polarized (the membrane potential in the resting state is usually around -70 mV) due

to a disproportionate distribution of Na+, K+, and Cl- ions across the membrane at the resting

state.

A synapse is a functional link between two neurons, which enables the transmission of

signals between them. When the presynaptic axon terminal of an active neuron receives an

action potential (AP), particular molecules called the ’neurotransmitters’ is released through

the synaptic gap between neurons. Such molecules bind to particular transmitter-gated proteins

(receptors) on the other neuron postsynaptic terminal. The receptors are appropriate for the

specific ion community as a result of such an interaction. The ion transfer around the cell

membrane produces a possible postsynaptic potential. The influx of positive ions i.e., Na+,
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K+ into the cell creates an EPSP, which results in depolarizing membrane potential and thus

increasing the likelihood of AP generation. In contrast, negatively charged ions (Cl-) have

an IPSP result in hyperpolarizing membrane potential and thus reducing the likelihood of AP

generation. During EPSP, the incoming movement of ions produces a local "sink" (lack of

positive ions near the apical dendrites). Simultaneously, the ions are redistributed in the neuron.

This causes the membrane to depolarize near the cell body and, as a result, to flow outwards

of positive ions (return current). It produces an extracellular ’source.’ Therefore, the ’sink’

(have negative polarity) and ’source’ (have positive polarity) form the potential difference that

allows an electrical current to pass through the volume conductor. Such extracellular fields

around the neuron can be modeled as dipole and give rise to the potential measured with Scalp

EEG [34, 151]. It should be noted that given the undoubtedly significant function of EPSP,

IPSP currents can also generate extracellular potential [152, 153]. There is even less electrical

potential in a single neuron to be observed on the scalp with EEG [37]. Electrical fields from

individual neurons summed up during stimulation of the neuronal population, and the resulting

domain can be calculated by electrodes [154].

To sum up, EEG detects the superposition of post-synaptic activity in cortical populations

entering the scalp surface because of the volume conduction. When modeling electrical neu-

ronal activity based on extra-cranial measurements, this physiological process forms the basis

for various mathematical approaches.

The brain cortex, which is the outer surface of the brain, contains 10 billion neurons. The

most observed scalp activity occurs within this 1.5 to 4.5 mm thick part of the brain. The syn-

chronous, synaptic simulation of a large number of neurons [155] guides the dipole current

source onto the cortical surface. The measured EEG is simply the distribution of this current on

various electrodes. To model the EEG data using the forward problem [156], it is essential to

quantify the relationship between the distribution of different primary dipoles and the data col-

lected on electrodes. The brain sources need: i) EEG data, ii) scalp electrode 3D position data,

iii) Head model information on the electrical and geometrical properties of the head and iv)

Source Model information on the location/orientation of dipole sources. The accurate measure-

ments of electric fields in the brain were provided with realistic head models using the spherical

Head Model, Boundary Element Method (BEM), or Finite Element Methods (FEM) [157]. The

efficiency of EEG improves with the inverse solution by increasing accuracy in the definition of

the head structure with related conductivity.

The primary current distribution used to model the neural activity generating the electro-

magnetic field calculated by EEG that is approximated by the superposition of an unknown
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number of the current dipole. We use the current dipole model in this work, where neural cur-

rent is modelled as a small collection of point sources or current dipoles; each dipole reflects the

behavior of a small patch of the cortex of the brain as a single-point localized electric current. A

present dipole is a six-dimensional object: three coordinates describe the position of the dipole

inside the brain, three more coordinates define the orientation of the dipole and strength (the

dipole moment). In dipole theory, the pair (r
′

, q) indicates a single dipole, where r
′

is the inte-

ger variable that is the dipole position in a given discrete source space and q the dipole moment

is the three-dimensional vector. A dipole moment is a measure of the two opposite electric

charges separation. Moments of the dipole are a vector quantity. The magnitude is equal to

the charge multiplied by the distance from the negative charge to the positive charge. This is

illustrated in Figure 4.1.

Figure 4.1: Dipolar position and moment coordinate system for the spherical head model. A
dot shows a dipole position, and a tail represents a dipole moment with an orientation and
strength.

In MEG and EEG, the useful frequency spectrum is usually less than 1 kHz for electro-

physiological signals, and most of the literature covers frequencies between 0.1-100 Hz. There-

fore, a quasi-static approximation in Maxwell’s equations can be defined as mechanically in

MEG and EEG. Maxwell’s equations are complied with by electromagnetic fields in the cere-

brum. The magnetic field calculated is a linear combination of the magnetic fields that each

dipole induces. Let us consider the neural development arises at some point in the cortex po-

sitioned at r
′

and observing the measurement at the sensor location r on the skull. The static

magnetic field equations are O × b
(
r
′
)

= µ0J
(
r
′
)

the curl of the magnetic field at the location

r
′

is proportional to the current density, and O · b
(
r
′
)

= 0 the divergence of the magnetic field

is zero. In a closed volume of finite conductivity’s, we are looking for current density. The

conductivity and current density outside this volume are zero. The current density J
(
r
′
)

of a

head volume at the location r
′

is related to magnetic field B (r) at location r is given by the

Biot-Savart equation [22, 147]:
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B (r) =
µ0

4π

∫
J
(
r
′
)
×

r − r
′

|r − r′ |3
dv′ (4.1)

Here, the magnetic permittivity of vacuum is denoted by µ0, and it is steady inside the volume

as well. In (1), the current density J
(
r
′
)

consists of two parts: the ’primary’ current Jp
(
r
′
)
is

the source of neural activity, and the volume current is a result of the interaction of the primary

current within a conductive medium Jv
(
r
′
)

= σ
(
r
′
)

E
(
r
′
)
. The Jp

(
r
′
)
, can be modeled as a

point source given by an equivalent current dipole as Jp
(
r
′
)

= sδ
(
r − r

′
)

with moment s =∫
Jp

(
r
′
)
. The total current density in the head volume is given as,

J
(
r
′
)

= Jp
(
r
′
)

+ Jv
(
r
′
)

= Jp
(
r
′
)

+ σ
(
r
′
)

E
(
r
′
)

= Jp
(
r
′
)
− σ

(
r
′
)
OV

(
r
′
)

(4.2)

Where σ
(
r
′
)

is the conductivity profile of the head tissues, the electric field E
(
r
′
)

is the negative

gradient of the electric potential V
(
r
′
)
.

Assume that the head consists of a set of concentric layers with isotropic conductivity

of σi, (i = 1, 2, 3), which is the brain, skull, and scalp. Now the Biot-Savart theorem can be

rewritten as a sum of primary and volume currents [8]:

B (r) = B0 (r) +
µ0

4π

∑
i j

σi − σ j

∫
S i j

V
(
r
′
) r − r

′

|r − r′ |3
× dS ′i j (4.3)

Here B0 (r) is the magnetic field is only because of the primary current. The second term

refers to the contribution to the magnetic field from volume current, which constitutes a surface

integrals across the boundaries between brain-skull, skull-scalp, and scalp-air.

The general equation states that if we consider the primary current and the potential V
(
r
′
)

on all surfaces, the magnetic field can be measured. The potential can be calculated similarly,

although the derivation is somewhat difficult [147, 158] and is given as,

(
σi + σ j

)
V (r) = 2σ0V0 (r) −

1
2π

∑
i j

σi − σ j

∫
S i j

V
(
r
′
) r − r

′

|r − r′ |3
· dS ′i j (4.4)

Where V0 (r) is the electric potential at location r because of primary current distribution on

the surface S i j. Therefore, these two equations are essential solutions to the forward problem.

The primary current distribution is defined as Jp
(
r
′
)
. A primary electric field and a primary

magnetic field can be measured by using,

V0 (r) =
1

4πσ0

∫
Jp

(
r
′
)
·

r − r
′

|r − r′ |3
dr′) (4.5)
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B0 (r) =
µ0

4π

∫
Jp

(
r
′
)
×

r − r
′

|r − r′ |3
dr′ (4.6)

The primary potential V0 (r) for all surfaces is then applied to solve Eq.4.4 and addresses

the forward EEG problem. So for external magnetic fields, these surface potentials V (r) and

the primary magnetic field B0 (r) are used to solve Eq.4.3.

The closed-form solution for forward models of heads that have conductivity profiles,

which can be modeled as nested concentric spheres. In reality the head models is not spherical.

The spherical models work well for the MEG measurements rather than EEG because it affects

the volume currents [159].

To solve equations 4.3 and 4.4, need to extract surface boundaries from MR or CT images

for the brain, skull, and scalp. There are several automated and semi-automated methods for

extracting surfaces from MR images [160]. The surfaces can then be used in the estimation

of the forward fields using the boundary element method (BEM). Usually, BEM methods are

very time consuming; if implemented as part of an iterative inverse solution, these approaches

may seem impractical. Indeed, BEM can be made very realistic for MEG and EEG applications

by the use of fast numerical methods, pre-calculation, and interpolation of pre-calculated fields

[161].

One problem remains: these methods need to know the conductivity of the head. To de-

velop a solution for the source localization model in EEG and to calculate the scalp potentials

of the dipole, we use the Scalp–Skull–Brain head model, the concentric nested sphere head

model of the three layers. The electrical conductivity of each layer is σi, (i = 1, 2, 3), and dif-

fers among layers. The conductivities 0.3300, 0.0042 and 0.3300 s/m correspondingly [156].

The BEM just relies upon the head geometry and conductivities. This volume current can be

approximated using forward calculation [157, 162, 163].

The present dipole is an augmentation of the model of the combined charges dipole in

electrostatics. Note that cerebral action does not comprise discrete arrangements of physical

current dipoles, but instead, the dipole is a helpful portrayal of the intelligible interaction of

many cells. The present dipole model is the core of EEG behavior because an essential cur-

rent source of an arbitrary amount can only separate into small regions, where every area is

summarized by a proportionate current dipole [164].
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Computation of the scalp potential requires a particular source to demonstrate that must be

understood numerically. In case that the model relies upon realistic head shapes, the calculation

might be a positive test. Such models are mechanically utilized as a part of most extreme clinical

and study bundles aimed at EEG source localization.

The EEG inverse problem is to recover the primary current distribution jp(r) from noisy

measurements of the field b, at any given sampled time point. The imposition of the inverse

problem means that the neural currents cannot be precisely reconstructed from the measured

information. More precisely, many (infinitely many) neural current configurations exist due

to the non-uniqueness of the solution, generating exactly the same data. The goal of inverse

problem algorithms is to choose the best solution from the infinite set of solutions. In fact, such

a selection is partly performed a priori, by using specific models for the neural currents. Two

alternative models were used in recent decades for solving the inverse problem: a distributed

source source model, in which neural current apparently represents a continuous vector field,

and a focal source model, which is believed to superpose neural current to a small number of

focal sources, each of which is representative of the behavior of a single region of the brain. To

solve inverse problem, which is described by computational approach

b = ∧. j (4.7)

where b is a data vector containing a field determined on all sensors at a given time point, ∧

is a Biot-Savart operator’s grid discretization (also called the lead field matrix) and a j is the

discretization of the current field.

A single current element is used in the focal source model to reflect a whole active region;

the current dipole, which has the form, is the most commonly used model given in equation

4.7. The current dipole is also the simplest current factor possible and can be considered as the

first-order moment of any distribution of electrical current.

The neural current can be represented by a set of N dipoles under realistic conditions, with

multiple brain regions activated is given as,

jp (r) =

N∑
i=1

qiδ
(
r − ri

)
(4.8)

The parameters of the neural current to be calculated from the data in the parametric method are

then the number of sources N, the source positions ri, i = 1, 2, . . . ,N, and the dipole moments

qi, i = 1, 2, . . . ,N are given at a given time point. As the number of dipoles N is unknown, the
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state-space of the unknown primary current j is defined as j = (r1, q1, . . . , rN , qN). The ith dipole

moment is defined as qi
k =

(
oi

k, s
i
k

)
. Where oi

k is the 3-dimensional orientation vector and si
k is

the amplitude of the dipole.

Let zk be the set of EEG measurements at time k, taken from the scalp with the number

of sensors Ns. Each zk =
(
z1

k , . . . z
Ns
k

)
, where ith element is the measurement at time k by ith

electrode. The EEG data collected by Ns electrodes defined as

zk =

N∑
i=1

L
(
xi

k

)
si

k + vk (4.9)

here vk is a white Gaussian noise with variance σ2
v , L (.) is a lead field matrix and xi

k is a source

parameters vector which consists of dipole location, the orientation of the ith dipole at time k.

L (.) depends on i th dipole location ri
k and ith dipole orientation oi

k at time k. While L(.) gives an

estimate of the source distribution in the cortical space that is reasonably precise, it is artificially

discretized to a small number of fixed positions. The leadfield matrix (the source signal) for

dipole i is denoted by L
(
xi

k

)
∈ Rns×3. A combination of Head geometry, electrode positions,

and dipole localization gives the non-linear function L
(
xi

k

)
. Sensors measure the electrical

activity due to dipole source. And these dipole sources contain unity moments along x, y, and

z directions. These have zero moments in other directions. Using [156], a lead field matrix L(.)

at time step k was developed byusing the following equation

Lk,m, j =
1

4πσ
cos(θk, j) ×

 2
d3

k,m, j

(
|Γk, j|cos(γk,m, j) − r

)
+

(
dk,m, j|Γk, j|

)−1
−

(
r|Γk, j|

)−1


+
1

4πσ
sin(θk, j)sin(βk, j)sin(γk, j) ×

 2r
d3

k,m, j

+
dk,m, j + r

rdk,m, j

(
r − |Γk, j| + dk,m, j

)
(4.10)

here r is the radius of the head model, dk,m, jis the distance between the jthdipole source and

the mthsensor, γk,m, j is the angle between the vector pointing to the mth sensor and the vector

pointing to the jth dipole location, θk, j is the angle between the jth dipole orientation and the

vector pointing to the jth dipole location, βk, j is the angle between the plane formed by the jth

dipole and the origin, |Γk, j| =

√(
rx

k, j

)2
+

(
ryk, j

)2
+

(
rz

k, j

)2
and σ is the head tissue conductivity

constant.

To compute the forward model ‘zk’, a priori knowledge of head geometry, electrode posi-

tion is necessary. It is possible to obtain the probability of every measurement from 4.9 using,

p(zk|(xk, sk)) ∝ exp
 (zk − L (xk) sk)R−1

zk
(zk − L (xk) sk)

2

 (4.11)
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where Rzk is the covariance matrix of zk, the objective is to estimate the location of the sources

using given measurements zk.

The xk states to be calculated are the geometric locations and neural activity signals of N

dipoles in the PF framework of the dipole localization problem. We don’t have a dipole position

or signal information a priori. In fact, such a model is accurate, notably for characterizing brain

sources of atypical brain function, such as epilepsy seizures. Therefore in the source localization

space, we consider the state transition to be a random walk model (first-order Markov chain).

A random walk model does not presume any knowledge of the source positions and moments a

priori.

xk = xk−1 + uk (4.12)

where uk is a zero-mean, Gaussian white noise with σ2
uI covariance, where the I is identity

matrix denoted. The uk is considered to be independent of past and present states. The whole

state-space model of the problem of dipole reconstruction is thus as follows:
xk = xk−1 + uk state transition model

zk = L (xk) sk + vk observation or measurement model
(4.13)

From the above equations, the EEG can model as a state-space model. To evaluate the dynamic

parameters (i.e., location in x, y, and z directions) in the cerebrum, the PF is used by considering

the measured signal zk at time point k.

4.3 Inverse model

To calculate the dipole parameters from the measured signal the inverse problem has to be

solved; inverse problem is emerging from the forward model. There are several sources inside

the skull that provide the same data that have been measured, and the problem is that there is

not a unique solution. The objective is to find a meaningful solution among the many solutions

which are mathematically correct. Over the last two decades, methods of determining the source

from the EEG signal obtained have been used widely to derive a single source estimation. But it

remains a challenge to determine the distribution of the source. The most popular methods i.e.,

MNE, sLORETA, etc. used to identify electrical sources in EEG presume there is no temporal

component of electrical sources inside the brain. The source parameters are used to estimate at

each point in time, but there is no connection with the previous time point. These methods are

constrained to fixed dipole assumptions and cannot predict the source activity variability.
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These approaches are constrained in their ability to integrate problem-specific anatomic or

physiological information by considering a static placed dipole. It is very common to assume

that the source varies rather than is constant in time. Using a time variable source model, we

will investigate at each point in time the source distribution and provide variability estimates.

In the context of this notion, a state-space model is used for the time evolution of the source.

Our aim is to find the source parameters posterior distribution. A predictive dipole model is

the consequence of our reformulation of the inverse problem. It brings out that our predictive

model’s posterior distribution of sources can be viewed as an analytical solution to the inverse

EEG problem.

The Bayesian methods project the problem overall rather than look for the single optimal

solution and estimate the entire posterior probability density function. Estimation of dipole pa-

rameters can be considered as the Bayesian problem, and for sampling, the posterior distribution

Markov Chain Monte Carlo method has been used [166].

In the Bayesian filtering, The posterior density at time point k is calculated with the

posterior-density at time k − 1 which relates to the dynamic problem is computed in a two-

step procedure: in the evolution step, the prior density at time point k is calculated from the

posterior density at time k − 1; in the observation step, the posterior density at time k is com-

puted from the prior at time k . The Bayesian filtering algorithm leads to the popular Kalman

filter, under linear Gaussian conditions. In [23], the authors consider the inverse problem as a

complex one and apply Kalman filtering to a linear distributed source model. If Bayesian filter-

ing is used to approximate the parameters of EEG data point sources, the non-linear dependence

of sources prevents the use of Kalman filters. It involves an approximation technique to monitor

the time-specific sequence of posterior densities. A particle filter [31, 32] is used to investigate

the posterior densities due to the model’s non-linearity.

4.3.1 Nonlinear Bayesian tracking

Two elements describe a Bayesian tracking problem [32, 149]:

1. The state model: defines the state’s evolution with time {xk}, initial distribution is defined

as p (x0) and the transition equation is given as p (xk|xk−1).

2. The measurement model: describes the noisy measurements correlated with the state

model. This can be written as {zk}, it is meant to be based on {xk} and the measurement

equation is given as p (zk|xk).
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These models can be used in a probabilistic context, in a filtering context, and in the

following forms, models are given [89]:

xk = f (xk−1, uk)↔ p (xk|xk−1) (4.14)

zk = h (xk, vk)↔ p (zk|xk) (4.15)

where xk consists of N number of unidentified parameters (locations of the sources in EEG

model) at time k, zk contains Ns number of observations (EEG measurements) at time k, f (.)

and h (.) are considered to be nonlinear functions where f (.) is related to state-transition and

h (.) relates to the state vector along with the observation vector, uk is the state model error, and

vk is the observation noise.

The Bayesian method is based on all available information, such as the knowledge of

the system or collections of observations, to construct a state’s posterior probability density

function. An optimal estimate of the state can be obtained in principle (with regard to any

criterion) [32]. A filtering approach is used to estimate the state recursively. According to [32],

it ensures that data collected should be sequentially processed rather than as a batch such that a

full data set cannot be stored nor the data re-processed if new measurements are available.

In this model, to evaluate source parameters x, consider the posterior probability density

of the x based on the EEG measurements can be written in terms of Bayes theorem as:

p (x|z) =
p (z|x) p (x)

p (z)
(4.16)

where p (x) is the probability distribution of source parameters x, the encoding of all unknown

information available before measurement. p (z|x) is the probability function, including the

forward model information and the statistical noise characteristics.

4.3.2 Particle filter

Stastical model

The unknown and the observations are modeled as Random Variables in the Bayesian

approach to inverse problems and the solution is the entire posterior probability density function

of the unknown, obtained by the Bayes theorem. In the case of dynamically inverse problems, a

two-step algorithm known as a Bayesian filtering is mediated by the sequential implementation
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of the Bayes theorem, which involves a prior density in each step and the use of Chapman-

Kolmogorov equation.

Let xk and zk be the realizations of Xk and Zk, the primary current distribution and the

measures data at k, in the EEG application. Assume that the Xk is the stochastic process of first

order Markov process, Zk is with respect to Xk. The conditional posterior probability distribution

p (xk|zk) can be estimated using recursive Bayesian filter using two steps, based on the complete

probability formula:

1. Prediction: the state model is used for calculating the prior pdf of the current state at time

k using the Chapman–Kolmogorov equation:

p (xk|z1:k−1) =

∫
p (xk|xk−1) p (xk−1|zk−1) dxk−1 (4.17)

2. Update: the new measurement available at time k is used to update the prediction pdf

using the Bayes law:

p (xk|z1:k) =
p (zk|xk) p (xk|z1:k−1)∫

p (zk|xk) p (xk−1|z1:k−1) dxk
(4.18)

where p (xk|xk−1) is the transition kernel of the stochastic process underlying the data. It is

expressed in the dynamics of brain sources in general assumptions such as temporal continu-

ity. p (zk|xk) is the likelihood function defined by the forward model and the noise statistics.

Equations 4.17 and 4.18 are used to construct a prediction-update process. This helps us to re-

cursively obtain the state’s posterior probability density function. From p (xk|zk) the estimation

of source parameters such as location and amplitude of the dipoles can be computed. The pos-

terior probability density function is, however, typically hidden and cannot be obtained easily.

The above equations preserve the parameters of a current dipole set independently of the source

and forward models, used in particle filters.

In Bayesian filtering, when applied to EEG inverse problem, in the course of time, neural

sources might emerge, become stronger, shift, weaker and vanish. The primary current at time

k is usually a collection of N dipoles and it is given as, Xk = {Rk,Qk} = Dk. Where the dipole

locations Rk =
{
r1

k , . . . r
N
k

}
and dipole moments Qk =

{
q1

k , . . . q
N
k

}
denoted respectively. For a

single dipole, it is represented as d1
k = (r1

k , q
1
k).

We model the primary current as an RFS [167] of dipole in order to apply Bayesian filter-

ing. RFSs, like RVs, have density functions for probability. Bayesian filtering equations 4.17
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and 4.18 applies to RFSs, as long as the integrals concerned are known as specified integrals

[Voet et al., 2005]. Here Xk is the realizations of RFS. The Bayesian filtering equations now

interpret:

p (Xk|z1:k−1) =

∫
p (Xk|Xk−1) p (Xk−1|zk−1) dXk−1 (4.19)

p (Xk|z1:k) =
p (zk|Xk) p (Xk|z1:k−1)∫

p (zk|Xk) p (Xk−1|z1:k−1) dXk
(4.20)

The actual implementation of Bayesian filters includes the understanding of three func-

tions of probability density: the very first prior density for initializing the algorithm, the like-

lihood function and transition kernel of the equations given above. Since we believe that only

Nmax dipole can be simultaneously involved, Nmax probability measures are sufficient to describe

the reliable estimation.

• Prior density: The first prior density must be specified however the last density is deter-

mined automatically using the algorithm at k > 1. Since we have no prior knowledge

of the number of sources, the marginal likelihood p(|X1| = i) = (1/(Nmax + 1)), i =

1, 2, . . .Nmax, where |X1| is the number of sources in set X1 and Nmax is maximum the

number of simultaneous sources allowable. As we presume simultaneous dipoles are

independent, the prior density for a single dipole is sufficient to evaluate. In the brain

volume, the prior for the dipole locations is uniform; we note that dipole locations are

limited to a finite set of values for computational reasons. In the sphere, the prior for

dipole orientation is uniform, and log uniform is the prior for dipole power. We use a

uniform brain volume distribution for r1 locations, and we use a zero-mean Gaussian dis-

tribution N(0, γq) for dipole moments q1, where the standard deviations γq is order of

magnitude of the expected sources.

• Likelihood function: The data sequence can be modeled with Random Vectors Zk since

the dimension of the measurement vector is fixed. The forward operator, denoted as L(.),

relies on the volume conductor properties. The model contains Additive Noise Vk:

Zk = L (Xk) S k + Vk (4.21)

the probability or likelihood function function is p(zk|Xk) = N(zk−L(Xk), σnoise)where the

standard noise deviation σnoise is determined by the pre-stimulus period.
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• Transition kernel: A transition kernel based on a random walk codes our lack of informa-

tion about true dynamics of the neural origins. Furthermore the probability of transitions

between sets of different dipole numbers are consistent. In our model, a new dipole can

emerge at any point of time and previous dipoles can disappear; in addition, dipole posi-

tions, orientations and strengths can change. The transition density thus accounts for the

probability of dipole birth, dipole death and dipole parameter evolution. The evolution

of a dipole set with N dipole in time k is governed by: a new dipolar source can emerge

each time with probability pnew and density πnew, with probability pdis an existing dipole

can vanish, or with probability 1 − pdis an existing dipole can persist and evolve accord-

ing to a single-dipole model π(dk+1|dk) evolution. It is assumed that all these events are

independent. The model equation in terms of RFSs

Xk+1 = S (Xk) ∪ Xnew
k+1 (4.22)

S (Xk) is the RFS of survived and evolved dipoles, where Xnew
k+1 is the RFS for the new

sources, containing at most one new dipole. Assuming dipole evolution is independent,

the probabilities pnew and pdis along with the single dipole development model π(dk+1|dk)

and density πnew(dk+1) can be demonstrated to completely evaluate the beliefs measure

and hence the transition kernel in equation 4.19.

– the probability that N dipoles are included in the dipole set at time k + 1 is 1/3; the

probability that N + 1 dipoles are contained is 1/3; the probability that N − 1 dipoles

are contained is 1/3

– If there are N − 1 dipoles in the dipole range at time k + 1, the dipole to be excluded

is randomly chosen from the set

– If there are N + 1 dipoles in the dipole set at time k + 1, the current dipole is taken

from the same distribution as the prior initialization

– The model of single-dipole evolution, which is a random walk inside the volume

of the brain. The Gaussian densities π(rk+1|rk) = N((rk+1 − rk), γr) and π(qk+1|qk) =

N((qk+1 − qk), γq), which have standard deviations of γr = 0.5cm and γq = 2nAm, is

charecterized by the transition kernel π(dk+1|dk) for single dipole.

Computational algorithm

As the EEG forward problem is non-linear with respect to the dipole position, only nu-

merically equations 4.19 and 4.20 can be solved. Here we have applied a sequential Monte

Carlo technique called particle filter in order to obtain each step by discretizing equations 4.19
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and 4.20 of a sample set (’particles’), distributed according to posterior density and adding a

sampling stage, reducing the amount of unlikely sample points. The following is the general

scheme of the particle filter we apply.

Draw Np random samples (particles) x(i)
k with respective weights w(i)

k , i = 1, 2, . . .Np , as an

alternative to a posterior PDF. When the number of samples (particles) increases, the predictions

get close to the PDF’s functional description. Thus we approximately get the sample-based

posterior PDF:

p (Xk|z1:k) ≈
Np∑
i=1

w(i)
k δ

(
Xk − x(i)

k

)
(4.23)

δ (.) is the Dirac delta function, with the sum of all weights should be equal to 1 i.e.,
∑Np

i=1 w
(i)
k =

1. The weights are selected according to the importance sampling principle [32]. The im-

portance sampling assumption gives that it is possible to obtain samples from the posterior by

sampling from a suitable proposal distribution and applying importance sampling corrections.

Drawing samples from p (X) are challenging, but from q (X), which is proportional to p (X),

can be determined. Also, let x(i) ≈ q (X) , i = 1, 2 . . .Np samples generated from the importance

density q (.). Choose an importance density to make it close to the posterior density such that

q (Xk|z1:k) = q (Xk|X1:k, z1:k) q (Xk−1|z1:k−1) having the weights as w(i)
k ∝ p

(
x(i)

t , z1:k

)
/q

(
x(i)

k , z1:k

)
.

In order to make a particle filter work in practice, a good importance distribution is im-

portant. Instead of drawing randomly from the brain when birth is indicated, the new dipole

position is sampled according to a heuristic distribution dependent on the data. Although the

closeness of this distribution to the optimum importance distribution can affect the variance of

the estimator, the sampling correction of importance guarantees that under very mild conditions

we achieve consistent estimate (in the number of particles). A death is suggested with nearly

the greatest probability, unless a birth is proposed. We suggest using the following importance

distribution:

q(xk|xk−1, zk) = pnew × q(rNk
k , q

Nk
k |zk, xk−1) ×

Nk−1∏
n=1

δrn
k ,r

n
k−1

N(qn
k , q

n
k−1)

+pdis(xk−1, zk) ×
Nk−1∑
n=1

π(dn
k |dk−1, xk) ×

Nk−1∏
n=1

δrn
k ,r

n
k−1

N(qn
k , q

n
k−1)

+(1 − pnew − pdis(xk−1, zk)) ×
Nk−1∏
n=1

δrn
k ,r

n
k−1

N(qn
k , q

n
k−1)

(4.24)

we propose birth at a fixed rate, in our algorithm we use pnew = 1/3. If there is no (close-to-

optimal) proposal, new dipole detection is one of the algorithm’s most challenging tasks. It is
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therefore appropriate to allocate a significant proportion of the computing resources to this task.

We assume that πnew > 1/100. The new dipole position is indicated when birth is suggested from

a distribution of the heuristic proposal q(rNk
k , q

Nk
k |zk, xk−1) computed from the data and obtained

by considering the equation 4.21.

By considering equation 4.17, the posterior density is written as,

p (Xk|z1:k) =
p (zk|Xk) p (Xk|Xk−1)

p (zk|z1:k−1)
p (Xk−1|z1:k−1) (4.25)

weights are updated for the next time point as,

wk ∝
p (zk|Xk) p (Xk|xk−1)

q (Xk|X1:k, z1:k)
p (Xk−1|z1:k−1)

q (Xk − 1|z1:k−1)
=

p (zk|Xk) p (Xk|Xk−1)
q (Xk|X1:k, z1:k)

wk−1 (4.26)

finally, the state estimation will become X̂k ≈
∑Np

i=1 w
(i)
k x(i)

t . The sampling importance sam-

Algorithm 1 Sequential Importance sampling Particle Filter

• Initialization of the particles: draw the particles from the initial distribution x(i)
k from

p
(
x(i)

0

)
• Particle propagation: Particles are taken from q

(
xk|x

(i)
k−1, z1:k

)
which is an importance

density function, where z1:k = {z1, . . . zk}.

• Weight update: Particle weight can be calculated as w(i)
k ∝ w

(i)
k−1

p
(
zk |x

(i)
k

)
p
(
x(i)

k |x
(i)
k−1

)
q
(
x(i)

k |x
(i)
k−1

)
• Weight normalization: the sum of all weights should be equal to 1, i.e.,

∑N
i=1 w

(i)
k = 1.

pling (SIS) particle filter procedure is given in algorithm 1. The SIS alone method has been

demonstrated to lead to the problem of particle degeneracy. After a few iterations, most particle

weights decrease by nearly zero, only one weight increases by almost one. This causes the al-

gorithm to become inaccurate and the computational resources to be wasted. PF requires a new

stage, called a resampling, to prevent this degeneration. Resampling is a stochastic procedure

which tries, by replicating particles with high weights and eliminating those of low weights,

to address an inevitable increase in the variance in the sampling estimator of importance den-

sity. Precisely the product of Np and its weight prior to resampling is the number of offspring

expected for each particle.
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4.3.3 Resampling

Resampling is the process of the particles with lower weights are displaced by those with

higher weights. This substitution would re-weight the deposed particles with the objective that

change among the weights would be diminished [94, 168]. The resampling should be applied

only when it is necessary, and it is also essential when resampling is done. The threshold

criterion for the resampling is the effective sample size of ESS. It is given as

Ne f f =
1∑ (
w(i)

k

)2 (4.27)

The posterior distribution shall be resampled during each time step: Np particles from esti-

mated posterior density are chosen. This procedure ensures that particles of small or negligible

weight are removed, while particles of more weight increase.

Resampling methods are divided into two types: deterministic and adaptive. In the deter-

ministic type, the resampling has to be done at all time steps. In adaptive resampling, whenever

the weight of a particle is below the threshold criteria, then resampling is triggered. This gives

better performance by the PF than deterministic resampling gives. The model for actualizing

resampling is generally used because of the variance of the weights, which replicates the level

of weight degeneracy.

4.3.4 Resampling methods

Depending on duplication or removal of high or low-weight particles, updated particle

distribution is resampled separately. Resampling steps are followed continuously and weights

tend to be focused on fewer particles after several cycles in particle propagation. The larger part

of the particles has insignificant weights which cause degeneration. Ideally, the propagation of

the particles should be extended to manage degeneration, involving the use of different methods

of resampling [169].

Multinomial resampling:

Multinomial resampling is also called as random resampling [77, 148, 170]. There is a

very large population and it is difficult to identify every member of the population. The entire

process of sampling is done in a single step with each subject selected independently of the
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other members of the population. The term random has a very precise meaning and you can’t

just collect responses on the street and have a random sample. The main idea behind resampling

is to produce w(n)
k which is Np number of random measures from the distribution (0, 1] and these

numbers are used to pick the particles from xk. For the particle x(m)
k , the nth random number can

be taken that satisfy the following condition,

Q(m−1)
k < w(n)

k ≤ Q(m)
k (4.28)

where Q(m−1)
k =

∑m
i=1 w

(i)
k . In the ’wheel’ analogy [171] shown in Figure 4.2, this method of

resampling estimates by picking Np independent random directions from the center of the wheel

and taking the pointing particle.

Figure 4.2: Wheel analogy of Multinomial resampling [171].

In this technique, each member of the population has an equal chance of being selected as

subject. When there are very large populations, it is often difficult to identify every member of

the population and the pool of subjects becomes biased.

Stratified resampling:

A stratified sample, in essence, tries to recreate the statistical features of the population on

a smaller scale. Before sampling, the population is divided into sub interval called ’strata’. Then

the population is randomly sampled within each category or stratum. In stratified resampling,

where the total weights are added and divided into equal Np pieces, i.e., pre-partitioning the

(0, 1] period into Np sub-intervals U
(
0, 1

Np

]
. . .U

(
1 − 1

Np
, 1

]
, these subparts are called strata,

as shown in Figure 4.3 [171]. Then w(n)
k it draws in each strata independently, which means

that the particles of small weight are sampled at most once, and at least once the particles of

considerable weight are sampled [172, 173].

w(n)
k ∼ U

(
n − 1

Np
,

n
Np

)
, n = 1, 2, . . .Np (4.29)
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This method attempts to overcome the shortcomings of random sampling by splitting the popu-

Figure 4.3: Wheel analogy of the Stratified resampling [171].

lation into various distinct segments and selecting entities from each of them. This ensures that

every category of the population is represented in the sample. Stratified sampling is often used

when one or more of the sections in the population have a low incidence relative to the other

sections. Stratified sampling is the most complex method of sampling.

Systematic resampling:

In a systematic resampling, after you decide the sample size, arrange the elements of

the population in some order and select terms at regular intervals from the list. Systematic

resampling is also called as universal sampling; In this common technology, draw only one

random number, that is, one direction in the ’wheel’ for first particle and other particle with

Np − 1 directions, fixed at increments of 1/Np of that randomly picked a direction [171], as

shown on Figure 4.4. Presently, w(1)
k is drained from the regular distribution on

(
0, 1

Np

]
, and

whatever is left over the ‘ uk’ information is acquired conclusively, i.e., w(n)
k ∼ U

(
0, 1

Np

)
,

w(n)
k = w(1)

k +
n − 1

Np
, n = 2, 3 . . .Np (4.30)

The main advantage of using systematic resampling over simple random resampling is its

Figure 4.4: Wheel analogy of the Systematic resampling [171].

simplicity. Another advantage of systematic resampling over simple random resampling is the

assurance that the population will be evenly sampled. There exists a chance in simple random

resampling that allows a clustered selection of subjects. This can be avoided through systematic
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resampling. The possible weakness of the method that may compromise the randomness of the

sample is an inherent periodicity of the list.

Residual resampling:

Residual resampling is also called a reminder resampling. It consists of two stages. The

first stage is to replicate the particle with weights more than 1/Np. The second stage is to

resample the remaining weights. Here, the ith particle is resampled by F(i)
k + S (i)

k , where F(i)
k

and S (i)
k are the quantities of replicas from the first and the second stages. F(i)

k = |Npw
(i)
k | .

The number of replicated particles from the first stage and second stage are Fk =
∑Np

i=1 F i
k,

S k = Np − Fk.

The residual weights are acquired from

w̃(i)
k = w(i)

k − F(i)
k /Np (4.31)

In the second stage, particles are taken as per remaining weights by utilizing the multinomial

resampling, where the selection of x(i)
k is compared to the remaining weight of that particle. The

first stage addresses a deterministic reproduction; consequently, the assortment of the number

of times a particle is resampled is just credited to the second stage. Residual resampling only

needs to sample i times, which means that the amount of computation is also reduced.

Metropolis resampling:

Metropolis resampling requires only ratios between weights. In general, the posterior

density of the particle filter is denoted by particles with their weights. But in this resampling,

first draw a sample from desired importance density [93, 174]. Then, whether the new sample

is accepted or rejected based on the acceptance ratio, which is given Eq. 4.32

r
(
xn, x

′
)

= min

1,
p
(
x
′
)
g
(
xn/x

′
)

p (xn) g (x′/xn)

 (4.32)

where x
′

∼ g (./xn) and g (.) is the desired importance density. Generate a uniform random vari-

able u ∼ U (0, 1). Now compare the uniform random variable u and acceptance ratio r
(
xn, x

′
)
.

If u > r
(
xn, x

′
)

then set xn+1 = xn. Else set xn+1 = x
′

.
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Branching resampling:

In this case, the particles are independently branched rather than collectively resampled,

and branching happens only where there is a need. Branching resampling is one of the tradi-

tional variation resampling methods and based on residual resampling methods. These methods,

the replicated particles, will be based on the integer parts of each weight in the same way, but

residuals vary differently with the resampling method. The decision to branch or kill the parti-

cle is based the weight of the particular particle and the weight of all its particles (that is, the

decision to sample more than once or not at all) and not on the individual values of others.

In the branch-kill method, if the weight of the particle is w(i)
k > U

(
0, 1

Np

)
then replicate the

particle again, else kill the particle. In this approach, the number of replicated particles of x(i)
k is

equal to N(i)
k = f loor

(
Np · w

(i)
k

)
or N(i)

k = f loor
(
Np · w

(i)
k

)
+ 1 with the probabilities 1 − p and p

respectively. Where p = Np · w
(i)
k − f loor

(
Np · w

(i)
k

)
.

Partial stratified resampling:

To reduce the computational complexity, resampling has to be done on only a few parti-

cles. The main idea behind partial stratified resampling is to complete the resampling only on

few particles by joining the particles with higher weights and lower weights based on the upper

threshold and lower threshold [177] The smaller weight particles which are below, the lower

threshold ( Tl ) and the higher weight particles above the higher threshold ( Th ) will be com-

bined and resampled where low weight particles will be replaced with high weight particles.

The particles which are in between low and high thresholds will not be resampled and will be

considered for the next time step. The advantage of using PSR is, it will perform resampling in

less execution time as only some of the particles will undergo resampling.

PSR algorithm can be executed in two steps; the first step is to classify (negligible, mod-

erate, and dominant) the particles based on their weight, the second step is to perform stratified

resampling on the particles, which are the combination of negligible and dominant weights. The

threshold values have taken in between (0, 1], both low threshold, high threshold values started

at 0.5. Tl Starts decreasing by 0.05 and Th starts increasing by 0.05. Total of nine threshold

values have been defined.

Minimum sampling variance:

Consider the concerns about streamlining the resampling calculation under certain sensible

limitations. In the first place, to limit the variance of the weights (which to the highest degree
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Table 4.1: threshold values for PSR

Threshold Low threshold value <Tl High threshold value >Th Moderate (Th − Tl )
T1 0.1 0.9 0.8
T2 0.15 0.85 0.7
T3 0.2 0.8 0.6
T4 0.25 0.75 0.5
T5 0.3 0.7 0.4
T6 0.35 0.65 0.3
T7 0.4 0.6 0.2
T8 0.45 0.55 0.1
T9 0.5 0.5 0

diminishes the degeneration), the weights of the resampled particles might be set equivalent, as

is usually done (i.e., wm
k = 1/Np). This is called as ideal weight condition, which completely

expels the degeneracy.

Resampling is a critical procedure that is of both theoretical and practical significance for

efficient implementation of the particle filter. First, identical distribution (ID) is established

as a general principle for the resampling design, which requires the distribution of particles

before and after resampling to be statistically identical. The sampling variance are introduced

for assessment of the ID attribute of resampling, and a corresponding, qualitative ID analysis of

representative resampling methods is given.

The new approach for the resampling technique is called minimum sampling variance

(MSV) [178] resampling, which comprises two principle steps:

• Step 1: Each particle is first resampled f loor
(
Np · w

(i)
k

)
times, leaving a weighted residual

w(i)
k = w(i)

k − f loor
(
Np · w

(i)
k

)
/Np . This step will yield, in total, L particles, where L =∑Np

i=1 f loor
(
Np · w

(i)
k

)
.

• Step 2: The particle with relatively larger weight residual, top
(
Np − L

)
, will be further

sampled one more time each.

The MSV resampling ensures accomplishing the lowest sampling variance for a discretionary

sample set while fulfilling the ideal weight condition and including precisely the predefined

number of particles. The ideal identical distribution quality got by MSV resampling demon-

strates a capacity to maximally protect the posterior distribution or, to state an ability to max-

imally diminish data loss during the resampling, which is profoundly the best approach, in

principle.
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Algorithm 2 Pseudo code for Sequential Importance Resampling
1: for i = 1, 2, . . .Np do
2: draw x(i)

0 from p (x0)
3: end for
4: for k = 1, 2 . . . t do
5: for i = 1, 2, . . .Np do
6: draw x(i)

k from q(xk|xi
k−1, zk),

7: x(i)
0:k = x(i)

0:k−1, x
(i)
k

8: compute the weights
9: end for

10: for i = 1, 2, . . .Np do
11: normalize the weights
12: end for
13: for i = 1, 2, . . .Np do perform resampling
14: From the set xi

k = 1, 2, . . .Np, pick Np particles at random in such a way that the
probability of extracting xi

k are the same as wi
k.

15: A new estimate of the posterior density at time k is the set of uniformly weighted
particles x̂i

k, and the particles that have greater weights appear more often in this set.
16: end for
17: for i = 1, 2, . . .Np do Evolution of dipoles
18: Let each x̂i

k particle evolve by drawing a new xi
k+1 particle in accordance to the

transition kernel π(xk+1|x̂i
k).

19: In conjunction with the single-dipole transition kernel , each surviving dipole of
each particle evolves.

20: There could be new dipoles emerging. The uniformly weighted xi
k+1 particles are an

estimate of the prior density at k + 1
21: The number of dipoles in each particle can range from zero to maximum according

to the RFS framework; dipole configurations may experience loss or birth of dipoles during
temporal evolution.

22: end for
23: end for

4.3.5 Estimate the number of sources

All the information available on the source constellation is stored in the posterior density of

the current dipole set, so it is difficult to visualize as a whole; alternatively, separate calculations

can be computed to obtain the necessary information. Random Finite Sets provide the mean to

estimate the from posterior density of random variable Nk

p(|xk| = i) =

∫
D(i)

π(xk|z1:k) δxk (4.33)
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where D(i) is the set of subsets of i dipoles, provides a time-varying estimate of the number of

active sources by maximizing the posterior density function

N̂k = argmax (p|xk| = i) (4.34)

we used the RFS equivalent of the first moment of an random variable to measure the source

parameters. It is a function in single-dipole space D, it is an integral function of probability

hypothesis density (PHD) for region R, it calculates the number of dipoles in the region R and

the peaks of this function can be used to measure the active dipole.

PHD(dk) =

Np∑
i=1

wi
k

∑
d∈xi

k

δ(d − dk) (4.35)

thus the problem of calculating the source parameters is turned into the problem of finding the

integral function’s local maximum that can be done using the above PHD equation 4.34.

4.3.6 Clustering

In the EEG data, the number of sources determined by the particle filter is not constant, so

it can be difficult to trace the identity of the sources. Take for example, number of source at k

is less than the source at k − 1 there must have then been at least one source that was involved

at k − 1; but there is no convenient way to figure out which of these sources was actually dead."

In the other hand it is exceedingly necessary for the EEG application to preserve the source

identification, where the temporal waveforms of individual sources are among the principal

subjects of neuro-scientific applications. In [[30]] the authors suggested by applying clustering

approach to find the source positions.

To obtain a meaningful set of neural sources, we successfully applied an iterative algorithm

based on the basic k-means clustering [179]. Clustering is carried out into a state-space: the

position is three dimensions, the orientation is three, the time k where the source dipole was

present. This temporal parameter ensures continuity of the source waveforms. The iterations

are required since the number of clusters is unknown, while the k-means algorithm needs to

be set in advance. First we need to assume the number of sources, then cluster the dipoles to

the number of clusters assumed. Now apply Wilcoxon test [180] for statistical difference, and

check whether all clusters are significantly diverse; if not decrease the number of clusters by 1

and again perform the clustering procedure until all the clusters diverse. The estimated dipole

moment would be the average dipole moment for each estimated dipole location.
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4.4 Simulation results

4.4.1 Workflow

To model the neural activity of the brain, the number of dipole sources are unknown and

are time-variant. Therefore, the problem is to find N the number of dipole sources at each time

point t. Here, there is no prior information about the number of dipoles. The particle filter is

used to deal with the unknown and time-varying dipoles.

As mentioned above, the particle filter contains three phases. After performing the particle

filter, at each time point of an EEG data to create time-varying evaluations of the dipole param-

eters are done. These dynamical assessments, in any case, don’t distinguish individual neural

sources in time, because there is no direct connection between dipoles evaluated and different

time steps. The neural sources have different dipoles where they appear at different time points.

Nevertheless, they represent the same neural source. So it is better to cluster them by locating

their 3-d location. The k-means clustering gives diverse dipole source collection into different

neural sources. To find out the 3-d location of the same source, it is better to take the average

location of dipoles belonging to that group.

The process of estimation is as follows:

1. At time t = 0 , define Np number of particles as x(i)
0 ; i = 1, 2, . . .Np

2. Assign weights to particles as w(i)
0 ; i = 1, 2, . . .Np . Initially, the weights of the particles

will be 1/Np

3. At time t = 1 , the particle filter is initialized to estimate x(i)
1

4. Sample x(i)
t from the importance density q

(
x(i)

t |x
(i)
t−1

)
5. Estimate the weights by using w(i)

t ∝ w
(i)
t−1

p
(
zt |x

(i)
t

)
p
(
x(i)

t |x
(i)
t−1

)
q
(
x(i)

t |x
(i)
t−1

)
6. Normalize the weights.

7. The particles are drawn at t = 0 in the sequential importance sampling particle filter;

then the algorithm sequentially updates the particle set with step 4, updates the weights

of the particle in step 5. The problem with this particle filter is the degeneracy of particle
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Table 4.2: The positions of dipoles located in synthetic data

Dipole
Position (3-dimension) in cm
X axis Y axis Z axis

1 -1.37 -5.43 7.34
2 3.74 4.54 5.66
3 -2.04 3.73 9.56
4 2.96 2.11 9.42

weights. Here most of the particles with high weights will dominate the low weight parti-

cles. The dominance of these particle degeneracies leads to the poor posterior likelihood

density function. Use resampling methods to discard the small weight particles.

8. Go to step 3

9. Prepare dipole configuration for the next time step.

10. After calculating the dipole positions and moments, these parameters don’t recognize

the actual sources in the brain. Now, apply the clustering to the dipoles based on the

position. When dipoles have been consigned to various clusters according to various

neural sources, calculate the average position of the dipoles in each cluster. This average

position can be considered as a position of the neural source.

A schematic plot of the particle filter for source localization is given in Figure 4.5.

The mean square error and relative accuracy are utilized as measurements for the perfor-

mance assessment to look at the outcomes from using the resampling methods of the particle

filter for the localization of neural sources [97]. As the neural source localization is nonlinear

and is an inverse problem, for real data, there is no accurate position of the source dipoles, and

thus cannot say which resampling method is better. For this reason, synthetic data is used in

which the positions of dipoles are known so that one can go for the analysis of the resampling

methods. Then it becomes easy to analyze the algorithms using real EEG data.

4.4.2 Synthetic data

The algorithm is applied to the synthetic data [181] in which four dipoles are located to

validate the location of the neural sources through the use of particle filter. The volume of the

brain is 10 cm in radius. The dipole positions are shown in Table 4.2.
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Load	EEG	data

Pre-process	the	data

Compute	the	lead	field
matrix

Initialize	the	particle
filter	parameters

Particle	propagation	using	state
transition	model

Particle	weight	update	using
measurements

Particle	weights
degenerated

Resampling

t=0

t=t+1

Yes

No

Dipole	state	estimation

Estimated	sources

Clustered	dipoles

k-means	clustering

Figure 4.5: Flowchart of the particle filter for source localization

The number of particles for each resampling method are 10000, 20000, 50000, 100000

particles considered. The higher the number of particles, the better the approximation of proper



74 Chapter 4, Section 4

localization. The comparison of resampling methods has been made concerning mean square

error between actual and estimated positions, relative accuracy, and computational time. The

synthetic data has a total of 400ms in that analysis has been done from 100 to 150ms. In the data

0 to 100ms interval is the pre-stimulus interval. The sampling frequency of the data is 1000Hz

[182, 183].

Computational measures

1. Mean Square Error (MSE): Mean square error between the position of the true dipoles

and estimated dipoles can be calculated. It could be written as,

MS E =
(xtrue−xestimated)2+(ytrue−yestimated)2+(ztrue−zestimated)2

3

In the above equation (xtrue, ytrue, ztrue) , (xestimated, yestimated, zestimated) represent the 3D po-

sitions of the true and estimated dipoles.

2. Relative Accuracy (RA): The calculation of normalized error values between true posi-

tions and estimated dipole positions is relative accuracy.

It is mentioned as, RA = 1 − |TruePosition−Estimatedposition|
True Position

3. Computational time: Measuring the computational time to implement the resampling

methods for the particle filter will also explore the quality of the resampling methods.
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Figure 4.6: True source locations

The images shown here are the estimated dipolar sources for the synthetic data. In Figure

4.6 the true source locations of the synthetic data are shown. After performing the multino-

mial resampling,the four estimated sources are found which are displayed in Figure 4.7a and

source amplitudes across the time interval are shown in Figure 4.7b. It can be observed that the

amplitudes vary according to the source activation at the respective time point. In Figure 4.8.

The estimated sources and their amplitudes of the synthetic data after performing the systematic
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Figure 4.7: (a) Estimated source locations using Multinomial resampling (b) shows the ampli-
tude of each dipole across time.
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Figure 4.8: (a) Estimated source locations using Systematic resampling (b) shows the amplitude
of each dipole across time.
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Figure 4.9: (a) Estimated source locations using Residual resampling (b) shows the amplitude
of each dipole across time.

resampling were given. Figure 4.9 represents the sources and their amplitudes of the residual

resampling. Figure 4.10 represents the estimated sources and their amplitudes of the stratified

resampling. Figure 4.11 shows the estimated sources and their amplitudes of the metropolis

resampling. In Figure 4.12, the estimated source locations and their aplitudes using the PSR

resampling for the threshold T7 were shown. Figure 4.13 presents the branching resampling

based estimated source locations and their amplitudes for the synthetic data. Figure 4.14 shows

the estimated source locations and amplitudes for the synthetic data using MSV resampling.
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Figure 4.10: (a) Estimated source locations using stratified resampling (b) shows the amplitude
of each dipole across time.
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Figure 4.11: (a) Estimated source locations using Metropolis resampling (b) shows the ampli-
tude of each dipole across time.
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Figure 4.12: (a) Estimated source locations using PSR resampling (b) shows the amplitude of
each dipole across time.

The EEG source reconstruction analysis is an emerging field of evident relevance for fun-

damental neurosciences and clinical studies. However, the validation is still inadequate, and

the reliability of available methods is confused. Researchers using Source Reconstruction anal-

ysis are interested in addressing research questions by rigorously validated under as realistic

circumstances as possible in all aspects of the Analysis, including head modeling, source re-

construction. It is not easy to evaluate the quality of inverse solutions, because ground truth is

not usually available. Simulations using synthetic data are an appropriate way of implementing

such a source reconstruction in the lack of ground truth for real EEG data.
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Figure 4.13: (a) Estimated source locations using Branching resampling (b) shows the ampli-
tude of each dipole across time.
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Figure 4.14: (a) Estimated source locations using MSV resampling (b) shows the amplitude of
each dipole across time.

Table 4.3: Average MSE of the 3D position (in cm) for the resampling methods for different
number of particles

No of Particles
Average MSE

Multinomial Systematic Residual Stratified Metropolis PSR Branching MSV
10000 0.019 0.016 0.023 0.025 0.019 0.015 0.016 0.015
20000 0.015 0.020 0.017 0.018 0.017 0.015 0.015 0.006
50000 0.021 0.023 0.009 0.032 0.015 0.020 0.021 0.010

100000 0.015 0.019 0.020 0.018 0.009 0.013 0.015 0.010

Table 4.4: Average Relative Accuracy of the 3D position for the resampling methods for differ-
ent number of particles

No of Particles
Average RA

Multinomial Systematic Residual Stratified Metropolis PSR Branching MSV
10000 60.11 71.10 58.10 50.48 68.03 70.08 59.47 77.5
20000 68.49 64.41 61.96 62.86 65.30 74.25 71.89 80.1
50000 65.65 51.36 80.49 49.02 68.34 61.56 68.27 75.33

100000 66.15 52.73 65.40 68.66 78.99 76.22 72.34 85.59

An MSE and RA for four different particle numbers for each method to determine the

accuracy of synthetic data are calculated. A high MSE value means the estimated data is too far

from the true data, whereas a low MSE indicates good accuracy in the estimate. A high RA value

close to 1 corresponds to a small error between the estimated and true positions, making the
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Table 4.5: Computational time for synthetic data between resampling methods for different
number of particles

No of Particles
Computational time in sec

Multinomial Systematic Residual Stratified Metropolis PSR Branching MSV
10000 60.58 34.32 35.87 39.43 64.83 32.32 34.5 31.2
20000 185.13 69.57 97.28 111.58 180.82 60.87 70.17 56.5
50000 871.62 191.43 217.39 188.59 374.30 186.05 195.78 175

100000 8019.25 348.34 516.01 469.51 602.55 283.57 312.05 190.68

estimate very accurate. The comparison analysis between resampling algorithms was evaluated

in this article by taking into account both low MSE and high RA values. From Table 4.3 and

Table 4.4, it can be observed that the MSE and RA of the proposed PSR, Branching, and MSV

resampling methods are impressive for a different number of particles than other conventional

methods of resampling. Concerning computational time, multinomial resampling takes more

time to estimate the dipoles compared to other methods of resampling; the proposed methods

show that it determines the source positions with very less time of execution given in Table

4.5. The average MSE is low with a different number of particles for PSR, Branching, and

MSV resampling methods, and also, the RA is high compared to other methods of resampling.

The computational time for PSR, Branching, and MSV resampling methods is very low. The

branching method can improve the accuracy of the source estimate for a certain number of

particles.

(a) (b)

Figure 4.15: Comparison of (a) average MSE (b) average RA for source localization with
20,000 number of particles using PSR threshold values.

In Figure 4.15a, the PSR method compares the average MSE by changing the threshold

values. Observe that MSE is very low in the threshold values T7 and T8 . The comparison of

average RA for the PSR threshold values was given in Figure 4.15b, and it is shown that high

RA is observed for T7 and T8 threshold values. For T1 , only the particles are resampled with

very high weight and very low weight, and most particles are considered to be moderate weight
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particles and are not sampled again. The majority of the useful data contained in moderate

particles are therefore lost, leading to very bad predictability.
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Figure 4.16: Sampling variance of systematic and MSV resampling methods for the synthetic
data

Systematic resampling is the method having the lowest resampling variance when com-

pared to other methods [95, 169]. Because of low sampling variance in systematic resampling,

for this work, systematic resampling is chosen to compare with minimum sampling variance

(MSV) resampling for the localization of brain sources. In Figure 4.16, the sampling vari-

ances of the particles before and after resampling for the MSV and the systematic resampling

is demonstrated. This clearly shows that the variance in systematic resampling is very high.

Table 4.6: Comparison of RMSE of source position for synthetic data with other PF methods

Approach Number of particles Number of dipoles Knowledge of dipole number RMSE of position
PF [26] 100,000 4 Known 5.4mm

RBPF [162] 50,000 2 Known 6.3mm
DPF [30] 100,000 3 Unknown 6.2mm

PF-PHDF [99] 16,000 3 Unknown 6.9mm
Proposed PSR-PF [177] 20,000 4 Unknown 4.4mm
Proposed MSV-PF [178] 20,000 4 Unknown 7.59mm

The efciency of the proposed algorithm was compared with that of [26, 30, 99, 162] as

illustrated in Table 4.6. In [162], the authors used RBPF, the RMSE of the RBPF is less than

with the proposed approach. In Rao-Blackwellization, the optimal solution is computed for the

linear dipole moment parameters through a set of Kalman filters, while the non-linear source

locations are sampled with a particle filter; this reduces the number of particles needed to obtain

a given accuracy, however, a covariance matrix has to be computed by inversion at each time

step for each particle, which also means more computational complexity. Moreover, the number

of dipoles need to be known priori. In [30], the authors used multi dipole particle filter method

to estimate the dipole sources. Here the number of dipoles to be estimated is higher, but it took

more particles, and it also resulted in higher RMSE compared to the proposed approach. In
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[26], the authors used simple particle filter and they were able to recover only two simultaneous

dipoles with help of R12 approach, with that implementation if the number of dipoles increases

means the number of particles will also increases resulting in the more computational com-

plexity. In [99], the authors used probability hypothesis density particle filter to estimate the

unknown number of sources with very less number of particles. This is because the EEG/MEG

signals require pre-processing to be divided into individual components such that each compo-

nent is composed of a single dipole. All particles were then only for a single dipole source and

the number of particles decreased to several thousand. The issue with this method is the num-

ber of sources will be equal to the number of channels i.e. the user has to choose the channels.

Selecting which channals to choos will become very difficult.

The proposed PSR-based system has a 4.4 mm tracking error compared to [26], which has

the best tracking efciency. The PSR only utilizes 20,000 particles and also has no knowledge of

dipole numbers. In summary, the proposed system achieves comparable results for estimation

of the unknown number of dipoles with considerably less computational complexity.The system

with proposed MSV resampling method obtains comparable estimated results with substantially

reduced computational complexity when tracking an unknown number of dipoles.

4.4.3 Real data

In this section, the estimation accuracy of the proposed algorithm using real EEG data

has been shown. The data were taken from the Brainstorm EEG/Epilepsy dataset [184]. This

dataset was collected from a patient who has suffered from focal epilepsy since the age of 8

years. He is not facing any dangerous risks from his epilepsy. Focal epilepsy is defined by

seizures originating from a particular portion of the brain. From the surgical perspective, the

epileptogenic area is better defined by individual MRI, in addition to reducing additional postop-

erative risks. The value of source localization of EEG data in epilepsy patients has already been

proven. This method can locate brain resources from extratemporal to deep temporal locations,

as demonstrated in earlier research [185, 186, 187, 188, 189]. Knowing the exact location of

focal epilepsy revolutionizes epileptic treatments both internally and surgically. The proposed

methodology can be viewed as a supplement to this diagnostic procedure. The localization of

EEG sources indicates focal epilepsy in the brain around the temporal lobe.

The data were recorded at a frequency of 256 Hz using 29 channels. EEG signals were

recorded from 29 terminals (FP1, FP2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8,

Fz, Cz, Pz, T1, T2, FC1, FC2, FC5, FC6, CP1, CP2, CP5, CP6) as per the 10/20 International
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Figure 4.17: (a) Channel locations (b) Real EEG data

framework. The channel locations were displayed in Figure 4.17a. The source of the reference

coordinate system is situated at the focal point of the spheres with the x-axis indicating right-

to-left, the y-axis pointing back to front, and the z-axis from the base upward [190]. The

arrangement of the EEG source confinement problem requires a critical number of forward

model assessments. The proposed calculation requires for its evaluation a large number and

variety of source areas. Furthermore, 15,000× 3 grid points on the head model has been set

roughly. The EEG data includes 921,600 samples. Between 137,000 and 200,000 samples,

10,000 ms of data is used. The real EEG data is shown in Figure 4.17b. There is no exact

position of the source dipoles for real EEG data.

Focal seizures are characterized by focal epilepsy in a given part of the brain. In patients

with epilepsy, the value of localization of EEG data sources has been proven. The technique

can locate brain resources, from extra-temporal to low-temporal locations, as demonstrated in

previous studies [186, 187, 188] For both internal and surgical therapies, the exact location

of focal epilepsy is essential. The suggested technique can be considered in addition to the

diagnostic protocol. The location of EEG sources indicated by focal brain epilepsy around the

temporal lobe. Results of source location can confirm the EEG measurements that enhance the

correlation between epileptic position and brain anatomy.

The dipole positions and source amplitudes of the real EEG data with multinomial, sys-

tematic, residual, stratified, metropolis, PSR, branching, and MSV resampling methods in par-

ticle filters were shown in Figures 4.18. For real EEG data, the results have shown for 20000

particles only. As can be observed from the picture, the dipoles are positioned across the brain.

The source amplitudes are represented from the time 10000ms to 20000ms, where the activa-

tions of various dipoles are also given.
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(h) MSV Resampling

Figure 4.18: Source estimates using particle filter with different resampling methods.

From Figure 4.19, It is observed that the sampling variance of the particles before and

after resampling is much less for the proposed approach in the PF to localize the neural sources.

The computational time for the processing of real data for both methods is presented in Table

4.7. This clearly shows that the proposed methods are performing better in terms of sampling

variance, as well as computational time.

The same dataset used in [184], is taken here to report the estimated sources of three

widely used inverse methods, the standard dipole fitting method [191], sLoreta (Standardized
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Figure 4.19: Sampling variance of systematic and MSV resampling methods for the real data in
Log scale

Table 4.7: Computational time between Multinomial, Stratified, Systematic and PSR resam-
pling methods for different number of particles for real EEG data.

No of Particles Multinomial Residual Stratified Systematic Metropolis PSR Branching MSV
10000 2025s 1508 1865s 1598s 2155 1313s 1250 1382
20000 9398s 2120 2596s 2820s 7270 2477s 2020 2114
50000 58840s 6284 6571s 7054s 25695 5662s 5780 5467

100000 97787s 17993 16487s 18133s 53174 11761s 15400 12270

low-resolution electromagnetic tomography) [33] and the MNE (Minimal Norm Estimation

method) [65], for further validation.

We attempted to compare results with the standard dipole fitting procedure specified in

[191]. First, independent component analysis is used to discover the independent channel in the

dipole fitting process. The dipole fitting was then applied to the independent components. With

this method, however, the number of dipoles is equal to the number of channels (29 channels

for our real data), meaning that there are 29 dipoles. The components are rejected using maps,

because the true positions and number of sources are unknown, and have taken five dipoles

present in the EEG. This is to say, the number of sources are assumed to be fixed. The results of

the dipole fitting are shown in Figure 4.20a. Selecting which components to accept or dismiss

when viewing the map was very difficult. The problem of dipole fitting is that choices by

the user generally take a long time. The PF technique generates position estimates with time

tracking for the entire time series. This is the anticipated conduct for explaining the neurological

phenomenon in the brain region.
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Importantly, instead of a time series, these sLoreta and MNE methods take input as a

single time point. The estimates obtained by a proposed particle filter using a time window

are compared to those obtained from the same signal pick in that same window. Also, the two

methods are based on a model of a distributed source instead of a model of a dipolar source. The

sLoreta and MNE tend to provide large maps of relatively strong sources and less disseminated

maps of relatively weak sources since a strong source’s posterior probability is very high and

vice versa. In Figures 4.20b and 4.20c, the estimates of sLoreta and MNE are correspondingly

presented. The scaled plot of sLoreta and MNE is the colored area of the brain cortex, the

colored bars on the right represent the strength of the inverse solution of sLoreta and MNE.

(a) Dipole fitting (b) sLoreta (c) MNE

Figure 4.20: Source estimates with other methods.

The sLoreta, MNE, and PF methods have considerably distinct interpretations. While

the pictures created by sLoreta, MNE represent the estimated power of the neural current, the

pictures generated by the PF algorithm depict the subsequent likelihood of a neural source

being present at any given place. Despite these distinctions, it appears that the sLoreta, MNE,

and the PF techniques are agreeable regarding a presumed position in the brain. PF results

are comparable to those obtained by both dipole modeling, sLoreta, and MNE; however, the

algorithm of the PF operates automatically, while the other methods require subjective decisions

regarding what is to be seen as a true source.

To achieve qualitatively similar outcomes, traditional dipole modeling and minimum norm

methods involve significant post-processing. The PF that described, immediately estimates the

number of sources and the dipole parameters. The location of the source-reported focal epileptic

activity in the cortex indicated the primary epileptic zone. The 3D location of the focal epileptic

activity and the EEG data are available for identifying the location of the central epileptic region

in the brain cortex, or the structure of the deeper temporal lobe. The results of the localization

of a source can confirm that EEG measurements improve the correlation between epileptic
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localization and brain anatomy. Our findings indicate that the location of the expected seizure

is near the temporal lobe, which is consistent with prior research.

4.5 Summary

As an imaging tool, EEG provides a good time resolution to illustrate neuronal activity.

Still, it leads to a poor spatial resolution, resulting in undesirable characteristics when used for

locating the sources. Therefore, different methods were developed and explained by researchers

for the solution of the EEG Inverse problem. Moreover, the effects of comparisons in compu-

tational time, localization error, and the mathematical relationships governing the methods are

essential parameters, as described above.

Sequential Monte Carlo Particle filters implementations of Bayesian filtering, in which a

weighted set of particles is used to trace the posterior probability density of an evolving process

in time. The theoretical value of using particle filters requires limited assumptions of the spatial

and temporal features of the neural sources underlying them. In this chapter, the dynamic neural

source confinement by using the particle filter for the unknown number of dipoles are shown.

Resampling is an essential practice for particle filtering, which is of both hypothetical and useful

significance.

In this chapter, the partial stratified resampling, branching resampling and minimum sam-

pling variance resampling methods of the particle filter for neural source localization has been

discovered, and presented the comprehensive performance analysis for the multinomial, resid-

ual, systematic, stratified, PSR, branching and MSV resampling methods in the particle filters.

Performance metrics such as source location mean square error, relative accuracy, and compu-

tation time are evaluated for resampling techniques. Among synthetic and real EEG data, com-

putational results are demonstrated. Comparing with other traditional resampling approaches,

the performance metrics show more consistent and accurate for proposed resampling methods.

The results clearly show that the computational time of the proposed methods is lower than

traditional resampling techniques.

Our results display that proposed resampling methods gives better performance in terms

of MSE, RA and computational time, with these methods, results provide better location accu-

racy of sources when compared with other existing resampling methods for the synthetic data.

Based on the results of synthetic data, conclude that these proposed resampling methods achieve

excellent performance over other resampling methods for the real EEG data.
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The results which determine the positions of brain activity due to focal epileptic informa-

tion is consistent with current knowledge about neuropsychology. The location of the source-

reported focal epileptic activity in the cortex indicated the primary epileptic zone. The 3D

location of the focal epileptic activity and the EEG data is available for identifying the loca-

tion of the central epileptic region in the brain cortex, or the structure of the deeper temporal

lobe. The results of the localization of a source can confirm that EEG measurements improve

the correlation between epileptic localization and brain anatomy. Our findings indicate that

the location of the expected seizure is near the temporal lobe, which is consistent with prior

research.
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Connectivity

5.1 Introduction

The neuroimaging techniques can be used to identify the brain network that is involved

in healthy brain functions (learning, memory, mental or emotional stimulation) as well as neu-

rological disorders such as epilepsy, autism, or schizophrenia [46, 192, 193]. Over the last

two decades, the functional MRI has significantly expanded and is now commonly used for

brain connectivity characterization [194]. Meanwhile, numerous studies show that EEGs may

also provide useful information on regular cognitive activity [195], or tumor-related movement

[196], along with appropriate signal processing techniques.

Neural connectivity analysis plays a crucial role in understanding the brain’s overall func-

tioning. Due to enormous advances in the areas of neuroimaging and mathematical modeling,

such analysis has become feasible over the past two centuries. Because of its high temporal res-

olution, electroencephalography (EEG), is commonly used for brain connectivity. EEG based

connectivity analysis is the estimation of interaction between neural sources based on the EEG

recordings. Meanwhile, both functional and effective connectivity methods have established

[197, 198] for EEG signals.

In practical terms, the transition from the electrode to the source space requires resolving

an ill-posed inverse problem, which is based on the biophysical theory of the dipole. Some

use the physiologically relevant knowledge both of the location of and the orientation of dipole

sources at the origin of signals collected from the scalp among the numerous inverse methods

proposed until now. Combining such details with an accurate representation of the volume gen-

erator, likely subject-specific or patient-specific (Realistic MRI [197]), such practices increase

the accuracy of localized sources considerably, along with the estimation of time series that are

equivalent to the local field potential. Such time series then becomes the input information of

87
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what is known as "connective methods," which attempt to estimate the brain networks at the

source field directly.

The analysis of sensors level recording connectivity measurements is not precise, given

that these recordings suffer from low spatial resolution and are severely affected by field

spread effects [198]. To overcome these problems, a series of attempts have been made

[113, 195, 199, 200, 201], to apply connectivity methods on the temporal dynamics of recon-

structed scalp EEG sources. This approach is conceptually very attractive because networks are

located directly in the source space, typically in the neocortex. However, a number of method-

ological issues are raised. First, it requires the inverse EEG problem to be solved. Second,

among the many available ones, a connectivity method has to be chosen.

Connectivity estimations are based on a two-step approach, which involves an estimate

of the brain source firstly, and it’s time course using an inverse method, then calculating the

connectivity metrics using the estimated time courses of brain source.

Our approach to estimate the connectivity includes two significant aspects:

1. The inverse algorithm used to estimate and reconstruct the cortical sources of the EEG

measurements at a given instant of time.

The current source position estimation of EEG signals is an ill-posed inverse problem.

An inverse problem is the estimation of the activation time courses and locations for

neural sources contributing to an electroencephalographic (EEG) record. A wide range

of inverse solutions exists to date, taking account of the fact that different experimental

environments may require different source characterizations [34]. Distributed solutions

estimate the whole brain’s activity at once. Early approaches used restrictions on spatial

smoothness to achieve a unique solution [202, 203]. Other scientists have introduced spa-

tial focal sources of sparsity penalties [204, 205]. Simultaneous localization of the whole

series of space and time dynamics, which have been modeled using different combina-

tions of penalty terms, was also made possible by the development of robust computing

solutions [206]. Other kinds of inverse processes are based on temporary assumptions

only, whereas for each location of the brain, the source activity is estimated separately

[28, 207].

Generally, the number of dipoles and their location varies dynamically by the time. At

every stage of the measurements described, the neural dipole numbers and its position

are dynamically evaluated and updated with random finite sets to handle the unknown
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dipoles number. In this thesis, used particle filter (PF) to find the location and ampli-

tude for equivalent current dipoles of EEG signals, as described in the previous chapter

(Localization).

2. The connectivity approach used to determine functional relationships between temporal

source dynamics.

The EEG based brain connectivity analysis, which is related to estimating the interaction

of the sources based on the reconstructed time cycles. There is a wide range of methods

exist which are based on various brain interaction models. Approaches defining inter-

action based on cross-spectrum are among the most popular methods [208, 209, 210],

Granger causality [40, 43, 45, 211], dynamic causal modeling [111], and other non-

linear relationships such as correlations of the phases or amplitudes of brain rhythms

[201, 212]. There are numerous literature on basic and clinical neuroscience research

methods [113, 213, 214, 215]

The intriguing ability of neuronal populations to create large scale oscillatory cou-

plings has been theoretically considered to be one of the fundamental brain mechanisms [46].

A dynamic pattern of brain connectivity causes these behaviors on a large scale. Anatomical

connectivity refers to the particular arrangement of macroscopic fibers that link various brain

regions within this macro-scope context. Functional Connectivity is a fundamental statistical

concept which refers to the existence of synchronized patterns between the temporal activations

of neural networks, which are often distinct. This definition may measure functional connectiv-

ity, e.g., by cross-relation, cross-spectrum [216], and mutual information [217].

It is not only essential to identify anatomical and functional links in highly interconnected

brain systems, but it is also necessary to measure the extent to which the individual brain

networks are contributing to the production of information and its exchange of information.

Such directional interactions form effective brain connectivity that provides essential knowl-

edge about mechanisms to incorporate functional integration in the brain.

However, brain connectivity evaluation is based on the correct localization and time series

reconstruction. Consequently, it is more challenging than inverse source reconstruction alone

and requires careful validation. The validation of brain connectivity analysis based on EEG is

more complicated than the restoration of the source. Validating the connectivity in real data is

difficult, as the source positions are not available, and connectivity between them is not straight

forward. However, it is also hard to identify suitable performance measures even when the

ground truth is possible, as localization errors can lead to inappropriate assessments of the
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source connectivity of exact source positions. It is probably a prevalent practice that authors

perform brain connectivity evaluations on the real data and report them only limited empirical

validation of the methodology being used as a result of these problems. Some studies have

simply presented the measure of connectivity as the definition of communication.

A significant challenge is the accurate identification of brain networks associated with

specific cognitive functions from non-invasive data. EEG source space connectivity can be used

to identify the connectivity among brain sources. EEG localization techniques and connectivity

methods have been developed considerably over the past decades separately. Proposed that the

inverse problem addressed based on particle filter and connectivity methods should be used

jointly, which has never before been done. The particle filter was applied to extract the sources

and their amplitudes and applied the multivariate model on estimated sources, using the Granger

causality techniques to obtain the effective connectivity measures of the given data. This chapter

aims mainly to identify which area of the brain can manipulate statistical dependence between

cerebral neurons.

5.2 Connectivity measures

The purpose of any connectivity study in the brain is to understand the nature of the brain

circuits and how they evolve over time [218]. To understand brain connections and associations

between various parts of the brain, three forms of brain connectivity can be defined: anatomic,

functional, and effective connectivity [219]. Techniques for anatomical connectivity depend

on physical and structural neuronal unit connections. It is based on the identification of fiber

pathways that link the brain regions physically. These are the anatomical network maps that

show possible routes for signals to move in the brain [220, 221].

The goal of functional connectivity analysis is to explore statistically temporal or spa-

tial co-variations in neuronal unit behavior, typically identifying cross-correlation or coherency

steps, but the extent and orientation of the information flow and interactions between specific

neuronal units are not taken into account in these kinds of studies [222]. Effective Connectivity

takes the experience of functional connectivity and goes a step further and determines the direct

or indirect influence of the neuronal network, including the direction of the dynamic informa-

tion flow in the brain. Effective connectivity may be used to understand causal relationships

between entities of the brain network and predict the activity of a brain structure by integrating

information from past activities of other brain structures [223, 224].
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5.2.1 Functional connectivity

The most widely used methods for functional connectivity in the EEG context are those

focused on linear/nonlinear correlation, coherence, phase synchronization, mutual information.

The efficiency of each approach, which typically has its advantages and limitations in every

sense (cognitive study or clinical application), is a crucial issue and that there is no consensus

about one standard method that outperforms the other. In this chapter, correlation, coherence,

and the imaginary part of coherence are described as they are the most widely used methods of

EEG connectivity.

Correlation:

One of the oldest and probably most classic measures of interdependence between two

series of times is the cross-connection coefficient ( r2
xy ). The linear correlation between two

signals x and y , possibly delayed by τ :

rxy (τ)2 =

(
cov (x (t) , y (t + τ))2

)(
std (x (t) , std (t + τ))2

) (5.1)

r2
xy = max

[
rxy (τ)2

]
,−τmax < τ < τmax (5.2)

Where cov , std denotes the covariance and standard deviation correspondingly, τmax is the

maximum time shift between the two signals.

Coherence measures:

Coherence is a mathematical method quantifying the frequency and amplitude of oscillat-

ing brain activity connectedness in neuronal patterns. This technique quantitatively measures

the neuronal patterns of scalp electrodes (EEG) synchronicity [225]. The consistency of the

relative amplitude and phase between signals is calculated in the set frequency band. When the

signal is in phase in the sensor space, its magnitudes are added and signals can be removed, and

the value of coherence is decreased when they are out phase. The amplitude of the underlying

source can be used in the source space to determine the connectivity strength.

The quantification method first applies a decomposition of the time-frequency, such as the

Fast Fourier transform (FFT), to the time series. This produces an amplitude/phase sequence

of components for each small-frequency bin (i.e., 2–4 Hz) in the FFT, which extends over

the frequency (i.e., 1–100 Hz) of the data content. After a transformation into time-frequency
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representation, the significance of network interactions can be calculated by measuring coher-

ence that measures synchrony between signals in each FFT frequency bin. Coherence is a

linear approach for neuronal connectivity measurements in the frequency field. The result is

a symmetrical matrix with no directionality information. Coherence is the most common tool

used to evaluate whether various areas of the brain are producing signals that are substantially

correlated (coherent) or not (not coherent). Concerning coherence, measurements are used to

evaluate the interaction between two data sets. This is used to determine whether two inputs

have the same or different content of the signal. If two signals are similar, they have a coherence

value of 1; depending on the variations between the measures, the coherent value approaches 0.

The coherence divided into two types: coherence, and imaginary coherence (ImCoh).

These coherent measures between the different brain areas can be used to analyze seizures

across brain regions.

Coherence: The coherence coefficient is a widely used metric, which is the computation of

phase synchrony between two measured signals. The coherence mathematically corresponds to

the frequency domain of the cross-correlation function. The squared value of coherence defines

the amount of variance in one of the signals that can be explained by the other signal as a

function of frequency, or vice-versa as analogous to the squared correlation coefficient in the

time domain and this value is a complex quantity. The coefficient of coherence is a normalized

value limited between 0 and 1, and is mathematically computed as

C12 ( f ) =
S 12 ( f )√

S 11 ( f ) S 22 ( f )
(5.3)

Where the spectral density between the 1 and 2 signals is S 12 ( f ) . The coherence coefficient is

C12 ( f ) and ranges from 0 to 1. When the value is zero, the signals are not correlated, and when

they are one, there is a high correlation between the signals. In equation (1), the coherency is

normalized because need to focus on the phase difference between the signals. C12 ( f ) is the

coherency, and its absolute value is coherence.

Imaginary Coherence: Coherence is a measure commonly used to predict synchronicity

across different sensor-level areas. The drawback in coherence is that volume conductivity

is heavily influenced. New approaches have recently been suggested to eradicate this problem.

The imaginary part of coherence is obtained when the complex-valued coherence is mapped

onto the imaginary (y-axis) axis. Over the past few years, this measure has gained momentum,
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particularly in EEG connectivity studies [226, 227]. The imaginary part of coherence (ImCoh)

is a measure that represents the phase activity of two or more EEG signals at the same time.

This approach has a 100� optimistic predictive quality, which means that any concerted action

takes place as it generates significant values. It is given by

iCoh12 ( f ) = Im (C12 ( f )) (5.4)

If there is no constant phase difference between the two EEG signals, the exponent or

imaginary part becomes zero, then C12 ( f ) coherency is real-valued. But because of their ex-

clusive reliance on the ImCoh, in some cases, even in the case of a substantial true interaction,

functional connectivity calculations dependent on ImCoh are neglected, e.g. the phase dif-

ference between two signals is almost zero, or 2π. ImCoh can consider as robust to volume

conduction artifacts. Here this robustness represents that the ImCoh disappears for indepen-

dent sources, even if diverse into sensors or projected sources. If the ImCoh or other measures

vigorous to volume conduction show a unique variation from 0, this shows a mark of true con-

nectivity, which cannot be explained by a mixing artifact.

However, the interpretation of the cross-correlation function becomes complicated when

it is estimated from neuronal signals with bidirectional interactions, which is the dominant in-

teraction scenario in the majority of cortical connections. The cross-correlation functions of

these interactions typically lack a clear peak. They have significant values at both positive and

negative lags, indicating complex, bi-directional interactions that occur at multiple delays. The

directionality of the communication between networks alone cannot be determined by coher-

ence.

Specific techniques can be used to overcome this constraint, to determine how often past

values of one time series will predict future values of other time series, and vice versa. This

concept is formally applied to Granger’s causality metric. This metric can be computed using

a linear autoregressive model that fits the data and through the non-parametric computation

of spectral matrices, which allows an estimation of directional interactions. In particular, the

interaction from signal x to signal y and from signal y to signal x can be estimated separately.

5.2.2 Effective connectivity

Functional connectivity is a measurable phenomenon that can be quantified by statistical

dependence measures such as correlations, coherence, or entropy transfer. Instead, effective
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connectivity corresponds to a model parameter that tries to describe obvious connections (func-

tional connectivity). The effective connectivity in this sense corresponds to the intuitive concept

of coupling or directed causal influence.

From parametric spectral estimators, frequency-resolved estimates of directed brain in-

teractions can be derived with multivariate autoregressive models (MVAR-models) [228]. The

direct relationship can be measured with the direct Transfer function (DTF) [229] or with the

partial directed coherence [40, 102] after fitting the MVAR model with the time courses of

the estimated sources. These connectivity measures are designed as the frequency domain of

the Granger causality (GC) [112].

Due to its simplicity, the effective connectivity analysis based on GC methods in recent

years has received considerable attention. This is based on Granger’s interpretation that know-

ing the time series of the carrier will, at a later time, enhance the estimation of the time series

of the receiver [112, 128]. Many frequency domain connectivity estimators were carried out

through MVAR EEG time series modeling [228].

To maximize model effects, the model order based on the Akaike information criterion

(AIC) [230] and the Bayesian information criterion (BIC) [231]. Moreover, the critical issue

for GC is the ratio between the number of independent observations (i.e., samples) and the

complexity of the model (i.e., model order or parameters). If the number of observations is

essential in comparison to the number of parameters, it is most likely the model order selection

criteria are valid. If there are a limited number of findings, other parameters such as correct

AIC for model order selection should be used.

The preliminary task of any GC based study is to estimate the MVAR model parameter.

After an MVAR model has been applied to the time course of estimated sources, a combination

of time domain and frequency domain measurements can calculate directed interactions. In

many other applications, the frequency domain MVAR modeling was implemented based on

effective connectivity measures, such as Directed Transfer Function (DTF) [40] and Partial

Directed Coherence [102].

Granger causality modeling:

Based on Granger’s theory, MVAR modeling is used to formulate the GC-based effective

connectivity analysis. The MVAR model of K signal sources may be specified as
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s (t) =

p∑
k=1

r (k) s (t − k) + a (t) (5.5)

Here s (t) represents the M × 1 neural sources time series, M is the number of sources. r (k) is

the M × M coefficients matrix, which can be attained from the AR model, and Akaike and the

Bayesian Information Criterion can calculate the model order p of the AR process. a (t) is the

vector of white noise input with covariance Σa . Rearrange the Equation 5.5

a (t) =

p∑
k=0

r̂ (k) s (t − k) (5.6)

where r̂ (k) = −r (k) and r̂ (0) = I . Convert the equation 5.6 to the frequency domain by

applying FFT

A ( f ) = R ( f ) S ( f ) (5.7)

Multiply both sides with R−1 ( f ) to obtain

R−1 ( f ) ∗ A ( f ) = R−1 ( f ) ∗ R ( f ) S ( f ) (5.8)

S ( f ) = Q ( f ) A ( f ) (5.9)

where Q ( f ) = R−1 ( f ) .The A ( f ) system input (white noise), S ( f ) system output, and Q ( f )

the system transfer function can be seen in a linear filter above the frequency domain represen-

tation. This transfer function should give information about the structure of modeled system.

Therefore, the system cross spectra can be extracted using the transfer function values.

The power spectral density can be given as

PS D = S ( f ) S ( f )∗ = Q ( f ) ΣaQ ( f )∗ (5.10)

The cross spectral density is given as

CS D = Ci j = S i ( f ) S j ( f )∗ = Qi ( f ) ΣaQ j ( f )∗ (5.11)

∗ denotes complex conjugation and matrix transpose. Ci j represents the cross-spectral density

of elements (i, j) . If the residuals are uncorrelated, the covariance matrix will be a diagonal

matrix given as Σa = diag
(
σ2

i

)
.

Based on the MVAR model, several time-domain and domain frequency measures are

developed for the estimation of effective connectivity. Some of these measures and their math-

ematical formulation are subsequently presented.
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Granger causality Index (GCI): It is a bivariate time domain measure based on prediction

error. Let us consider the time series si (t) , s j (t) .

si (t) =

p∑
k=1

r′11 (k) si (t − k) + a (t) (5.12)

si (t) =

p∑
k=1

r11 (k) si (t − k) +

p∑
k=1

r12 (k) s j (t − k) + a1 (t) (5.13)

s j (t) =

p∑
k=1

r21 (k) si (t − k) +

p∑
k=1

r22 (k) s j (t − k) + a2 (t) (5.14)

If Σ1 < Σ , by including the terms of s j , then it is said that s j is Granger causes si .

The directed influence between the two sources is given by the logarithmic ratio of residual

variances as

GCi j = ln
(

Σ

Σ1

)
(5.15)

This definition can be extended to the multichannel system by considering how the inclu-

sion of the given channel changes the residual variance ratios. To quantify directed influence

from a channel si to s j for n channel autoregressive process in the time domain, consider n

and n − 1 dimensional MVAR models. First, the model is fitted to the whole n -channel sys-

tem, leading to the residual variance vari,n (t) = Variance
(
Ai,n (t)

)
for signal si . Next, a n − 1

dimensional MVAR model is fitted for n − 1 channels, excluding channel j, which leads to the

residual variance vari,n−1 (t) = Variance
(
Ai,n−1 (t)

)
.

Then Granger causality is defined as,

GCi j (t) = ln
(
vari,n (t)
vari,n−1 (t)

)
(5.16)

Directed Transfer Function (DTF): The DTF from the jth source to the ith source at cer-

tain frequency f is denoted by DT Fi j ( f ) and is defined as the ratio of influence of s j (t) on

si (t) , concerning the combined influence of s1 (t) , s2 (t) , . . . sp (t) on si (t) . The DTF can be

compactly expressed in terms of transfer matrix elements such as:

DT Fi j ( f ) =
Qi j ( f )√∑p

l=1 |Qil ( f ) |2
(5.17)
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Here Qi j ( f ) is an element of a transfer matrix of the MVAR model. The above equation defines

a normalized version of DTF, which takes values from 0 to 1, producing a ratio between the

inflows from channel j to channel i to all the inflows to channel i. 0 means no connectivity;

1 means full connectivity.

Partial Directed Coherence (PDC): PDC is given as

PDCi j ( f ) =
Ri j ( f )√∑p

l=1 |Rln ( f ) |2
(5.18)

In the above equation Ri j ( f ) is an element of R ( f ) —a Fourier transform of MVAR model

coefficients r (t). Since it is a function that operates in the frequency domain, R ( f ) dependency

on the frequency but does not have a direct correlation with the power spectrum. It follows from

the normalization condition that PDC takes values from the interval [0, 1]. PDC only shows

the direct flow between sources. Unlike DTF, PDC is normalized to show a ratio between

the outflows from channel j to channel i to all the outflows from the source channel j, so it

emphasizes instead the sinks, not the sources.

5.2.3 Implementation of proposed approach:

The process of measuring the connectivity is as follows:

1. Calculate the leadfield matrix and source space.

2. The number of dipole sources are unknown and are time-variant. For this situation, we

model these multiple dipole sources as a random finite set.

3. Start analyzing the data at time t=1

(a) Based on the probabilistic criteria, initialize the particle.

(b) Assign the weights to each particle

(c) Normalize the weights

(d) Most of the particles with high weights will dominate the low weight particles. The

dominance of this particle degeneracy leads to the poor posterior likelihood density

function. Use resampling methods to discard the small weight particles.

(e) Prepare dipole configuration for the next time step.
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4. Extraction of dipoles and their time series using particle filter for EEG data.

5. The MVAR procedure portrays the connection between the sources inside the brain, par-

ticularly as far as the effect of one variable on another. MVAR allows us to derive time

and frequency domain pictures of causality through the model order coefficients and their

spectral representation.

6. The connectivity is calculated from the dipole communication modeling and estimation

of the model order.

7. Connectivity measures able to compute causality in the time and frequency domain are

correlation, coherence, the imaginary part of coherence, GC and PDC, DTF, respectively.

Apply these measures and compute the directional connectivity between the sources.

5.3 Results

For the simulation of the proposed method, the data is obtained from Brainstorm

EEG/Epilepsy dataset. The data were recorded at a frequency of 256 Hz using 29 channels

(FP1, FP2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, Cz, Pz, T1, T2, FC1,

FC2, FC5, FC6, CP1, CP2, CP5, CP6) as per the 10/20 International framework. The simulation

was performed for the EEG data from 137000 to 2000000 samples over 921600 samples.

The connectivity procedure contains two phases, i.e., source localization and connectivity

estimation. In source localization, firstly, the leadfield matrix is computed using fieldtrip tool-

box [232]. The leadfield matrix and the EEG data were applied to the particle filter to estimate

the source position and source amplitude with respect to time. The estimated sources and their

time series have shown in Figure 5.1a and 5.1b, respectively.

After the source localization, the source time series had been applied to the MVAR model

to find the interactions over time. Source connectivity measures obtained by using functional

connectivity methods have shown in Figure 5.2. In Figure 5.2a, 5.2b, and 5.2c, the connectivity

measures obtained from correlation, coherence, and imaginary part of coherence methods were

illustrated correspondingly.

Connectivity measures by using GCI of effective connectivity methods were obtained, as

shown in Figure 5.3. The establishment of the relation between source1 to source4, source5 to

source4, and source2 to source3 is demonstrated. The time-frequency maps between sources
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Figure 5.1: a) Source Locations of the real data after the Localization b) estimated source time
series after localization
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(c) Imaginary Coherence

Figure 5.2: Source connectivity measure by Functional connectivity methods

1 and 4, 2, and 3, 4, and 5 for the GCI method is observed in Figure 5.4a, 5.4b and 5.4c

correspondingly.

In Figure 5.5, Directed transfer function connectivity estimation is illustrated. In Figure

5.5a, the connectivity is shown from source1 to source2, source1 to source3, source1 to source4,
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Figure 5.3: Source connectivity measure by GCI

source1 to source5 up to 4Hz. Figure 5.5b), the connectivity between source1 to source4 and

source3 to source2 from 4Hz to 8Hz. In Figure 5.5c), the connectivity between source1 to

source4 from 8Hz to 16Hz. After 16Hz, DTF does not show any connectivity between the

sources. The time-frequency diagrams between the sources 1 and 3, 2, and 4 for the DTF

method obtained using the DIPFIT toolbox were shown in Figure 5.6a) and 5.6b) respectively.

Figure 5.7 demonstrates the estimation of PDC with respect to frequency. In Figure 5.7a,

the connectivity is shown from source1 to source4 and source3 to source2 up to 4Hz. Figure

5.7b, shows the connectivity between source1 to source4 from 4Hz to 16Hz. After 16Hz, PDC

is not showing any connectivity between the sources. The time-frequency maps among the

sources 1 and 4, 2, and 3 were shown in Figure 5.8a and 5.8b, respectively.

From the effective connectivity estimations, it can be observed that GC, PDC, and DTF

demonstrate the directional connectivity between source1 to source4.

5.3.1 Discussion

The study of brain efficient connectivity based on EEG data is a challenging task because

the volume conduction adversely affects the interpretability of sensor-space connectivity esti-

mates and may also yield inaccurate results. The confounding effects of volume conduction

complicate the interpretation of the connectivity measures at the source level. Where a ’tradi-

tional’ inverse method is used before the connectivity measurement is computed, this applies

irrespective of the connectivity measure used. Applying (any) inverse source reconstruction is

often assumed to eliminate the effects of volume conductivity in the data so that connectivity

measures designed to function well on unmixed data can be applied without hesitation to recon-
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(a)

(b)

(c)

Figure 5.4: time frequency maps using DIPFIT Method- GCI- a) IC2 to IC3 b) IC4 to IC1 c)
IC4 to IC5

structed sources. In this chapter, new methods are developed for reconstruction of interacting

sources which are elegant in overcoming these issues.
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(a) Up to 4Hz
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(b) From 4Hz to 8Hz
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(c) From 8Hz to 16Hz

Figure 5.5: Source Connectivity measure by DTF

Two general directions are followed in this thesis: source reconstruction and connectivity

between sources. The effect of volume conduction on sensor data and dependency between

the underlying brain sources is taken explicitly into account in our procedures. As a result,

they are outstanding in terms of the reconstruction of interacting brain sources. Our efforts

in this area can be seen as an essential step in the analysis of EEG source connectivity. Our

approaches model the estimated sources time course as a combination of correlated sources,

whose connectivity is represented by a source model MVAR.

The current simulation study demonstrates that from the EEG measurements proposed

method estimates brain source interaction. The functional and effective connectivity measures

on real EEG data are tested. While effective connectivity measures are applied directly to the

source time series, they estimate the correct direction of the information flow.

Inter-dependency analysis from bi-variate to multivariate signals has become increasingly

attractive. This is important since pairwise analysis in cases where one driver drives two re-

sponses is likely to find spurious correlations. In this situation, all responses may have a shared

driver, even though the reactions tend to be completely independent. Various techniques, such
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(a)

(b)

Figure 5.6: time-frequency maps using DIPFIT Method- DTF- a) IC4 to IC1 b) IC2 to IC3
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(a) Up to 4Hz

−1.5 −1 −0.5 0 0.5 1 1.5

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

 

X−axis source position in cm

 

Y
−

ax
is

 s
ou

rc
e 

po
si

tio
n 

in
 c

m

source1
source2
source3
source4
source5

(b) From 4Hz to 16Hz

Figure 5.7: Source Connectivity measure by PDC

as GC, DTF, PDC measures, are multivariate. These all methods depend however on the relia-

bility of the fitted MVAR model and in particular on the order of the model. When the order

is too low, the model misses the signal’s dynamic nature, whereas when over-fitting is too high,
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(a)

(b)

Figure 5.8: time-frequency maps using DIPFIT Method- PDC- a) IC2 to IC3 b) IC4 to IC1

noise is emphasized in particular. Several methods may be employed to evaluate optimal model

order, such as the AIC or BIC. Granger causality, DTF and PDC, in particular, tend to estimate

the flow of information between sources.

Continuous development of EEG neuroscience approaches has been effective in identify-

ing the root causes of various neurological conditions and neurodegenerative diseases [233].

This section presents studies that implement different methods of connectivity. Efficiency de-

pends significantly on how each connectivity method is applied and the underlying assumptions.

Epilepsy is a common, extensively studied neurological disorder using EEG as well as MEG.

Localization of epileptogenic brain-behavior to help identify a surgical lesion is one scientifi-

cally valuable application [234]. Visual examination of EEG tracings or conventional spectral

analysis of focal epilepsy cannot reveal any variations in patients with a history of seizures and

healthy controls. More sensitive connectivity techniques, however, are useful to assess neuro-
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physiological activity and guide clinical management, which can identify subtle abnormalities

[235].

A critical parameter is also the frequency bands used to calculate the effective connectivity.

Granger Causality, DTF, and PDC are useful tools to investigate influences between neural

groups. It can be applied to multivariate time series of different neural signal types. When

applied to focal epilepsy data, it can be useful to non-invasively study inter-regional interactions

with high spatial, temporal, and frequency precision in humans under normal physiological

conditions. The results also demonstrate an illustration of the sources reconstructed for ROI

(temporal lobe). Our results show that the location of the anticipated seizure is close to the

temporal lobe. A critical parameter is also the frequency bands used to calculate the effective

connectivity. Our results suggest that directional connectivity in the delta band (0-4 Hz), theta

band (4-8 Hz) as well as oscillations in the alpha band (8-16 Hz). The theta band is related to

the focal sub-cortical lesions, as typically observed in the temporal lobe. Able to identify the

brain networks close to temporal lobe connections through our study.

The findings of connectivity have therefore been interpreted quite qualitatively utilizing

the visualizations that neurophysiologists can generally interpret. In this context, attempts to

develop a generalized quantitative evaluation scheme for EEG-based connectivity analysis and

perhaps use the proposed dataset are encouraged. The overall estimate is divided into source

localization and connectivity evaluation steps in precise source connectivity analysis and must,

therefore, be assessed. We also quantified the accuracy of the source estimates by using the

proposed inverse source reconstruction approach for synthetic data results. A fair quantitative

evaluation is only feasible if the approximate sources are compared one-to-one to actual sources,

which is not always possible. Because a method works well here, given the simplicity of the

current simulation scenario, it does not, of course, guarantee that it does so with any other data

set. But results obtained for several different methods indicate the preferred method.

5.4 Summary

The inverse and connectivity methods should be used jointly. Our findings indicate that

the combination of particle filter and the functional, effective connectivity techniques used for

focal epilepsy data and outcomes are significantly relative to the results in this same task. The

particle filter was applied to extract the sources and their amplitudes and applied the multivari-

ate model on estimated sources, using the correlation, coherence and imaginary coherence of

the functional connectivity measures and Granger causality techniques to obtain the effective
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connectivity measures of the given data. The simulated results show the directed flow among

the sources by using Granger causality methods. Effective connectivity measures relying on

Granger causality provide a correlation of specific frequency coupling in neural populations.

Results showed that the effective connectivity at source level intensely depends on solving the

EEG inverse problem and on the effective connectivity methods.



Chapter 6

Conclusions And Future Scope

6.1 Conclusions

A novel approach is proposed in this thesis to evaluate the scalp source EEG connectiv-

ity. The method proposed is based on an estimation of the time seriesof each neural source and

its spatial characteristics using particle filters. Initially, each of these sources will be identified

at a time by solving the inverse EEG problem from its raw scalp potential. This method avoids

the prior constraints for localizing sources. Our studies found that current cerebral sources were

distributed in conjunction with recent studies on EEG generators that support the idea that the

novel approach is accurate.

The results which determine the positions of brain activity due to focal epileptic informa-

tion is consistent with current knowledge about neuropsychology. The location of the source-

reported focal epileptic activity in the cortex indicated the primary epileptic zone. The 3D

location of the focal epileptic activity and the EEG data is available for identifying the loca-

tion of the central epileptic region in the brain cortex, or the structure of the deeper temporal

lobe. The results of the localization of a source can confirm that EEG measurements improve

the correlation between epileptic localization and brain anatomy. Our findings indicate that

the location of the expected seizure is near the temporal lobe, which is consistent with prior

research.

In localization, the proposed approach can be utilized for resampling in the PF, in partic-

ular the minimum sampling variance resampling, which dependably produces the particle set

characteristic of the sampling variance. Extensive simulations have conducted on both synthetic

and real EEG experiments, to study the accuracy and robustness of the proposed algorithm. The

optimality of the proposed procedure was exhibited in principle by using real data from esti-

mating source locations in the cerebrum. Considering the outcomes regarding both location
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and sampling variance, the proposed MSV resampling approach results in the smallest sam-

pling variance among other resampling methods, which delivers a consistent number of equally

weighted particles. This agrees with the theoretical justification. Next, the branching resam-

pling algorithm is used in source localization to adaptively increase dynamic state estimation

performance for tracking multiple neural dipole sources. Simulations demonstrated that the es-

timation performance is significantly improved, and the processing speed is faster due to the

branching resampling in the particle filter.

The partial stratified resampling method is used in the particle filter for neural source

localization and presented a comprehensive performance analysis of the resampling methods,

namely multinomial, stratified, systematic, and partial stratified resampling methods in the par-

ticle filter. Our findings indicate that PSR’s computational time is less than the traditional

techniques of resampling, as only a few particles are resampled based on the defined threshold

values. The PSR algorithm classifies weights according to a high threshold and low threshold.

Nine separate threshold values are specified, with the interval between the two limits being

increased progressively from 0.1 to 0.9 to estimate the position of the neural source for each

situation. Our analysis demonstrated clearly that PSR is very reliable, and takes 65% less time

than stratified resampling because only fewer particles are resampled. In particular, the PSR

algorithm is time-efficient and can be used for estimating the location of the neural sources,

as the computational complexity is low. In summary, using PSR, it is possible to achieve high

speed for the location of the neural source than conventional methods of resampling.

If the number of neural dipole sources is not known, three methods of resampling for the

particle filter have been suggested for both the number of dipole and its parameters to determine

and demonstrate its output using computational simulations for synthetic as well as actual EEG

data. In terms of MSE, relative accuracy and computer time, the method proposed achieves

good performance with significantly less particles than the existing approaches.

For estimating the connectivity, both the source reconstruction and connectivity measures

are used. Firstly, Particle filter is used for estimating the source locations, the time series.

Secondly, MVAR modeling is applied on the time series and Functional, Effective connectivity

measures are used to estimate connectivity. Granger Causality, DTF, and PDC are useful tools

to investigate influences between neural groups. It can be applied to multivariate time series

of different neural signal types. When applied to focal epilepsy data, it can be useful to non-

invasively study inter-regional interactions with high spatial, temporal, and frequency precision

in humans under normal physiological conditions.
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6.2 Future Scope

There are still several issues that need to be addressed.

For neural dipole sources, the state evolution model is a random walk model. It is a general

model that carries little knowledge about the evolution of neural dipoles over time. However, a

more accurate model of state evolution is needed to improve the tracking performance further.

For each type of disease, this model is likely to be different. Thus one method might be to use

a set of training data to find the trajectory of the moving dipole and to build a model of state

evolution for a specific trajectory-based brain disease.

These new connectivity indexes may be useful information on event-related brain poten-

tial mechanisms, which is a subject for further research. EEG source connectivity is considered

to have great potential for brain research. This area is not yet established and the validation

procedures have not been completed until now. This lack of validation, however, is not perma-

nent and should not prevent us from stepping up our work in this field. In future developments,

such as the simultaneous recording of intracerebral and scalp EEG data, which will be used fur-

ther to assess the proposed algorithms, at least in epilepsy patients, this will undoubtedly make

advances.

Selecting ROIs often also involves user intervention and certain criteria that are selected

randomly. The collection of ROIs will preferably be substituted with an assessment of compat-

ibility for all possible voxel combinations.



Appendix A

Pre-processing
A.1 Code for artiface removal from one channel using ICA
% Artifact removal using ICA

clc;

close all;

clear all;

Fs = 256;

load(’D:\MATLAB\eegexdataset’); %Lode the data

Data= EEG.data; % nchan x time

Data=Data(1:10,5000:10000);

Data=double(Data);

Fnyq = Fs/2;

F_notch = 50;

[b,a] = iirnotch(F_notch/Fnyq, F_notch/Fnyq/20);

Data = filtfilt(b,a, Data);

F_cut = 4;

[b,a] = ellip(1, 0.5, 20, F_cut/Fnyq, ’high’);

Data = filtfilt(b,a, Data);

%Remove mean values from the channels and plot raw data

Data = detrend(Data,’constant’);

figure;

plot(Data);

title(’EEG data’);

%ICA

[weight, sphere] = runica(Data, ’verbose’, ’off’);

W = weight*sphere; % EEGLAB --> W unmixing matrix

icaEEG = W*Data; % EEGLAB --> U = W.X activations

figure;
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plot(icaEEG);

xlabel(’Time (s)’)

title(’Independent Components’);

%Components to remove

ArtICs = [1 5 6];

icaEEG1 = icaEEG;

icaEEG1(ArtICs, :) = 0; % suppress artifacts

Data_ICA = inv(W)*icaEEG1; % rebuild data

figure;

plot(Data_ICA);

title(’ICA cleaned EEG’);

%for one channel across some time interval
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Figure A.1: ICA cleaned EEG for one channel with 4 time steps

figure

subplot(2,1,1);

T1 = 2; T2 = 6;

nT1 = T1*Fs; nT2 = T2*Fs;

plot((nT1:nT2)/Fs, Data(1,nT1:nT2),

’k’,(nT1:nT2)/Fs, Data_ICA(1,nT1:nT2),’b’);

legend({’Raw EEG’,’ICA cleaned EEG’},’Location’,’NorthWest’);

title(’with artifacts ’);

subplot(2,1,2);

T1 = 2.5; T2 = 3;
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nT1 = T1*Fs; nT2 = T2*Fs;

plot((nT1:nT2)/Fs,

Data(1,nT1:nT2),’k’,(nT1:nT2)/Fs, Data_ICA(1,nT1:nT2),’b’);

title(’Amplified, outside of artifacts’);

xlabel(’Time (s)’);

A.1.1 Image for the data before and after applying ICA for 5 channels
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Figure A.2: (a) Before applying ICA to the data (b) data after ICA applied.

A.2 Image for DC removal
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Figure A.3: Removal of DC component from EEG data



Appendix B

Localization
B.1 Particle filter for toy example
%Particle filter

T=0.4; %sampling period

A=[1 0 T 0;

0 1 0 T;

0 0 0 1;

0 0 0 1];

F=[1 T T^2/2 T^3/3;

0 1 T T^2/2;

0 0 1 T ;

0 0 0 1];

nt=100; %number of steps

x_r=zeros(4,nt); %state model

t=0:T:(nt-1)*T;

%state noise

w_s=[10^5 0 0 0;

0 10^3 0 0;

0 0 10^2 0;

0 0 10^1 0]; %covariance matrix for process noise

w=sqrt(w_s); %square root of diagnol matrix

%measurement noise

v_s=10^6; %cov.

obs=sqrt(v_s);

error=zeros(4,nt);

rxe=zeros(4,nt);

x=[4000, 3000, 200, 400]; %initial state with [rx,ry,vx,vy],

error_x=x’; %error

Np=1000; %number of particles
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%reserve space

x_p=zeros(4,Np); % initial particles

x_ap=zeros(4,Np);

y=zeros(4,Np); % measurements

y_d=zeros(4,Np);

x_l=zeros(4,Np); % likelihoods

noise_p=randn(4,Np); %noise

for i=1:Np,

x_p(:,i)=x’+(w.*noise_p(:,i));

end;

ux=randn(4,nt);

vy=randn(4,nt);

n=1;

while n<nt+1,

x_re(:,n)=error_x;

error(:,n)=x’-error_x;

x_r(:,n)=x’;

x_rerror=A*x’+(w.*ux(:,n));

x=x_rerror’;

y=F*x’+(obs*vy(n));

ym=y;

u_p=randn(4,Np);

v_ynoise=randn(1,Np);

for i=1:Np,

x_ap(:,i)=A*x’;

x_ap(:,i)=x_ap(:,i)+(w.*u_p(:,i));

y(:,i)=F*x_ap(:,i)+(obs*v_ynoise(i));

y_d(:,i)=ym-y(:,i);

end;

v_state=max(abs(y_d(:,ip)))/4;

i=1:Np;

x_l(:,i)=exp(-((y_d(:,i)/v_state).^2));

normalize=sum(x_l(:,i));

x_l(:,i)=x_l(i)/normalize;

absolute=(max(x_ap’)-min(x_ap’))’;

sig=0.2*absolute*Np^(-1/3);
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r_n=randn(4,Np);

%systematic Resampling

a=cumsum(x_l(:,ip));

c=linspace(0,1-(1/Np),Np)+(rand(1)/Np);

c(Np+1)=1;

m=1;

for i=1:Np

O=x_ap(:,m);

x_p(:,i)=O+(sig.*r_n(:,i));

i=i+1;

end;

error_x=sum(x_p,2)/Np;

n=n+1;

end;

figure

subplot(1,3,1)

plot(t,x_r(1,1:nt),’kx’);

hold on;

plot(t,x_re(1,1:nt),’r’);

title(’position-x’); xlabel(’seconds’)

axis([0 nt*T 0 12*10^4]);

subplot(1,3,2);

plot(t,x_r(2,1:nt),’kx’);

hold on;

plot(t,x_re(2,1:nt),’r’);

title(’position-y’); xlabel(’seconds’);

axis([0 nt*T 0 12*10^4]);

subplot(1,3,3)

plot(t,x_r(3,1:nt),’kx’); hold on;

plot(t,x_re(3,1:nt),’r’);

title(’velocity’); xlabel(’seconds’)

axis([0 nt*T 100 600]);

% axis([0 nt*T 0 12*10^4]);

% subplot(1,2,2);
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% plot(t,x_r(4,1:nt),’kx’); hold on;

% plot(t,x_re(4,1:nt),’r’);

% title(’position-y’); xlabel(’seconds’);

% axis([[0 nt*T -6000 1000]]);

% figure;

% plot(t,x_r(3,1:nt),’kx’); hold on;

% plot(t,x_re(3,1:nt),’r’);
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