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ABSTRACT

Cloud computing is a computing paradigm that is built upon the features of computing
as a utility, on-demand access to resources, elasticity in scaling the resources, and virtu-
alization technology. It offers a cost effective and highly scalable approach to run appli-
cations. Proliferation in the usage of cloud services has resulted in establishment of large
scale cloud data centers comprising vast number of servers and storage devices. However,
these large-scale data centers consume massive amounts of energy. Due to the high op-
erational costs and the heavy carbon emissions get released from these data centers, the
high energy consumption has become a major concern for the cloud providers. The work
loads of the data center need to be allocated to it’s resources efficiently such that the energy
consumed by the data center is reduced as much as possible.

This dissertation focuses on energy efficient resource allocation schemes for efficient
management of cloud data centers. The key technique used in the thesis to reduce the en-
ergy consumption is server consolidation by intelligent VM placement and then powering
down the remaining servers. In this thesis, first, a comprehensive survey of the energy ef-
ficient resource allocation schemes in cloud computing is presented. Second, an off-line
phase wise approach for VM placement and routing mechanism that optimizes the energy
consumed by both server and networking elements is designed. As a part of the solution
a heuristic called affinity is proposed that quantifies the benefit of placing two virtual ma-
chines together in terms of the load that would be removed from the networking elements.
Third, two online algorithms based on spectral graph partitioning are proposed for VM
placement to achieve joint host and network energy optimization. The proposed algorithms
use spectral graph partitioning to recursively find the group of virtual machines with most
intra communication and least inter communication and place them together. Fourth, a
new problem called “Intermediate node selection for scatter-gather VM migration” is in-
troduced and the intractable nature of the problem is proved. Subsequently, two greedy
solutions are proposed to solve the problem to minimize energy and eviction time. Finally,
energy efficient VM placement in federated cloud is modelled as a co-operative game and

a novel cloud federation formation mechanism that gives the optimal federation structure is

v



designed. The performance of the proposed solutions is evaluated for standard data center

network architectures through simulation.
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Chapter 1

Introduction

Cloud computing has revolutionized the computing industry by offering computing as an
ever present on-demand service to the users. According to NIST [1], cloud computing is
defined as “a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applica-
tions, and services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction”. The key objective of cloud computing is to share
data and computations over a scalable network of nodes. Users can utilize the services
that are offered by third party cloud providers, without any knowledge and expertise of the
technology and infrastructure used to support those services. They can also outsource the
computation, storage to a third party and pay only for the services used. The essential char-
acteristics of cloud computing are on demand self service, broad network access, elasticity
and measured service.

The popularity of cloud computing is growing day by day and there is a rapid and
widespread adoption of cloud services to support many sought-after internet applications
of different fields like e-commerce, social networking, on-demand video streaming, big-
data analytics and so on. The reasons for this growing trend are the alleviation of the users
from the burden of owning and maintaining the server resources, reduction in total cost of
ownership, ability to access the resources and data from anywhere, and flexibility to scale
up and down the resources required as per their dynamically changing needs.

To service the ever-increasing demand for cloud services, cloud providers are deploying
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large-scale data centers containing thousands of servers and network switches across the
world. With the rapid growth in the number and the size of the data centers, the energy
consumption and the costs associated with them have increased dramatically. According to
McKinsey [2] report on data center energy efficiency, an average data center consumes as
much energy as 25000 households. As per the latest study on the U.S data center energy
usage, the data centers in the U.S are estimated to consume 73 billion kWh, which is nearly
2% of the total energy consumed by the U.S [3]. As the electricity prices are also rapidly
increasing with time, the cloud service providers are experiencing substantial energy costs.
Apart from the operational costs, exorbitant levels of energy consumption lead to adverse
effect on the environment through the large volumes of carbon emissions get released from
these data centers. Hence reducing the energy usage has become a key concern for the

cloud providers in the design and operation of large-scale data centers.
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1.1 Research problems and objectives

The aim of the research work done in this thesis is to reduce the energy consumed by the

data center resources. The problems addressed in the thesis are:

e How to place the virtual machines of communication intensive applications on to
the physical servers in a cloud data center by exploiting data center network topolo-
gies such that the cumulative energy consumed by both servers and networking

elements is minimized?

At atime, in a cloud data center, many composite applications belonging to different
tenants need be deployed. These composite applications are made of several sub-
tasks which are logically connected by data and flow dependencies. Generally, a
virtual machine in a cloud can serve one or more tasks of an application. Each tenant
requests several virtual machines to service the tasks belonging to their application.
Virtual machines, belonging to a tenant, communicate and exchange data with each
other during their execution. If the behavior of the application belonging to the ten-
ant is known in advance, the communication patterns of the virtual machines can be
predicted. If two communicating virtual machines are placed very far in the data
center network, then the data that is being exchanged would go through many net-
work elements resulting in higher network energy consumption. Here, the idea is to
consolidate the virtual machines onto minimal number of servers in such a way that
any two communicating virtual machines are placed very close to each other in the

proximity of the data center network.

e How to consolidate the virtual machine communication flows on the network ele-

ments of the cloud data center such that the total network energy is minimized?

The network switches and the routers in the data center network contribute to a sig-
nificant portion of the total power consumed by the data center. The networking
components also consume a sizable power even when they are idle, almost equal to
30% of the power consumed when they are fully loaded [4]. Like in the case of phys-

ical servers, a prudent approach to save energy is allocating the network flows of the
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virtual machines to a few number of networking components. The communication
flows of the virtual machines placed on the physical servers need to be consolidated

onto fewer network elements to achieve reduction in network energy.

e How to select intermediate nodes for scatter-gather VM migration in cloud data
centre such that energy consumed by intermediate nodes is minimized while keep-

ing the eviction time of the virtual machine being migrated under a threshold?

The scatter-gather migration is a new type of migration that is aimed at reducing the
time to evict the state of a virtual machine during migration process. It uses some pre-
selected nodes as intermediate nodes to stage the VM content for migrating a virtual
machine from one host to another. For efficient implementation of the scatter-gather
migration mechanism, the set of intermediate nodes selected should consume the

least amount of energy while maintaining the eviction time under a given threshold.

e How a subset of the cloud providers of a federated cloud be formed as a federa-
tion to service incoming VM requests such that the social welfare of reducing the

energy is maximised?

Cloud federation is an effective solution for reducing the energy expenditure of the
cloud providers by offering a way to make profit out of the idle resources residing
in their data centers. In a federation, a cloud provider earns income by offering
services to the requests either by it’s own resources or by leasing in/out resources
from the other providers. It gains profit if the income from providing the services
to the users is more than the operational costs of resources to provide those services
like energy costs or the leasing costs. Cloud provider, being a selfish agent, always
tries to maximize its profit and would join the federation if its profit is maximised
or at least gets more profit than what it gets when acting alone. However, achieving
the social welfare of the federation, i.e, the total sum of the profits obtained by all
the providers participating in the federation helps the cloud providers to have better
sustainability in the long run. So an important challenge is how to achieve the global
energy sustainability of the federation and in turn prompt the cloud providers to take

part in the federation.
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Based on the above research problems, the following objectives have been defined for

the research work done in the thesis.

o To design an energy efficient VM scheduling and routing mechanism that jointly

optimizes the energy consumed by servers and network in a cloud data center.

e To design an online communication aware VM placement that jointly optimizes

the energy consumed by servers and network in a cloud data center.

e To define and model a new problem called ‘“Intermediate node selection for
Scatter-Gather VM Live Migration” and prove the intractable nature of the

problem.

e To develop a greedy solutions for the problem of intermediate node selection for
Scatter-Gather VM live migration that optimally selects the intermediate nodes

with respect to energy and eviction time.

e To define the resource allocation in a federated cloud as a co-operative game
and design a federation formation mechanism for servicing a set of incoming

requests that maximizes the social welfare, i.e., reducing the total energy costs.

1.2 Overview of the contributions of the thesis

In thesis, to achieve the desired objectives listed above for energy efficient resource allo-
cation in cloud computing, solutions for four inter-related problems have been presented.
First, we have proposed a mechanism for scheduling the virtual machines that are requested
in advance for reservation by multiple tenants in energy efficient way by jointly optimizing
the energy consumed by both server and network elements. Second, a mechanism for plac-
ing the set of virtual machine requests that are being requested on the go on to the servers
is designed such that it minimizes joint energy of server and network elements. Third, as
virtual live migration is used for opportunistic power savings, we have identified the prob-
lem of selecting the intermediate nodes for Scatter-Gather migration with least increase in

energy consumption and have designed a mechanism to select the intermediate nodes for
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Scatter-Gather migration that causes least increase in energy. To achieve better resource
utilization for achieving high profits and high energy savings, many cloud providers form
as a federation to serve the VM requests of the users. We have designed a mechanism for
sharing of resources among the cloud providers of the federation to service the virtual ma-
chine requests of the users, that achieves good overall social welfare of the federation in
terms of energy costs.

In the following, an overview of the chapter wise contributions is presented.

1.2.1 Energy efficient VM scheduling and routing in multi-tenant cloud

data center

We have formulated the problem of jointly optimizing the energy consumption of servers
and network elements by optimal VM scheduling and routing as an integer programming
problem. To solve it a phase-wise optimization approach with two ant colony based meta-
heuristic algorithms is proposed. The topology features of the data center network and
the communication patterns of the applications are considered in the construction of the
solution.

The proposed mechanism is a phase wise optimization approach. It is divided into two
phases. The first stage of the problem is finding an optimal placement of the virtual ma-
chines onto the physical machines, which minimises the power consumption of the servers
while considering the communication among the virtual machines in placement decisions.
As a solution to the sub-problem, an ant colony based meta-heuristic static algorithm is
proposed. As part of the solution a heuristic called affinity is defined. It indicates the
goodness of virtual machine being placed in data center entity. It is defined differently
for a physical machine, a rack and a cluster. The pheromone values give the historical
preference of two virtual machines to get allocated together onto a physical machine. The
data center is logically and hierarchically divided into several clusters, racks and physical
machines. Using the heuristic values and the pheromone values, the algorithm probabilis-
tically selects a cluster first. A rack out of all the racks belonging to that cluster, is selected

probabilistically based on the affinity values of the racks. Then a physical machine belong
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to that rack is selected probabilistically based on the heuristic values and pheromone val-
ues. This process is repeated till the solution is found out for all the virtual machines. This
completes the first phase of the solution. In the second phase, the communication flows
of the virtual machines are consolidated onto the minimum number of links and switches
using ant colony based algorithm.

The proposed solution is simulated in a custom made cloud simulator. It is tested for
three standard data center networks, 3-tier, B-Cube and Hyper-tree of different sizes and
compared against two standard algorithms, first-fit and round-robin algorithms. The re-
sults show that our solution improves energy savings on an average by 15% and 20% when
compared with first fit and round robin respectively across all data center networks. The
proposed algorithm performs much better for 3-tier data center networks among the three
standard data center networks considered. Moreover, the algorithm is scalable as the pro-
posed mechanism is achieving similar percentage of savings even when the load on the data

center is increasing and with increase in the data center size.

1.2.2 Online energy efficient VM placement using spectral graph par-
titioning
In this work, the problem of minimizing the energy consumed by both sever and networking
elements by an efficient online VM placement is addressed. The problem is modelled as
a mixed integer programming problem. As a solution two greedy algorithms called best-
fit-spectral and least-increase-spectral are proposed. Here the virtual machines request
for one application at a time is considered. The communication patterns of the multi-
tier composite applications can be easily predicted and they are represented as a graph G.
The proposed algorithms use spectral graph partitioning to identify the groups of virtual
machines with high intra and low inter communication to place the virtual machines in
an energy efficient manner. In best-fit-spectral, recursively the communication graph is
partitioned till we identify a maximal subset of the virtual machines that can be placed on
to a physical machine in the best-fit way. In least-increase-spectral, for all the physical

machines that have the capacity to hold the set of the virtual machines belonging to the
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graph G, the energy required to host these virtual machines is estimated. Based on those
estimations, the group of virtual machines is placed on the server that causes least increase
in energy. If there is no physical machine with the capacity to host all the virtual machines,
then the communication graph of the virtual machines is partitioned in to two graphs G; and
G5 using spectral graph partitioning that gives the least normalized cut and the algorithm
is called recursively on these sub-graphs.

The proposed greedy algorithms are simulated in a custom made cloud simulator. It
is compared with first-fit-decreasing heuristic for three different data center network archi-
tectures of three different sizes. The three standard data center networks considered are
3-tier, B-cube, and Hyper-tree. It is observed through the simulation results that the so-
lutions best-fit-spectral and least-increase-spectral reduce the energy consumption by 17%

and 21% on an average respectively when compared with first-fit-decreasing heuristic.

1.2.3 Intermediate node selection for achieving energy efficient Scatter-

Gather Migration

In this work, we define the problem of intermediate node selection in Scatter-Gather mi-
gration and prove the intractable nature of the problem. We establish that the problem of
Intermediate Node Selection in Scatter-Gather Migration (INS-SGM) is NP hard by reduc-
ing 0-1 knapsack problem to Minimum Subset Sum Problem (MSSP) and then MSSP to
INS-SGM. The problem is mathematically modelled as an integer programming problem
based on two optimality criteria - minimizing eviction time and minimizing energy. Two al-
gorithms called maximum-decrease-in-eviction-time and least-increase-in-energy are pro-
posed to solve the problem for the optimality criterion of eviction time and energy respec-
tively. The basic idea of the first algorithm that aims at decreasing the eviction time of the
migration is to select a node that has least expected transfer time first as an intermediate
node. The second algorithm aims at reducing the additional energy consumed due to addi-
tion of intermediate nodes while keeping the eviction time of the migration under a given
threshold. The algorithm design is based upon a 5/4 approximation algorithm for minimum

subset sum [5].
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The performance of the proposed solutions is analyzed with respect to three parame-
ters - eviction time, energy and total migration time using simulation results. A 3-tier data
center network is considered in the simulation. Four different types of virtual machines
are considered in the simulation whose configurations are defined as per the standard ama-
zon EC2 instances. We have considered three data centers of varying sizes to check the
scalability of the solution. The performance analysis of the proposed solutions is done by
comparing them with three basic solutions namely random selection policy, farthest node

first, and closest node next.

1.2.4 Federation formation mechanism for achieving energy efficient

resource sharing in federated cloud

We formulate the energy aware resource allocation for a set of requests in federated cloud as
a co-operative game. Then the properties of the modelled co-operative game like stability
and fairness are studied. Shapley value is used to distribute the profit among the cloud
providers participating in the federation to service the requests. We show that the proposed
game is not cohesive and grand coalition, i.e, federation containing all the cloud providers,
may not form. So to find the optional federation for a set of requests from the users, a novel
federation formation mechanism is designed. It is a branch and bound technique, where the
division of the search space is based upon integer partitioning of the number of the cloud
providers. For each subspace represented by the permutation of an integer partitioning, the
average profit and maximum profit are calculated. Then an ordered exploration and pruning
of the sub spaces is done based on their maximum and average profit values to find out the
optimal federation structure.

The proposed solution is simulated and compared against two variations of best fit
greedy approach, one that tries to find federation for one request at a time and the other, that
finds the federation for set of virtual machine requests in each time epoch. The performance
analysis is done with respect to the following parameters: total profit, individual profit,

percentage of requests serviced, overall utilization, average federation size, VM utilization.
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1.3 Organization of the thesis

The thesis mainly focuses on achieving energy efficient resource management in cloud.
The contributions and findings of the research work are organized into chapters as below.

Chapter 1: A brief introduction to the issue of energy efficient management in the
cloud computing is presented. A overview of the research contributions of the thesis with
respect to achieving energy efficiency in the cloud computing is given.

Chapter 2: The preliminaries related to cloud computing and detailed literature survey
of the energy efficient resource management schemes in cloud are presented.

Chapter 3: A mathematical model of the joint host-network energy optimization prob-
lem through VM scheduling and routing is presented. An ant colony based phase wise
optimization approach for solving the problem is presented in detail.

Chapter 4: An on-line VM placement mechanism that is based on spectral graph par-
titioning of the communication graph to minimize the cumulative energy consumed by
servers and network elements is presented in detail.

Chapter S: A new problem called intermediate node selection for Scatter-Gather VM
migration is introduced, and the mathematical model and the proof for the hardness of the
problem is presented. Two heuristic algorithms called maximum-decrease-in-eviction-time
and least-increase-in-energy for solving the problem with respect to reducing eviction time
and energy are presented.

Chapter 6: A federation formation mechanism to achieve social welfare of reducing
the overall energy of the cloud providers that are part of cloud federation is presented.

Chapter 7: A summary of the research outcomes of the thesis work is presented. Future
directions of the research and scope for extensions of the works done in this thesis are

presented.
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Chapter 2

Literature Survey

Cloud Computing that offer various services under one roof is emerging as a popular com-
puting paradigm in the computing industry. It has revolutionized the IT industry with its
pay-per-use model of service, ability to allocate the resources as and when the users require
and alleviating them from the operational issues of the resources. It offers a cost effective
and highly scalable approach for running the applications. So the popularity of the cloud is
ever increasing resulting in huge number of customers deploying their workloads, data on
to the cloud instead of the local resources. Due to the growing popularity for cloud services
expansive cloud data centers comprising vast number of servers and storage devices are be-
ing built around the world by cloud providers. However, these cloud data centers consume
a massive amount of energy. According to a report by Lawrence Berkely National lab-
oratory, the data centers in united states accounts for 70 billion kilowatt-hours of energy
consumption. As per a study, the global data center electricity consumption is 205 tera
watt-hours in 2018 and it is equivalent to 1% of the total world’s power consumption[3].
The exorbitant power consumed by the data centers incurs huge operational costs for the
cloud providers. Typically a data center energy cost is equivalent to it’s infrastructure set
up cost or 75% of the cloud provider operational cost.

Apart from the energy costs, there is a growing concern over the significant amount
of COy(carbon di-oxide) gets released from these data centers and it’s adverse effect on
the environment. Hence, considering energy efficiency in designing efficient data center

management mechanisms is an important issue.
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In the past few years, there has been an extensive research on designing efficient re-
source management schemes for reducing the energy consumed by the cloud data centers.
In this chapter we present a detailed survey of the existing resource management mecha-
nism in the literature. First we introduce preliminaries related to cloud computing and then

present the detailed survey of the energy efficient resource management mechanisms.

2.1 Virtualization

The cloud data centers contain a massive number of physical machines and storage devices.
The physical resources in a cloud data center are virtualized to distribute their services
among many users effectively [6][7][8]. This leveraging of virtualization technology max-
imizes the utilization of hardware resources by sharing them among multiple users. A thin
layer of software called Virtual Machine Monitor (VMM) or hypervisor running between
operating system and system hardware manages and controls the virtual machines running
on a platform . To improve data center efficiency many resource management techniques
like load balancing, server consolidation, and power management are applied by migrating

one or multiple virtual machines from one physical machine to another physical machine .

2.1.1 VM Live Migration

VM Live migration is the process of moving a virtual machine that is servicing an applica-
tion from one host to another host with minimal disruption to the service. In general, there

are two variants of live migration, pre-copy and post-copy.

2.1.1.1 Pre-Copy Migration

The pre-copy migration [9][10] contain two phases, Iterative pre-copy and Stop-copy. In
the iterative pre-copy phase, in the first round, entire memory pages of the virtual machine
being migrated are copied to the destination while ensuring the VM keep running on the
source. In the subsequent rounds, only the dirtied pages are copied to the destination. Once

the dirtied memory contents become relatively small, the virtual machine is stopped at the
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source, and the dirtied pages are copied to the destination. Then the virtual machine would
be started at the destination. This phase is called Stop-Copy phase. In this phase the appli-

cation that is running on the migrated virtual machine experiences service unavailability.

2.1.1.2 Post-Copy Migration

In the post-copy migration [11][12], the virtual machine is directly resumed at the desti-
nation. The memory contents of the virtual machines are actively pushed from the source
to the destination by a process called pre-paging. Usually whatever the content the virtual
machine requires would have reached the destination, but if any memory page is missing

that the VM requires, it would be fetched from the source through network page fault.

2.1.1.3 Scatter Gather VM Live Migration

It is a variant of post copy VM migration. The Scatter-Gather VM migration, contains two
phases, first scatter phase and second the gather phase. In the scatter phase the memory
contents of the virtual machine that is being migrated is sent to not only to the destination
but also to some intermediate nodes. It allows the source to get decoupled quickly from
the migration process. The scattering of the content is achieved through an abstracted layer
called virtual memory device (VMD). The VMD collects all the free memory available at
the intermediate nodes and presents as a block device one per the migration. The source
migration manager then scatters the memory contents to multiple intermediates by writing
them to the block device allocated to it and each page written by the source on the block
device would be sent to an intermediate node. This information of where each page is
stored is sent to the destination. In the gather phase, the destination migration manager
collects the contents concurrently from the intermediate nodes at its own pace.

Here the problem of how to select intermediate nodes is kept as an open problem.
For effective implementation of the Scatter-Gather VM migration, the intermediate nodes
should be selected carefully. The algorithms for intermediate node selection should be

implemented in the virtual device module over the intermediate nodes.

13



CHAPTER 2. LITERATURE SURVEY Section 2.2

2.1.2 VM migration parameters

The typical metrics that are used for virtual machine migration are total migration time and
downtime. Their definitions are are as follow.

Total migration time: It is the time from when the process of migration begins from the
source machine until the time when the destination VM has complete control.

Downtime: It is the time during the migration when the application experiences service
unavailability.

Recently, Deshpande et al. [13] proposed a new metric called eviction time that mea-
sures how fast the resources of the source machine used for hosting the VM being migrated
are released, and it is defined as follows.

Eviction Time: It is the time taken to decouple the source from the destination during

VM migration.

2.2 Data Center Networks

A data center is a pool of computational, storage and network devices connected through
a communication network. The data center network has to be scalable, and efficient to
connect tens of thousands of servers in the data center. The following are the data center

networks considered for simulating the works presented in the thesis.

2.2.1 Three Tier Data Center Network

A 3-Tier data center network consists of three layers namely, edge, aggregation and core
[14]. The network can be divided into k pods. Each pod in a k-ary fat-tree consists of %
severs and two layers of g k port switches. Each edge switch is connected to g servers and
% aggregate switches. Each aggregate switch connects to 5 edge and £ core switches. k

. 2 . .
ary fat-tree contains % core switches, where each core switch connects to & pods.
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Figure 2.1: Three tier data center network architecture

2.2.2 B-Cube Data Center Network

B-Cube data center network is a server centric and recursively constructed data center net-
work architecture [15]. A Bcubey, is constructed from Bcubey,_; and n*, n port switches.
Each server in a B-Cube has K + 1 ports, which are numbered from level 0 to level-k. A
Bcubey, has nF*1 servers and k + 1 level of switches, with each level having n*, n-port
switches. The B-Cube data center network uses lot of wires and it’s complexity stops it

from growing to a data center network size bigger than the one used for container based

data center (CDC).

2.2.3 Hyper-Tree Data Center Network

It is a cost effective and scalable data center network architecture. The first layer of hyper-
tree has n nodes and one n-port switch [16]. From the second layer on wards, a k£ layer
hyper-tree consists of n?(k — 1)-layer hyper-trees. Specifically a k layer hyper-tree can be
treated as a matrix containing n? rows and n?*~3 columns where each row specifies a k — 1

layer hyper-tree having 72~ nodes.
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2.3 Survey on energy efficient resource management in

cloud computing

Although data centers are huge consumers of power, only half of that total power is used by
the IT load [17]. This power inefficiency of the data centers incurs huge amount of losses
to the providers. The reasons for this data center energy inefficiency are peak provision-
ing of the resources, low deployment of virtualization technology and presence of energy
disproportionate servers. The data center providers generally over estimate it’s IT load
and accordingly put high number of physical resources active to support the peak demand.
However, the severs present in most of the current data centers are energy disproportionate,
1.e., the energy consumed by these servers is not proportional to the amount of load on
them. The idle servers consume nearly 60-70% of the peak load energy [18] [19] [20]. So
effective energy efficient resource allocation schemes should be developed so as to mitigate
the energy wasted because of these in-efficiencies.

The energy efficient cloud resource management schemes can be classified based on the
way they are achieving energy efficiency. However, some mechanisms are hybrid, which
have employed more than one way of saving energy, and they are put into a class, as per

their primary approach to save energy.

2.3.1 Dynamic Voltage Frequency Scaling Based Provisioning Schemes

Dynamic Voltage-Frequency Scaling( DVES) is a general technique used to achieve energy
efficiency in server processors of a data center [21] [22][23] [24]. The power consumption
equation of a complementary metal-oxide—semiconductor(CMOS) circuit has two parts,
static and dynamic. The dynamic power consumption depends on the frequency the circuit
is clocked at. If the circuit is clocked faster, it will consume more energy, and in the same
way, if it is clocked slower, it will consume less energy [25][26][27]. Hence by intelli-
gently operating the frequency of the circuit, significant energy savings can be achieved.
Through DVFS, the core of a processor can run in discrete performance states called as

P-States. If the core is in the lower numbered performance state, then the core runs at
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higher frequencies, resulting in faster execution times and higher power consumption. In
the higher numbered states a DVFS enabled core will run at lesser frequencies drawing less
power giving slower execution times for a task in that state. In effect, a DVFS enabled core
can be tuned to different performance states depending on the performance requirements
to achieve energy efficiency.

Oxley et al. [28] proposed a resource allocation scheme that uses DVFES technique to
allocate cores of heterogeneous computer system to a bag of independent tasks. Through
this, two problems; optimising makespan under power budget constraint and optimising
energy under performance(makespan) constraints are addressed. The execution times of the
workloads are modeled stochastically and the arithmetic intensity(the number of operations
performed per word transferred) of the workloads is considered to take a decision on what
should be the core and it’s state to execute that workload for saving the energy. The idea
here is to run the memory intensive tasks at lower frequencies exploiting the presence of
lots of idle times because of memory or disk accesses and run compute-intensive tasks at
higher frequency states. Several heuristics are proposed to decide the core and it’s state
for each workload. It is proved that this approach is robust under uncertain task execution
times.

Wanneng et al. [29] proposed a resource allocation mechanism using an improved
clonal selection algorithm which minimises both makespan and energy consumption. Here,
the servers are assumed to be DVFS enabled. The idea here is to identify the frequency and
voltage values for all the resources to achieve optimal value for the combined objective
of makespan and energy consumption and set those values accordingly. The objective
functions for energy and makespan are formulated using the variables representing the
possible frequency levels and voltage levels the devices can be in. The problem is formed as
a multi-objective optimisation problem where both the objectives are conflicting in nature.
As a solution, an immune clonal optimisation based algorithm is proposed.

Alahmadi et al. [30] integrated VM reuse and Dynamic Frequency Scaling to design
an energy-aware scheduling framework for a homogeneous cloud data center. The work-
loads considered here are a bag of independent tasks and initially for each task the lowest

frequency it can run without missing deadlines is estimated. Then to service the task, VM
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re-use is used to save the VM launching overhead. If any of the VMs has adequate capacity
or extension space for future accommodation, then the task would be allocated to that VM.
Otherwise, a new VM would be launched. Here, First Fit Decreasing heuristic is used to
allocate the VMs to the cores of the PM’s and the cores would run in the optimal frequency
for the tasks, that is estimated in the initial phase.

Deng et al. [31] use DVFS mechanism to save memory energy by lowering the fre-
quency of DRAM devices, memory channels and memory controllers at the time of low
memory activity. It is based on an observation that at low bandwidth utilisation reducing
the frequency of the memory will not impact the performance much. The frequency of the
memory will be adjusted based on the bandwidth utilisation. If the utilisation crosses a
predetermined threshold value, the frequency of the memory will be increased to reduce
the impact on the performance. As an extension, a technique for coordinating DVFES across
multiple memory controllers, memory devices and channels is proposed to reduce the over-
all system power consumption. However, the interaction between memory voltage scaling
and CPU- voltage scaling is not considered in this work.

The principle of "Low frequency results in lower energy consumption” may not al-
ways work as running a task at low frequency can increase it’s execution time considerably
resulting in higher energy consumption. So Wang et al. [32] addressed the problem of
assigning tasks to processors with minimal energy consumption while maintaining QoS
constraints. Here, a new task model is proposed to represent QoS with a frequency instead
of a deadline. A ratio called Energy Consumption Ratio (ECR) is defined which gives the
relative energy consumption of a task at different frequencies to the maximum frequency
of a processor. The goal here is to find optimal frequencies for the tasks at which the cu-
mulative sum of Energy Consumption ratios for all the tasks is minimized. To solve this
two heuristics are proposed for a single task and batch jobs respectively. The draw backs
to this approach are, representing frequency for a task as it’s QoS parameter is impractical.

All the above methods are developed for a single tier web server which service periodic
tasks. Horavath et al. [33] presented a DVFS mechanism for multi-tier web server systems
which hosts complex web services. It dynamically adjusts the server voltages to minimize

the total system power consumption in a multi-tier web service environment while meeting
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end-to-end delay constraints. The proposed web service architecture has a pipeline of many
processing stages. Each stage contains a single server which use DVFES capable processors.
A coordinated Distributed Voltage Scaling(DVS) policy is introduced, where decisions on
frequency adjustments are made on each stage locally while minimizing overall end to end
delay. The DVS policy presented here is based on assumption that the CPU delay at a
stage, is a convex function of CPU utilization. Based on the assumption, two rules are
defined for adjusting the CPU clock speed to maximize the power savings under delay
constraints. First, the frequency of the most loaded machine will be increased to the next
discrete level, whenever the end to end delay surpasses an upper threshold value. In the
same way, whenever the end to end delay goes below a lower threshold, the frequency of
the highly loaded machine would be decreased by one discrete level. Compared to other

methods dynamic voltage frequency scaling incurs less overhead.

2.3.2 VM Consolidation and Migration based provisioning

One of the ways to reduce power consumption by a data center is by VM consolidation
[34]1 [35] [36]11371138]1[39]. In this, all the virtual machines are consolidated to few number
of servers, thus reducing the amount of the hardware in use. The goal here is to allocate
the virtual machine requests to minimal number of physical nodes in an optimal way while
satisfying the Quality of Service (QoS) agreements with the user [40][41]. The remaining
physical machines can be turned off or switched to low power mode, thereby reducing the
energy [42][43][44][35][36]. Once this initial placement is done, at any point of servicing
these requests if any physical node is underutilized, the virtual machines running on this
lightly loaded node can be allocated to other active nodes through live migration, so as to
turn off this lightly loaded node to low power mode. In the same way, virtual machines can
be migrated from highly loaded nodes to other active nodes if the virtual machines located
on the highly loaded node are experiencing performance degradation.

To achieve this, Beloglazov et al. [45] proposed an efficient resource management
policy for cloud data centers that is based on VM consolidation. This approach handles

heterogeneity of both physical machines and virtual machines and considers QoS require-
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ments of the user while achieving VM consolidation to save energy. In this, the VM con-
solidation process is divided into two phases: first, Initial Placement of VM’s and second,
Optimization of the Initial Allocation. The first phase is modeled as bin packing problem
with variable bin sizes and prices. To solve this, Modified Best Fit Decreasing (MDFD)
heuristic is proposed, in which all the VMs are sorted in decreasing order of current uti-
lization. Each VM in the sorted order is picked one after the other and allocated to a host
that provides the least increase of power consumption due to this allocation. In the second
phase, VMs are identified for migration to optimize the current allocation. To decide on the
VM to migrate, four workload independent heuristics are proposed. These heuristics are
based on the idea of setting upper and lower utilization thresholds for hosts and keeping
total utilization of CPU by all VMs between these thresholds. Then, these selected VMs
for migration are reallocated again using MDFD.

Neeraj et al. [46] proposed a hybrid algorithm combing Genetic Algorithm (GA), Par-
ticle Swarm Optimization (PSO) and Euclidean distance to multi-objective energy efficient
virtual machine allocation. The multiple objectives are energy efficiency, minimization of
resource waste and minimization of SLA violations. It contains three phases: VM allo-
cation, task scheduling and VM migration. First, an initial VM placement that optimizes
energy and resource wastage is done and then Migration is applied for the initial Placement
to reduce SLA violations. The SLA policy considered is strong and the SLA parameters
considered are purchased resources, response time and deadline time. Initial Placement is
modeled as multi-objective multi-dimensional combinatorial optimization problem and eu-
clidean distance is used to identify the optimal point between the two objectives of energy
minimization and resource utilization maximization. The power model considered in this
work 1s DVFS based, and it assumes that the servers are DVFS enabled.

Although the basic VM consolidation approaches save considerable energy, workloads
may experience significant performance degradation due to virtual machine co-location
and migration. When few virtual machines are co-located on the same physical server each
VM experiences performance degradation because of the contention for shared resources
such as caches and networks. The extent of the performance losses depends on the types of

workloads that are co-located. On the other hand, some types of workloads like memory
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intensive loads, experience more performance loss during migration process than the other
types of workloads. It’s a challenging issue to mitigate these losses during VM consolida-
tion and migration processes. To address this, K. Ye et al. [47] proposed a profiling based
frame work for server consolidation. In this, initially detailed profiling of the performance
losses that occur to different types of workloads due to VM co-location and migration is
done. This profiling information will be used by the server consolidation module to put
thresholds on performance losses when finding the optimal consolidation scenario to serve
the current workloads. A new problem called, migration planning is defined whose aim is
to find the optimal number of migrations for changing the current work load placement to
target workload placement, while maintaining the performances losses of each workload
under a threshold. It is mapped to linear sum assignment problem and a polynomial time
algorithm which uses the migration performance-loss profiles of the different workloads in
placement decisions is proposed to solve the problem.

According to Versick and Tavangarian [48], there are certain hard ware and software
properties of virtual machines to measure the live migration decisions qualitatively. These
properties describe whether decision of migrating a VM from one PM to another PM sat-
isfy certain necessary requirements of the VM and also improve the performance of the
VM or not. Based on these properties, a novel dynamic load aggregation mechanism is
proposed, which outputs an optimal migration scenario for the current workload. In this, a
graph is constructed with PMs and VMs as nodes and the relationships derived through the
migration properties are represented as edges. The weight of the edge decides the desirable
nature of VM being hosted on a particular PM. K-Means clustering algorithm is applied
on this graph to find out the optimal number of physical machines to cover all the virtual
machines. Remaining physical machines can be switched to low power mode to save the
energy. K -Means algorithm doesn’t fare well if the no of VMs and PM’s is large, as is the
case generally in a normal cloud data centre.

The above approaches do not suit well for real time tasks or applications, as the real time
tasks require guaranteed deadlines and above approaches tend to consolidate the workloads
on less number of physical machines to save energy [49], resulting in lack of the schedula-

bility for some of the real time tasks. To address this, Zhu et al. [50] proposed an energy
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aware scheduling scheme that optimally balances the energy savings through server con-
solidation and dead line guarantees of the real time workloads. The core of the idea is to
have a rolling horizon, which holds the tasks coming into the system for a while till the
need arises for them to be scheduled to meet the deadlines. A new VM is created only
when the existing virtual machines cannot serve the current task to be scheduled. If the
newly created VM’s host doesn’t have the capacity to host it, then VM migration is applied
to create space for the new VM or if all the active hosts are full, then a new physical ma-
chine is turned on to active mode. So at a time only few physical machines would be in
active mode, hence reducing the energy consumption of the data centre, while achieving
the schedulability of the real time tasks by allocating more resources for the tasks near to
deadline. It is assumed that the tasks are independent which is not the case normally, so
this approach has to be improved for the case without this key assumption.

As the majority of the applications that run in the data centers are big data applications,
and they consume large amounts of energy, Mashayekthy et al. [51] proposed a frame work
to improve the efficiency of the Map-Reduce jobs for a heterogeneous data center. As each
job, consumes different energy on different machines under different time slots, the idea
is to schedule them on time slots for which expected energy consumed is less. The dead-
lines and dependencies of the Reduce jobs, with respect to the Map jobs, are maintained.
Here, two scheduling algorithms called, Energy Aware Map Reduce with Service Level
Agreements(EMRSA)-I and EMRSA-II are proposed based on a separate heuristic each to
characterize the energy consumption of the different machines and also to induce an order
relation among the machines. This approach reduces the energy cost of the execution of a
single big data application on a data center by intelligently scheduling the map-reduce jobs
on the heterogeneous machines.

The technique of saving energy by switching servers to low power modes has negative
effects under improper system controls. First, There is a chance that burst arrivals may not
get the service or at least they will experience considerable delays. Second, If the switching
from low power mode to active mode or vice-versa happens too frequently, it may happen
that the energy consumption due to these switching over heads may be more than the energy

saved by keeping the servers in low power mode. Third, SLA violations may occur. So to
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avoid the switching too often, Chiang et al. [52] applies a control approach called N-Policy
for resource provisioning. In the Queuing systems with N Policy, a server in sleeping
mode gets turned on only when the no of items in a queue is greater than some pre defined
threshold N, rather than turning it on immediately after an arrival. But if the value of N is
too large it may result in poor performance as server will be staying in low power mode
for longer durations. Based on this N-Queuing policy, three power saving policies are
proposed. First, an ISN policy, in which each server has 3 modes of operation: Busy, Idle
and Sleep. Busy mode indicates that it is servicing one or more requests. When there are
no remaining requests to be serviced it will be switched to idle mode for a short period of
time before switching to sleep mode. When it is in idle mode any arrival of service request
causes switch back to active mode. When no requests come during the short idle period, it
will attain sleep mode. It will stay in sleep mode, as long as the no of the requests waiting in
the queue are less than the predefined threshold N. When the no of requests in the queue are
N or more it switches to active mode. Second, SN Policy, doesn’t have any mode called as
idle mode. It has only two modes, i.e., active and sleep mode. Whenever the server doesn’t
have any requests to handle it will go to sleep mode. And as per N-Policy a server in a
sleep mode will be switched to active mode if and only if the number of waiting requests
in the queues exceeds or equals to N. Third SI policy, in which a server stays in sleep mode
for a fixed period. Once that fixed time expires, it will be switched to either active mode
or busy mode depending on whether there are waiting requests or not. It doesn’t follow
N-Policy. An algorithm called EGC (Efficient Green Control), calculates the optimized
values for service rate and the threshold N while satisfying response time constraints. It
is validated that the ISN power policy is better than the remaining two power policies.
Though this method decreases the additional energy consumed for restarting the servers to
certain extent, still better approaches need to applied to reduce this start up latency, leading
to energy efficiency by load prediction.

Markus et al. [53] extended the cutting stock problem to solve the problem of con-
solidating the virtual machines with stochastic workloads on to physical machines. The
workload of each VM is considered to be stochastic, i.e, represented with a random vari-

able. Here a convolution of the probability mass functions of the workload of different
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virtual machines is used to identify the cumulative workload characteristics when those
virtual machines are placed onto the same machine. This convolution operation is used to
identify the probability that the total workload demand by the virtual machines placed on a
physical machine exceeds the physical machine capacity by a pre-defined tolerable value.
The probabilities are used in assigning the virtual machines onto the physical machine us-
ing first-fit-decreasing manner. The power saving mechanism used here is turning down
the physical machines, those do not have any virtual machine on them. The limitations of
this work are, the workload is considered in only one dimension, i.e, computing capacity.
It is desirable to extend it to other dimensions of the capacity like memory and bandwidth.
However, the independence nature of the workloads on these different dimensions is un-

known.

2.3.3 Load Prediction Based Provisioning Approaches

In the VM consolidation based resource provisioning, the current set of VM requests will
be allocated to few physical machines that are sufficient enough to meet the desired perfor-
mance requirements. Remaining physical machines will be switched to low power mode. If
the set of VM requests in the next instant of time are more, some of the physical machines
which were put to low power mode in the previous time point, should be turned on again.
Switching off and on a PM also requires considerable amount of energy. If the idle times
of the PM’s are low or in other words this switching off and on happens frequently, then
the energy consumed by them for the switching will be more than the energy consumed if
they were kept idle [54][34]. To reduce this re-start latency, Dabbagh et al. [55] proposed a
framework for resource allocation and provisioning in which, the number of VM requests in
the future and their requirements are predicted and based on that prediction, it estimates the
number of physical machines required in the near future. The remaining physical machines
are turned off to low power mode. It uses K Means clustering algorithm [56] to partition
the VM requests into different clusters and uses stochastic wiener filter [57] prediction to
estimate the work load of each cluster. To find out the number of physical machines needed

to be on to serve these estimated workloads, Best Fit Decreasing (BFD) heuristic is used
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by the power management module. Based on the output given by this module, some of the
physical machines will be turned off to save energy. An adaptive version of the stochastic
wiener filter prediction is also proposed to incorporate the varying workload characteristics
over the time.

In server consolidation, frequent switching of servers on/off incurs some cost, either in
the form of profit lost while waiting for the server to be turned on or the power consumed
for this switching process. The power saving mechanism of turning down hosts in an
environment with unpredictable and size varying workload is a risky decision in terms of
quality of service. Kusic at el. [58] proposed a risk aware controller to address these issues.
In this, the resource provisioning problem is formulated as sequential optimization under
uncertainty and solved using a limited look ahead control. Here, the resource provisioning
in the cloud is formulated as multi-objective problem, i.e. maximizing the cloud provider
profit by minimizing the power consumption and SLA violations. Power minimization and
SLA violations minimization are conflicting objectives. As a solution a predictive control
approach called as limited look ahead control is proposed. The objective of maximizing
profit is converted into risk aware utility function which indicates the controller preference
between different resource provisioning configurations. For each resource provisioning
configuration the risk aware utility is calculated and out of that optimal provisioning is

selected. This process is done periodically as the workload volume changes with time.

2.3.4 'Topology Aware Provisioning Policies

All the above approaches consider consolidation of virtual machines to reduce the energy
consumption of physical machines but they ignore the energy consumption of the network
elements. However the data center network energy constitutes nearly 10-20% of the total
data center energy consumed, which is a significant quantity. Hence, there is a need to
develop topology aware VM scheduling techniques.

To address this, Jiankang et al. [59] presented a VM allocation approach that optimizes
both physical machine and network resource utilization simultaneously. It’s scheduling

policy has two stages called static VM placement and dynamic migration. In the first stage
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a static placement of the virtual machines on the physical machines is done by considering
the traffic flows and network topology to reduce the energy consumed by the network de-
vices. In the second stage using first fit decreasing heuristic an optimal no of migrations is
calculated to adopt to the changes in the work load while considering the network topology
and the communication among the virtual machines. Even though effort is made to reduce
the energy consumption of both physical machines and network elements, the performance
constraints of the virtual machines based on the QOS agreements are not considered in this
work.

Heller et al. [60] proposed a network wide power manager called Elastic Tree, that
dynamically adjusts the sets of active switches and links to suit the changing demands of
the traffic load. It continuously monitors data center traffic conditions and chooses the set
of network elements that must stay active to meet performance and fault tolerance goals;
then it powers down as many unneeded links and switches as possible. To choose the
switches and links to power down several methods like greedy bin packer, topology aware
heuristics and prediction methods are proposed.

Wang et al. [61] addressed the problem of optimal bandwidth allocation and energy
aware routing problem in cloud data center. The energy aware routing problem is modelled
as Multi-Commodity-Flow Problem and it is proved NP-Hard by reducing the problem to
0-1 knapsack problem. Here Blocking Island paradigm derived from artificial intelligence
is used for representing Bandwidth resource at different levels of network abstraction. For
each node $-Blocking Islands are calculated using a greedy algorithm. These blocking is-
lands are used to construct Blocking Island Graph which is an abstraction of the available
resources of the entire network. The Blocking Island Graph is again decomposed into mul-
tiple levels in the decreasing order of the bandwidth demand, and it is called as Blocking
Island Hierarchy. Bandwidth allocation problem is solved by two heuristics called dynamic
heuristic demand selection with lowest common father (DSLH) and dynamic heuristic de-
mand selection with fewest nodes(DSFN) which uses the blocking island hierarchy. The
Blocking Island Hierachy is also used in calculating optimal routes for the network flows.

Son et al. [62] proposed an energy efficient VM consolidation with dynamic overbook-

ing in software defined cloud data center. In software defined data center network as the
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control plane is separated from the data plane, the routing decisions can be easily adopted to
the changing workload demands. The traffic of the communication flows between different
virtual machines can easily be routed in efficient manner based on the changing workload
and can be consolidated onto minimum number of network links and switches. Here, the
objectives are minimizing SLA violations and energy consumed by both hosts and network

elements.

2.3.5 Thermal Aware Provisioning Approaches

Resource virtualization and consolidation achieve energy efficiency by increasing the sys-
tem utilization and decreasing the number of active servers in the data center. But the
improved system utilization increases the amount of heat dissipated from the severs. This
in turn would result in higher power consumption for the cooling systems and also lower
system reliability by persistent system hardware failures, thus incurring more cost to the
provider [63][64][65]. Hence, the VM consolidation approaches should find out an optimal
trade-off between system utilization and thermal efficiency to achieve energy efficiency.

Yao et al. [65] proposed a work load assignment method that minimizes the data center
power consumption by considering the correlation between servers and cooling system. A
novel adaptive control approach is presented where both quality of control constraints and
thermal constraints are satisfied simultaneously. In this, decisions on workload assignment
to different racks are taken based on the co-relation between the thermal characteristics of
the racks estimated by an online recursive method and the performance constraints repre-
sented in the form of control inputs.

A significant portion of the energy consumed in the data center is due to the cooling
systems employed at the data centers. The energy consumed by the cooling system partially
depends on the ambient temperature surrounding the data center. Xu et al. [66] exploited
this property to develop a temperature aware work load management scheme for the geo-
distributed data centers. The workloads are allocated to the data centers that have cooler
ambient temperatures varying with geographic location and time, while considering latency

to ensure the desired performance to the users. In addition to that, the varying electricity
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prices is also considered in the scheduling decisions to achieve reduction of energy-cost.
The delay tolerant property of the batch workloads is exploited to achieve energy-cost
savings by delaying the batch jobs to execute them at times and places where the ambient
temperature and the electricity prices are low . But this scheme doesn’t consider resource
virtualization, the most prominent feature of the cloud along with the complex issues that
comes with it during workload assignment.

To minimize the total energy costs of data-center operation while achieving a desired
level of system reliability, Tang et al. [67] proposed a thermal-aware task-scheduling tech-
nique. In a blade server, multiple blades are integrated into each chassis. All these blades
in a chassis share a common supply and cooling fan. Each blade may itself have many
processors. Operation of a chassis incurs chassis start up power consumption, along with
actual power consumption of the blades. Hence, the power consumption cost of adding a
task to one chassis may be different depending upon whether it involves waking up an idle
chassis or an idle blade. Based on this observation, several thermal-aware task-scheduling
heuristics are proposed, which exercise the trade-off between cost of start-up and power

saving coming from turning off the blade servers.

2.3.6 Renewable Energy Aware Resource Provisioning Approaches

As the cooling costs contribute to larger portion of the energy consumed by the data centers
lately, cloud providers are building the data centers powered by renewable energy resources
[68]. Hence the VM scheduling approaches should be able to exploit this by placing the
workloads onto the servers of these data centers supported by renewable energy resources.

In that direction, Mandal et al. [68] proposed a novel VM placement technique, that
uses Renewable Energy Source (RES) aware migration heuristics. In the RES aware place-
ment initially the VM’s are allocated onto the data centers which are powered by renewable
energy sources. After such data centers get exhausted only, the VM’s are placed on non
RES data centers. After the initial placement, VMs can be migrated across the data centers
to relocate the energy demand to the data centers with RES. Three migration heuristics are

proposed. First, in Renewable energy-aware migration heuristic, at the time of each energy
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prediction period, VM is migrated from one data center to another data center if the later
is having more green energy sources. Second, in Migration cost aware metric, a threshold
is set for data center brown energy consumption and whenever it exceeds that threshold
VM’s are migrated to other data centers with better green energy resources. Third, traffic
aware migration heuristic considers renewable energy, migration cost and also future load
prediction to take a decision on VM migration.

In self sustained data centers, completely powered by renewable energy sources, the
amount of the power available varies with time. On the other hand the amount of power
required by the data centre depends on the resource requirements of the hosted workloads.
Generally, to improve the system utilization different types of workloads with different sys-
tem requirements like transactional workloads, batch jobs are co located. Cheng et al. [69]
proposed an elastic power aware resource provisioning approach called ePower which uses
the characteristics of the transactional and batch workloads to adjust the resource alloca-
tions based on the power available to meet the performance constraints. As transactional
workload intensities vary with time and batch jobs can tolerate delays, when the intensi-
ties of the transaction workloads are more and the deadline of the batch job is far, ePower
allocates more resources to the transactional workloads out of the resources limited by the
power supplied at that instant of time. When the deadline for the batch job is approach-
ing, more resources are added to the batch job. This adjustment is done at each defined
time point by using a power aware simulated annealing algorithm which designs a cooling
schedule by considering dynamic power supply and characteristics of heterogeneous work-
loads. As the resource allocations are constrained by the power supply, only few resources
will be in active mode serving the workloads. Remaining resources could be turned off to
low power modes to save the energy.

Bruneo et al. [70] proposed an analytical frame work that is based on stochastic re-
ward nets. In this, a layered approach is followed to separate the issues related to virtual
machines and physical machines. Both the layers are modeled using Petri nets and the
dependencies between both the layers under different energy saving policies are presented

and analyzed.
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2.3.7 Energy Efficient Resource Management in Federated Cloud

The notion of a federated cloud and it’s essential qualities are first introduced by Rochw-
erger et al. [71]. In this work, the essential characteristics of a cloud federation and the
issues in forming a cloud federation are presented in detail. To address the requirements of
a federated cloud a model called RESERVOIR is proposed for the cloud providers to form
as a cloud federation by pooling their resources together to service the requests of the users
[72]. However, the mechanism for the cloud federation formation is not presented in this
work.

Buyya et al. [73] discusses the challenges, and architectural issues in building a fed-
erated cloud. Moreover, a framework is presented for facilitating efficient management of
federated clouds. In this work also cloud federation formation mechanism is not presented.

Goiri et al. [74] presented equations that can characterize decisions a cloud provider
makes about outsourcing tasks to the other cloud providers as part of a federated cloud.
The incentives the other cloud provider gets for offering their resources is not considered
in this study.

Mashayekhy et al. [75] presented a federation formation mechanism to provide services
to the user requests. In this work, the resource sharing in federated cloud among multiple
cloud providers is modelled as a hedonic game called cloud federation formation game and
the properties of the game like fairness and stability are studied. A cloud federation for-
mation mechanism is presented based on merge-split rules and it is individually stable with
respect to cloud providers. The fairness in the profit distribution is achieved by normalized
Banzhaf value.

Mehedi Hassan et al. [76] proposed a game theoretic based resource and revenue shar-
ing mechanism in federated cloud. The proposed mechanism aims at maximizing the social
welfare of the federated cloud by reducing the overall energy consumption. In this work,
the internal demand of a cloud provider is analyzed using M/G/m/m + r queuing sys-
tem and the amount of resources offered to the cloud federation by the participating cloud
provider is based on the internal demand and it’s capacity. The proposed mechanism is

proved to be individually stable.
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Chapter 3

Off-line VM Scheduling and Routing in
Multi-tenant Cloud Data Center

The energy costs of a data center mainly arises from the energy consumed by physical
servers, networking components and cooling equipment. Typically, an idle server in a data
center consumes more than 50% of the energy it consumes when it is fully loaded [4].
Based on this finding a popular approach to save energy is server consolidation [77] [45]
[28] [78] [47]. Server consolidation is the process of allocating virtual machines that ser-
vice one or many tasks onto a few servers. The remaining servers are switched off entirely
or switched to a low power mode to save energy, as the energy-disproportionate servers in
data centers consume a considerable amount of power even when they are idle. Moreover,
the network switches and the routers in the data center network contribute to a significant
portion of the total power consumed by the data center. The networking components also
consume a sizable power even when they are idle, almost equivalent to 30% of the power
consumed when they are fully loaded [4]. Like in the case of physical servers, a prudent
approach to save energy is allocating the network flows of the virtual machines to a few
number of networking components and turning off the remaining ones as they do not have
any load on them.

At a time, in a cloud data center, many composite applications belonging to different
tenants need be deployed. These composite applications are made of several sub-tasks

which are logically connected by data and flow dependencies. Generally, a virtual machine
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in a cloud can serve one or more tasks of an application. Each tenant requests several virtual
machines to service the tasks belonging to their application. Virtual machines, belonging
to a tenant, communicate and exchange data with each other during their execution.

An user or tenant, specifically who wants to deploy dead-line sensitive application on
the cloud, submits a request for a set of virtual machines to the cloud provider for booking
them in advance. As the behavior of the application belonging to the tenant is known in
advance, the communication patterns of the virtual machines is known. If two communi-
cating virtual machines are placed very far in the data center network, then the data that
is being exchanged would go through many network elements resulting in higher network
energy consumption. Cloud provider receives many such requests from multiple tenants
for advance booking of the virtual machines to run their deadline-sensitive applications. It
leaves an opportunity for the cloud provider to plan for an effective consolidation of the
virtual machines belonging to multiple tenants onto the physical machines such that the
energy consumed for provisioning these vm’s is minimized. In this work, the idea is to
consolidate the virtual machines onto minimal number of servers in such a way that any
two communicating virtual machines are placed very close to each other in the proxim-
ity of the data center network. Then the communication data among the virtual machines
is routed through or consolidated onto minimal number of links and switches to save the
energy by turning off the remaining idle links and switches.

Contributions of the chapter

o We model the joint optimization of server and network element energy consumption

during VM scheduling and routing as an integer programming problem

e A phase wise optimization approach containing two meta heuristic algorithms based

on ant colony optimization is proposed as a solution to the problem.

e The proposed solution is tested for three standard data center network topologies
namely 3-Tier, B-Cube and Hyper-Tree of different sizes and it’s effectiveness is

compared with two standard heuristic solutions, first-fit and round robin.
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3.1 System Model

3.1.1 Data Center Model

A heterogeneous single site cloud data center, consisting a set of m heterogeneous servers
H{ H,, Hs, ... H,,} is considered here. The capacity of a server H; in terms of comput-
ing power, ram size and storage is given by Z;°™°,Z"™ and Z;"°"*?° respectively. The
data center network topology considered here is a hierarchical topology that connects the
switches in different layers namely core, aggregate and edge. The set of switches is rep-
resented as S{S7,Ss,...}. As the switches are heterogeneous and the capacity in terms
of the number of ports varies with the switch. The capacity of a switch S, is given by
Z2°tt. The data center network is represented as a weighted graph G (HU S, E), where
vertices of the graph include both servers and switches, and the edges are either between a
server and a switch or two switches. The weight w(a, b) on an edge (a,b) € E gives the
bandwidth capacity of the link between the two nodes a and b. The data center is logically
partitioned into several clusters where each cluster contains physical machines that are ar-
ranged into several racks. The cluster set is given by C and racks in a cluster c is given
by R.. A rack contains a Top-of-Rack(ToR) switch, to which all the physical machines in
the rack are connected. The set of physical machines belonging to rack r is denoted as H,..
Each top of the rack switch is connected to all the aggregation switches in its cluster, and
the aggregation switches of each cluster are connected to all the core switches of the data

center.

3.1.2 Tenants Model

At any time a cloud data center hosts multiple tenants and they are represented by a set
N{Ni, Ny, ... N, }. The set of virtual machines requested by a tenant [V, is represented by
V;. The virtual machines belonging to a tenant are of different types and accordingly their
resource requirements vary. The resource requirement of a virtual machine £ belonging
to a tenant j is given by R;;™, RiF™ and R;’,Eorage concerning its computing power, ram

size and storage respectively. The communication among the virtual machines belonging
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to a tenant j is given by the weighted graph C; <Vj, Ej>, where the nodes represent the
virtual machine belonging to tenant j, and an edge represents the potential communication
between the two virtual machines that the endpoints of the edge represent. The weight
w; (@, b) on the edge (a,b) indicate the amount of bandwidth required for the communi-
cation between the virtual machines @ and b. Let IF; is the set of communication flows
constructed from the communication graph of tenant N;. Let the set V= Lnj V;, contain all

j=1
the virtual machines belonging to different tenants and are indexed sequentially.

3.1.3 Energy Consumption Models

The energy costs of a cloud provider depend mainly on the energy consumption by physi-
cal servers, networking components, and cooling equipment of the data center. The power
consumed by all servers and network components of a data center constitute approximately
40% of the total data center power consumption, while the cooling equipment consumes
approximately 35% of the total data center power consumption [79]. If the power con-
sumption of the servers and networking devices is reduced, the power drawn by the cooling
equipment also decreases. Here the focus is on reducing the power consumption of only the
physical servers and the networking devices. Reducing the power consumption of cooling
system is not considered here. The power consumption models considered here of a server

and a switch are described below.

3.1.3.1 Power consumption of a server

The power consumption model considered here is utilization-based power consumption. A
server in the data center consumes some fixed amount of power when it is on and any ad-
ditional power consumption depends on its utilization. The utilization of a server depends
on how many fractions of its resources are used by the virtual machines that are placed on
it. So the power consumption of a physical server in a data center can be divided into two
parts: first, a baseline static consumption and second, dynamic power consumption that is

load dependent. Here the dynamic power consumption is based on VM power metering
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that is followed in [80]. The total power consumption of a server at a time ¢ is given by

Pi(t) = Ppacerine + »_ P(0) 3.1)
bev?
where Py .c1ine is the base line power consumption, V! gives the set of virtual ma-
chines that are placed on he physical machine 7 at time ¢, P(0) is the power consumption
of the virtual machine © on the physical machine +.
If the power consumed by a VM is expanded further in terms of the utilization of the
VM in cpu, memory and i/o as in [81], then the power consumption of a server is expressed

as

Pz(t) =a- Z Ucpu(@) + B ’ Z Umem(@)

veV? eVt
3.2)
_W . Z Uio('ﬁ) + n;-e + Pbaseline
eVt

where «, 3, v are the weight-ages for utilization of the server by the VM in CPU,

memory and IO respectively.

3.1.3.2 Power consumption of a switch

The energy consumption of a networking component depends on the number of active line
cards, ports and the traffic flowing through it. The current data centers mostly comprise
of commodity switches, so only the energy consumption model of a switch is considered
here. The power saving mechanisms applied for switch here are, turning off a port as it
saves 0.5% of the total energy consumed by the switch [82], turning off line card entirely
when there are no active ports on it and turning off the switch altogether. So the power
consumption of a switch with one line card, which is the case generally in commodity

switches of the data center can be written as

Ps(t) = fdle + P;m‘t X n;ort(t) (33)

where Py, is the basic power consumed with all of its ports disabled, P, , is the power
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Section 3.2

Table 3.1: EVMSR: Notations

Notation Meaning

m Total no of physical servers
n Total no of tenants

T Set of time epochs

H{H,, Hs,...Hy,}

comp mem storage
zZ; v, zmem, Z

N{N;, Ns,...N,}
VAV V)

\%

R;zmp, Rﬂ;em, j;ﬁgorage
¢; (V,.B)
S{51, S, ...}
Zﬁ)o”

G (HUS,E)
O;(t)

Os(t)

O ()

I

/i

route( Jl-, (a, b))

route; (f]l, Ss)
\¢

U

Set of physical Servers

Capacities of i server in terms of computa-
tional power, main memory and storage

Tenant Set

Set of virtual machines belonging to j* tenant
Set of virtual machines of all the tenants
Requirements of k' VM of j** tenant

Communication graph of j** tenant

Set of Physical Switches

The capacity of Sy switch

Data center network graph

Indicate whether server H; is active at time ¢ or
not

Indicate whether switch S is active at time ¢ or
not

Indicate whether link (a, b)is active at time ¢ or
not

the set of communication flows constructed
from the communication graph of tenant /V;

[ flow belonging to tenant j

Whether flow f]l- goes through link (a, b) or not
Whether flow f]l- goes through switch S or not.
Set of virtual machines that are placed on he
physical machine H; at time ¢

VM schedule

consumed by a single port when it is on, n

present in the switch.

s
‘port

3.2 Problem Formulation

(t) is the total number of active ports that are

Given a data center network G(H U S, E) and virtual machine requests from n number of

tenants, with a communication graph C; <V, IEZ) for each tenant indicating the communica-

tion pattern of the requested virtual machines, our aim is to consolidate the VM requests
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onto minimal number of servers and switches. The remaining servers and switches are
turned off to save energy. So the objective here is to consolidate the virtual machines be-
longing to multiple tenants onto the physical servers in such a way that the total energy cost
of servers and the network elements is minimised while satisfying the capacity constraints
of servers and links. We model this Joint Optimization of Server and Network elements
Energy (JOSNE) consumption during VM scheduling and routing in cloud as an integer
programming problem in the following way.

Let Xq;;c (t) is a boolean variable indicating whether vf, k" virtual machine of tenant
J, placed on server H; at time ¢. Let O;(¢) indicate whether the server H; is switched on
or off at time ¢. In the same way, O,(t) and O, (t)indicate whether the switch S, and
link (a, b) is switched on or off at time ¢ respectively. Let route, (f, (a,b)) is a Boolean
variable indicating whether the communication flow fjl- belonging to tenant j, goes through

the link (a, b) at time ¢ or not. Then the problem can be formulated as

3.2.1 Objective Function
min ) (Z Pi(t) x O;(t) + Y Py(t) x Os(t)) (3.4)
VteT \VieH VseS
Here, the first term is the total energy consumed by the server machines and second
term is the total energy consumed by the network elements in the total duration of time.
So the objective is minimization of the energy consumed by both physical machines and

network elements.

3.2.2 Constraints

k
Y X (t)=1, VteT,VjeNVkeV, (3.5)
VieH
k
3 X\’ (t) < O4(t),Vt € T,Vj € N,Vk € V; (3.6)
VieH
SOXP (1)« R < Z WL € T.V) € N,Vk €V, (3.7)
VieH
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Z XI* (t) « Riyem < zmem Wt € T,Vj € N,Vk € V;

VieH

SOXI(t) # R < 27 W € T €N YR €V,

VicH

> bd (f}) * route; (f}, (a,b)) < W{a,b),vt € T,Vj € N

VZEIF]'

route, (f1,(a,b)) < Oy{a,b),Vj € NVl € F;

V(a,b) € E,
O a5 (t) < Oa(t)
O a)(t) < On(t)

O (t) = O (?)

n;ort<t) = Z Ot<a7 S>7V5 €S

V((s,a)V{a,s))EE

src l
Z routey (fl-, <i,3>) <X (1) (t),Vte T,V e N,Vi€ H,Vs € S

i 7

VIEF,

VIEF;

Z routey (fjl, (s, 1)) — Z routey (f]l (i,s)),Vt € T,Vj € N,Vs € S

VieH VieH
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Z route; ( jl-, <a,s)) = routey ( Jl», (s,a)) Vt e T,Vj e N Vs € S,Va € (SUK)

VIEF;

(3.16)

Equations 3.5 and 3.6 are the assignment constraints of server. Equation 3.5 ensures that
each VM is allocated to only one server. Equation 3.6 makes sure that each VM is allocated
only to an active server. Equations 3.7, 3.8, 3.9, and 3.10 are the capacity constraints of
server and link respectively. Equations in 3.12 are the link constraints, where a link would
be active only when both the end point of the link are active and maintains the bidirectional
property of the link. Equation 3.13 is used to calculate the number of active ports of a
switch. Equations 3.11, 3.14, 3.15, and 3.16 are the constraints related to flows. Equation
3.11 ensures that flow goes through only on active switch. Equation 3.14 guarantee that the
flow starts from a server s only if the source (V' M) is placed on the server s. If the source
and destination VM’s of a flow are placed on to the same server then the flow should not
go through any switch and that is achieved by the Equation 3.15. Equation 3.16 maintains

the flow conservation property for a switch.

3.2.3 Explanation with an Example

The energy aware VM Placement and routing problem can be explained with an example.
Consider two tenants, where the application of the first requires 4 virtual machines namely
VMI11, VM12, VM13, and V M14 and the application of the second tenant requires 5
virtual machines namely V M21, VM22, VM23, VM24, and V M25. The capacity re-
quirements and the communication patterns of the virtual machines of both the tenants are
given as for the Figure.3.1. The data center network along with capacities of the physical
machines and the physical links are given by a generic graph as in Figure.3.2 without ad-
hering to any particular data center network topology. Suppose these virtual machines are
placed on the physical machines as given in the Figure.3.3. As it can be observed from
the diagram this placement causes significant load on the switches and links as some of the

communicating virtual machines are placed on different physical machines that are located
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far apart. Due to the placement A, the physcial machines that need to be kept active are
PM1, PM2, PM4 and PM5 and the switches that need to kept on are S2, S3, S4, S5, S6, S7
if the communication flows are routed as per the given Figure.3.3. A better placement of
the virtual machines than the placement A is given by the Figure.3.4. It is resulting in less
load on the network elements. The physcial machines that need to be kept active because
of the placement B are PM1, PM2, and PM3 and the switches that need to be kept on are
S3, S6, and S7 if the communication flows are routed as per the given Figure.3.4. So as the
number of physical machines and switches that need to be active because of the placement
B are less, it is more energy efficient.

Once the placement of the virtual machines is done, the communication flows need to
be routed through minimal number of links and switches. So for the placement B, two
flows from PM1 to PM2 need to routed through minimal number of links and switches.
The possible paths for two flows (VM14, VM12) and (VM14, VM13) are PM1, S3, PM2,
PM1, S3, S6, S7, PM2, PM1, S2, S6, S7, PM2,PM1, S2, S6, S3, PM2. In Figure.3.4, the
paths selected for the two flows are PM1, S3, PM2 and PM1, S3, S6, S7, PM2 respectively

resulting in minimum number of switches and links saving energy of the network elements.

50 40
VMI11 VM21
YN
20
55 VM12 VMI13 )40 55| VM22 |———— VM23 | 60
PN ER R
VM14 VM24 VM25
30 30 45
(a) Tenant 1 (b) Tenant 2

Figure 3.1: EVMSR Example 1: Communication Graphs of Virtual Machines
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100 150

200
120
PM4
100 Physical Machine
O Switch
Figure 3.2: EVMSR Example 1: Data Center Network
VMI1 100 15 15 150 VMI13
7

VM24 | PM1 ::::():::@:::::::69:::::: PM2 | VM21
\ \ < VM22

ST

on

S

200 | PM3 X

=)
""""" JPM5 | 120
- VMI12, VM23

VMI14 | PM4 ’

VM25 100 Physical Machine
O Switch

Figure 3.3: EVMSR Example 1: VM Placement A
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VM14 100 150 VMI11
CT02 /N 20 60
VM21 | PM1 [F====== S3 PM2 | VM12

120

PM4
100

Physical Machine

O Switch

Figure 3.4: EVMSR Example 1: VM Placement B

3.3 Energy Efficient VM Scheduling and Routing (EVMSR)

The solution to the problem is divided into two stages. The first stage is finding an optimal
schedule of virtual machines belonging to different tenants. Once the virtual machines are
placed optimally, the communication flows belonging to different tenants need to be routed
through the links in such a way, that reduces the total power consumption of the network

switches. This is termed as the second stage.

3.3.1 Communication Aware VM Scheduling

The first stage of the problem is finding an optimal placement of the virtual machines
onto the physical machines, which minimises the power consumption of the servers while
considering the communication among the virtual machines in placement decisions. This
subproblem of JOSNE can be proved to be NP-Complete by reducing it to bin-packing
problem [83]. So as a solution to the subproblem, an ant colony based meta-heuristic
static algorithm is proposed here. In Ant Colony Optimization (ACO), a set of artificial

ants construct the solution to a given optimisation problem by searching the solution space
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intelligently with effective communication among themselves regarding better solutions
using pheromone values [84]. In ACO, each ant finds a solution by adding sub-components
of it iteratively to the partial solution. The sub-component is selected probabilistically, and
its probability depends on two things. One, the attractiveness of the sub-component, which
is computed based on a heuristic indicating its prior desirability and second, trail value of
the sub-component, that gives the historical value of the sub-component. The trail values,
also called as pheromone values are updated with the best solution after the completion of
the solution. A detailed explanation regarding the heuristic, pheromone values and solution

construction by an ant is given below.

3.3.1.1 Heuristic

To find an optimal placement of virtual machines on to the physical machines, a heuristic
called affinity is proposed. The heuristic is defined differently for physical machine, rack

and cluster. For a physical machine /H; and a virtual machine set V it is defined as

Affinity(V,H,)= Y Affinity (kH) (3.17)
vkeV
where
Affinity(k, Hy) = > (v, k) (3.18)
Voex? (t)=1

It gives the total amount of load that could be removed from the switches if the VM k
is placed on the server H;, with some virtual machines are already allocated to it.

Similarly, affinity of a rack r for a virtual machine set V is defined as

Affinity (V,r)= Y Affinity(V, H,) (3.19)
VH;cH,

It gives the benefit in terms of the load that would be removed from the network com-
ponents outside the rack, if a virtual machine is to be allocated to some machine belonging

to the rack. More the affinity value, more the benefit we get if we place the VM on any
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machine in rack r. Affinity of a cluster is given by

Affinity (V,c)= Y Affinity(V,r) (3.20)

VreRe
It gives the affinity of the virtual machine set to a cluster. Like in the case of rack, here also
if affinity value is more , more benefit we would get if we place the virtual machines on

any machine in cluster c.

3.3.1.2 Pheromone Values

Pheromone values give the historical information accumulated by the solutions constructed
till now. These values direct the search towards the best solutions. Here, the pheromone
trail is left between two virtual machines. It gives the historical preference of two virtual
machines to get allocated together onto a physical machine. For any virtual machines v,

and vy it is indicated by 7 [v1, v2] and is given as below.

w;|vy, ve| ,if v and vy gets packed in U
7 [v1,vs] = ilos, vl ARG 2 8P (3.21)
0 , otherwise;

The pheromone values between a virtual machine and a server are calculated using the
pheromone values between the virtual machines. For a virtual machine v and physical
machine H,, it is given as

ZWGV}% 7 [v,0] ,if Vg, is not empty

- [v, Hy = (3.22)

0 , otherwise;

3.3.1.3 Construction of the Solution by an ant

In ant colony optimization, each artificial ant iteratively constructs a solution. One iteration
of an ant in the proposed algorithm can be explained as follows. Initially, the mode of all
the physical machines is kept to be inactive. The pheromone values and heuristic values
are initialized to zero. The total time is divided into small epochs. At each time step, the

ant calculates the VM’s that are ready based on their start time. It adds them to a set called
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RVMSET. It contains all the virtual machines that are ready to get scheduled at this point.
Then it calculates the affinities for cluster, rack and the physical machine. Based on these

values, it selects a cluster ¢ probabilistically as per the equation given below.

B Affinity (RVMSET,c)
Y veecAffinity (RVMSET,é)

P(c) (3.23)

Once a cluster c is selected, then out of all the racks of cluser ¢, a rack r is selected proba-

bilistically as per the equation below.

Affinity (RVMSET,r)

P(r) =
) Svien) AEfinity (RVMSET,¢)

(3.24)

After the rack is selected, then a physical machine /), is selected probabilistically from

all the physical machines that are in the rack by the equation

Affinity (RVMSET, Hy)

P(H,) =
(H) >, cp AEEinity (RVMSET, Hy)

(3.25)

Once a physical machine is selected, it’s mode is changed to active mode. Then for this
physical machine, feasible virtual machines out of the RVMSET are calculated based on
the physical machine capacity and are added to the feasible set A. From the virtual ma-
chines belonging to the feasible set, one VM v is selected probabilistically by the following

equation.

T(Uva)alnvapﬁl

D Tl Hy) ™ M, Hy) ™
YueA

P(v) = (3.26)
where 7, g,) = Size of v+Affinity (H; V) is the heuristic and 7(, ) is the
pheromone value between the virtual machine v and the physical machine H,.

The selected virtual machine v is placed on to the physical machine . The ant repeats
this process over all the time epochs, and it constructs the solution. Then that solution is
evaluated regarding the energy saved as per the first term of the objective function given in
eq.5, and if it is the best solution among all the ants in the current iteration, then it is saved
as the best local solution. Then the fitness value of the solution is compared with the best

solution found till now, and if it has better fitness value, then the current solution is saved
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as the best solution found after all iterations.

3.3.1.4 Pheromone Update

After each iteration, the pheromone values are updated using the local best solution, and
after every 5 iterations, the pheromone values are updated using the global best. This is

done for exploitation and exploration of the solution space intelligently by the ants.

Algorithm 3.1 Communication Aware Energy Efficient VM Scheduling
1: Input: G(SUH, E),V, F, ants,ay,51,m, T
2: Output: U;
3: while Stopping Criterion is not met do
4: G_best = ¢, L_best = ¢;

5 for a = 1 to ants do
6 t =0,R = ¢; >Ris the set of virtual machines that are ready to be scheduled
7: fort =0toT do
8 if £ == 0 then
9: OH;) =0Vi e H;
10: end if
11: for j =1tondo
12: for k =1to ||V,| do
13: if stime(V M;;,) ==t then
14: R=RUVMj;
15: end if
16: end for
17: end for
18: while R # ¢ do
19: Pick a cluster ¢ from the available clusters with probability P(c);
20: Pick a rack r € R, with probability P(r);
21: Pick a physical machine H,, € H, with probability P(H,);
22: O(H,) =1,
23: A= FEASIBLE — SET(S,R,G,p); > Finds feasible set of VMs
according to dependency graphs and remaining capacity of PM P
24: Pick a virtual machine v from the feasible VM set A with probability
P(v);
25: Add an element (v, H,,t) to U;
26: RCy(H,) = RCy(H,) — Req(v);
27: R=R —uw;
28: end while
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29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:

t=1t+1;
V(v, Hp,t') in U;
if (Ttime(v) +t') ==t then
RC,(H,) = RC,(H,) + Req(v)

end if
end for
Calculate F'(U) based on the first term of Eq.3.4;
if /(U) < F(L_best) then

L_best = U,;

end if

if F(U) < F(G_best) then
G best = U,

end if

pheromone update (Gyest, Lyest, V);

end for

44: end while

Algorithm 3.2 Pheromone Update

1: Input: Gyest, Lyest, V
2: for V; = 1to |V| do

3: for Vo, € V-V, do
4: if (v1, v2)get packed in G_best then
5: my = 1;
6: else
7 my = 0;
8: end if
9: if (v, v)get packed in L_best then
10: me = 1;
11: else
12: me = 0;
13: end if
14: if noofiterations%5 == 0 then
15: 7li, 7] = (v * 7[i, 7]) + (1 = 7)) (mq = F(G_best));
16: else
17: Tli, j] = (v * 7, j]) + (me * F(L_best))
18: end if
19: end for
20: end for
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Figure 3.5: Flow Chart for Algorithm: Communication Aware Energy Efficient VM

Scheduling
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Figure 3.6: Flow Chart: Solution Construction by an ant
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3.3.2 Energy Efficient VM Communication routing

The second phase of the solution deals with optimizing the energy consumption of network
elements for a given VM placement. After placing the virtual machines on to the physical
machines optimally with respect to energy consumption of the server elements in the first
phase, the communication or data flows among the virtual machines need to be scheduled
on to the switches, in a way that minimises the number of the active ports and switches.
The inactive ports and switches are turned off to save energy.

The set of flows belonging to a tenant /V; is given by [F;. These set of flows are derived
from the communication graph C; (XA’, IFE) of each tenant j. Let the set F= Lnj [F; contain
the flows of all the tenants where a flow f, of F' is represented with a tripletj;(sr, d,,b.).
Here s, is the source of the flow, d,. is the destination of the flow and b, is the required
bandwidth of the flow. A data center graph G (H U S, E) is given, where the set H contains
the servers which are the sources and destinations of flows and set S represents the inter-
mediate switches in the paths between sources and destinations. The weight on any edge
gives the bandwidth capacity of the link that the edge is representing. Now, the aim is to
find out an optimal routing of the flows in such a way that the total no of active ports and
the switches are minimised.

NP-Completeness of this subproblem can be proven by reducing Multi-Commodity
flow problem to this problem [85]. Hence, we have proposed a meta-heuristic algorithm
based on ant colony optimisation.

The total number of ants considered here is equal to number of flows. An ant constructs
a path iteratively for the flow assigned to it. It selects a node probabilistically as the next
node the flow goes through and adds that node to the partially constructed path.

The basic definitions of the variables used in the algorithm are as follows. Let P/ is
the constructed path of a flow f, by an ant r. [P is set of the paths for all the flows computed
by the ants in an iteration of the algorithm. P, is the set of paths for all the flows in
the best solution found till now. D is a weighted matrix indicating the residual capacity
of each link in the data center graph. It is initialized to the capacities of the data center of

the graph at the start of each iteration of the algorithm. ¢y indicate the number of iterations
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without improvement in the solution fitness value while running the algorithm and i, is
the maximum number of iterations allowed without any improvement in the solution fitness
value.

A detailed description of heuristic, pheromone trails and construction of the solution by

an ant is given in the following sections.

3.3.2.1 Heuristic

The heuristic information 7(i*, j*) is associated with each link (i*, j*) of the data center
network. It indicates the attractiveness of selecting a node j* as the next node to visit after
visiting a node i*. Node j* is the neighboring node belongs to N (P/"). If i* is the last
node of the partially constructed path P/~ for the flow f., then we define two sets, N; =
{i|(5*, j*) € G & j* ¢ p/r} and Ny = {i|(i*, j*) € G & j* € p/r}

N,, Otherwise

Here, the ant picks the node among all the nodes that are yet to be visited and if there
are so such nodes, then we allow it go back to an already visited node. Then the heuristic

for each edge (i*, j*) it is defined as

a B
Mivjr = (Mjeje) " (Mieje)” (3.28)
where 7;... is given as
9 no of active ports in S;-
Mixje = Zport : (329)
j*
and 7. . is given as 1

2 _ L 3.30
T D) o

The heuristic n;«;« depends on two factors. One, the utilization of the switch given by
nk ;- and second, the residual capacity of the link (i*, j*) given by na j+- The importance of

each factor depends on the parameter values a, and [3s.
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3.3.2.2 Pheromone Values

For each flow, an independent pheromone value indicated by 7, is maintained. It is defined
as 7y, = {Tij+5,|(i*, j*) € G}. Tij+4, indicates the learned desirability of an ant to move

from node ¢* to node j* in the construction of the path for the flow.

3.3.2.3 Pheromone Update

The pheromone updates are done by only the best solution out of all the solutions con-

structed by ants in one iteration in the following way.

Ti*j*fr =7 * Ti*j*fr —+ (]_ — ’7) * ‘;[J(Z*,j*, be(;st) >k Ti*j*fr (331)

1, ifedge (2%, j%) € Ppes
U(i*, j*, Plest) = ge (1,77) € Prea (3.32)
0, Otherwise

3.3.2.4 Construction of a Solution

Each ant iteratively construct a path for the flow that is assigned to it. P/ is the partial path
calculated by the ant for the flow f,. Taking the source node of the flow as the first node,
it iteratively selects a node probabilistically till the destination node of the flow is reached.

The following equation gives the probability of ant going from node * to node j*.

e )22 (1 ) B2
Z(Tz J(ﬁ) (7;;;() )ﬁQ’ifj* e N(P)
fr _ Ti* 5% fr N+ j*
Pi*j* = JreN(Pin) J J (3.33)
0 Otherwise

An ant constructs a path for the flow assigned to it by picking one node after another
probabilistically. Likewise, all the ants construct a path for the flows assigned to them.
A set P represents all the paths constructed by the ants till now. Then, it is evaluated
using the energy function of the network elements given by the second term of the equation
3.4. If the energy consumed by this solution is less than the energy consumed by the

best solution found in previous iterations, then the current solution is updated as the best
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solution. Otherwise, 7 indicating the number of iterations that didn’t see any change is
updated. If it crosses a predefined value 7, then, the pheromone values are reset to some
predetermined values. If not, the pheromone values are updated using the best solution.
This process is continued until the stopping criterion is met, which usually is the no of
iterations without change. Once the stopping criterion is met, the algorithm is terminated,

and the output is returned.

Algorithm 3.3 Energy efficient VM Communication Routing
Output: Py.,; and F'(Pyest)

1: The problem instance is taken as the input.
2: Initialization
3: Set parameters
4. while Termination criteria is not met do
5: P« 0
6: Initialize_Network _Capacity(D,G)
7: for r = 1to |F| do
8: Plr = {s,}
9: 1" ¢ s fr
10: while i* # d;, do
11: Choose the next node j* from N(P/") to i* according to Eq.3.33
12: Plr < pPlryg*
13: 17— 7"
14: end while
15: Update_Capacity(D,P/r)
16: P+« PuU P/
17: end for
18: Calculate F'(P) based on second term of the objective function in Eq.3.4
19: if F'(Ppest) > F'(P) then
20: Brest +— P,ig =0
21: else
22: io = io + 1
23: end if
24: if ig > 1,0 then
25: Reset_Pheromone_Trails(7,a)
26: else
27: Pheromone_Trails_Update(7,Ppcs:)
28: end if
29: end while
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Figure 3.7: Flow Chart for Algorithm: Energy Efficient VM communication Routing
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3.4 Performance Evaluation

This section presents a detailed discussion of the results of the experiments carried out to
test the proposed solution. The solution is implemented on a system with intel core i7-
4790U with four cores and 8GB RAM. Java is used to implement the algorithms proposed
in the solution. The efficiency of the solution is tested for three data centers of differ-
ent sizes. The results of the above experiments are compared with two standard heuristic
algorithms for VM scheduling, first fit and round robin.

A round robin is a naive approach that picks virtual machines one by one and allocates
to the physical machines in a round robin manner. First Fit heuristic approach sorts the
VMs in descending order, and in that order, each VM is allocated to a PM that can accom-
modate it first. Once the VM schedule is found based on these two approaches, for routing
the data of the VM'’s that are located in any two active physical machines, the shortest path
is considered as the routing path. So the remaining switches which don’t route any commu-
nication data of the virtual machines are turned off to save the energy. The first fit approach
performs well when compared with other deterministic algorithms. Hence it is taken as a
representative algorithm for deterministic algorithms.

The virtual machines considered here are of four types, where the requirements of each
type of virtual machines are as shown in the Table 3.2. The physical machines are as-
sumed to be heterogeneous. They are classified into four types of physical machines, and
the capacities of each type of physical machine are given in the Table 3.3. The power
consumption values of a server for each type of physical machine are given in the Table
3.4. The peak power consumption of a commodity switch is taken as 40 watts, which is a
standard value for a typical commodity switch. Here, three data centers of different sizes
are taken to test the proposed solution. Each data center contains a different number of
clusters, comprising of a different number of physical machines arranged in racks.

For all the three data centers considered here, the proposed solution is tested for three
different standard data center network architectures namely 3-tier, B-Cube and Hyper-tree.
These results are compared with the first fit and the round-robin values for the same.

A 3-Tier tree data center network consists of three layers namely, edge, aggregation and
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Table 3.2: EVMSR: VM Types

VM type MIPS Memory Disk Net Degree

VMI 100 500 50000 10 5

VM2 200 1000 100000 20 10
VM3 300 2000 200000 30 20
VM4 400 4000 400000 40 40

Table 3.3: EVMSR: Physical Server Capacities

PM type MIPS Memory Disk Net  Degree

PM1 1000 4096 102400 20 8

PM2 2000 8768 204800 40 16
PM3 4000 32768 512000 100 32
PM4 8000 131072 1024000 1000 64

core [14]. The network can be divided into k£ pods. Each pod in a k-ary fat-tree consists of
%2 severs and two layers of g k port switches. Each edge switch is connected to g servers
and g aggregate switches. Each aggregate switch connects to g edge and g core switches.

k2
2

k ary fat-tree contains - core switches, where each core switch connects to & pods.

B-Cube, is a recursively constructed data center network architecture [15] . A Bcubey,
is constructed from Bcubey,_; and n*, n port switches. Each server in a B-Cube has K + 1
ports, which are numbered from level 0 to level-k. A Bcubey, has nkF+1 servers and k + 1
level of switches, with each level having n*, n-port switches.

Hyper-tree contain n nodes and one n-port switch in the first layer of it [16]. From the
second layer, a k layer hyper-tree consists of n?(k — 1)-layer Hyper-treess.

We evaluate the proposed solution by varying the number of applications that are
needed to deploy in the cloud. The number of applications is ranged from 10 to 400.
Each application contains a different number of tasks. For each application, the number
of tasks it contains is generated randomly and its dependency graph is generated randomly
accordingly. The execution time of each task is picked randomly between two predeter-
mined values, and the type of the virtual machine that it requires is randomly picked from
the different types of virtual machines as mentioned above. The assumption here is one
to one correspondence between a task and a virtual machine, i.e., each task is managed

by only one virtual machine and vice-versa. The maximum number of virtual machines

that require to service an application at any time depends on the maximum concurrency
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Table 3.4: EVMSR: Physical Server Power Consumption(in Watts)

PM type Max Power Consumption

PM1 58
PM2 79
PM3 101
PM4 152

in the dependency graph of the application. The communication graph of an application
indicates the potential communication pattern among the virtual machines, which we as-
sume could be known in advance. Here the key assumption is, the communication happens
only among the virtual machines of an application that are concurrently running. So based
on the earlier generated dependency graphs, the communication graphs are generated ran-
domly and the edge weight, indicating the size of the data that is being exchanged during
the communication is assigned some random value between 1 Mb to 100 Mb for each edge.

The plots in Figures 3.8, 3.9 and 3.10, depict the effectiveness of the proposed solution
in saving energy when compared with the other two approaches, first fit and round robin. It
can be observed that the proposed solution saves the energy significantly when compared
with the first fit and the round robin for all the three standard data center networks con-
sidered here. For smaller workloads, the first fit heuristic performs better and as the load
increases performance of the proposed solution improves and consume much less energy
than the First fit. The round-robin algorithm works poorly for all the sizes of the workloads
when compared with both the proposed solution and the first fit. The algorithms for both
the phases have been tested by varying the parameters. The optimal values of the param-
eters for the algorithm in the first phase are ay, (31, 71 are 0.5, 0.4 and 0.6 respectively,
whereas for the second phase the parameter values are 0.3, 0.4 and 0.4 respectively. The
value of ng for the algorithm in the second phase is set at 4. The algorithm for the first
phase converges at around 25 iterations and the algorithm for the second phase converges
at around 20 iterations, even when the workload on the data centers is very high.

The proposed solution is achieving significant power savings over other approaches
because the first phase of the proposed solution uses a parameter called affinity, which
gives the expected amount of data center traffic that would be removed from the data cen-

ter network if two virtual machines are placed together, in placement decisions to reduce
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the energy consumption of networking elements. In first-fit and round robin solutions no
such parameter is used ,so two communicating virtual machines can be placed on different
physical machines that are far apart in the data center, resulting in high network energy.
Moreover, the proposed solution consolidates the communication flows of the virtual ma-
chines onto a few number of networking elements, hence reducing the energy consumed
by the networking elements furthermore. In first-fit and round robin solutions, for each
flow shortest path is selected, so the communications flows of the virtual machines are con-
solidated on to higher number of networking elements when compared with the proposed

method.

3.5 Summary

In this chapter, communication aware energy efficient VM scheduling and routing problem
in cloud data center is addressed. To save energy, the proposed two-phase solution first
consolidates the virtual machines on to few servers while placing communicating virtual
machines in close proximity. Then it consolidates the communication flows of virtual ma-
chines on to few switches and links. The solution is tested for three different standard data
center network architectures of three different sizes. On average, the proposed solution im-
proves the energy savings by 15% and 20% when compared with first-fit and round-robin
solutions respectively. The proposed solution is more effective for data centers of large
sizes and it is scalable as the percentage of energy savings are similar even when the load

on the data center is high
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Chapter 4

On line VM Placement using Spectral
Graph Partitioning

In this chapter the online version of the joint host-network energy efficient VM placement
problem in cloud computing is addressed. The users of deadline-insensitive applications
requests virtual machines on the go. These applications are usually multi-tier applications
and they consist of many independent sub tasks. Each of these sub tasks need to be serviced
by one or more virtual machines. These virtual machines exchange data and communicate
during the execution of the application. If the communicating virtual machines are placed
far in the data center network, then the energy consumed by the networking elements would
increase. In this version of the problem, tenant requests a set of virtual machines on the go
by describing the communication patterns of the virtual machines with a graph. The cloud
provider has to optimally place these newly provisioned virtual machines on the physical
machines. Here the idea is to use graph partitioning on the communication graph of the
virtual machines requested by the tenant to identify groups of virtual machines with least
inter and high intra-communications and place the groups optimally on to the physical
machines.

Contributions of this chapter are as follows

e We model the problem of online version of Joint Host-Network Energy Minimized

VM placement problem as an mixed integer programming problem.
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e As solutions, we propose two greedy algorithms called best-fit-spectral and least-
increase-in-energy-spectral as a solution to the problem. The proposed algorithms
apply spectral graph partitioning to identify the groups of virtual machines with high

intra-communication and less inter-communication.

e The proposed solutions are tested against first-fit-decreasing heuristic for three stan-
dard data center networks namely 3-tier, B-cube, and hyper-tree of three varying

sizes.

The remainder of the chapter is organized as follows. In section 4.1, the system model
and the problem formulation are presented. The section 4.3.1 contains preliminaries related
to spectral graph partitioning and the detailed description of the two algorithms which are
presented as solutions to the problem. In the section 4.4, simulation results are presented

and in section 4.5, chapter is summarized.

4.1 System Model

In this section, the system model is presented in detail. The mathematical formulation of

the problem using mixed integer programming is also presented.

4.1.1 Data Center Model

The data center model considered here is same as the one in section 3.1.1

4.1.2 Request Model

A virtual machine request is represented with R(V,C'), where V is the set of virtual ma-
chines requested and C'(V, E) is the communication graph that depicts the communication
patterns of the virtual machines. The requirements of a virtual machine v € V is given by
R¢o™, R*™ and R3t°*29¢ in terms of computation, memory and storage respectively. The

weight C'(a, b) on the edge (a, b) gives the required bandwidth for VMs & and b.
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4.1.3 Energy Models

The energy models considered here is same as the one in section 3.1.3

4.2 Problem Formulation

Problem statement: A tenant requests a set of virtual machines V' to a data center whose
network is depicted as a graph G(HU S, E). The communication patterns of the vms of the
tenant is represented with C <\7, E) . Now the objective is to find out an efficient placement
of the virtual machines of the tenant on to the physical machines such that the total energy
consumed by the physical machines and switches is minimized.

Let X¥(¢) is a binary variable specifying whether k' vm of the request, is placed on
server H; at time ¢ or not. Let O;(t) specifies whether the server H; is on or off at time
t. Similarly the boolean variables O,(t) and O, (t) denote whether the switch S, and
link (a,b) is switched on or off at time ¢ respectively. Let route, (f*, (a,b)) is a binary
variable depicting whether the communication f! goes through the link (a, b) at time ¢ or

not. Then the problem can be modelled as

min > (Z Pi(t) x Oi(t) + > Py(t) x Os(t)) (4.1)

vteT \VieH VseS
4.2.1 Constraints

4.2.1.1 Assignment Constraints

d XHt)y=1, VteTVkeV 4.2)
VieH
D XI(t) < 04(t),Vt € T,Vk €V (4.3)
VieH

4.2.1.2 Capacity Constraints

D OXE(t) xR < ZP"P Ve TVE €V (4.4)

VicH
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> OXE(t) xRy < Zm Ve T,VE €V

VieH

Z Xf (t) % thorage S thorage’Vt c T,Vk’ c V

VicH

> bd (') «route; (f', (a,b)) < W{a,b),Vt €T
vieF

route; (f]l-, (a, b}) < Oyla,b),Vl € F

4.2.1.3 Link Constraints
v (a,b) € E,
Otap(t) < Oal?)
Oap) () < Ou(2)

O(a,b) (t) = O(a,b) (t)

nfmrt(ﬂ = Z Ot<a7 S>7V5 €S

V((s,a)V{a,s))EE

4.2.2 Flow constraints

Z route; (f', (i, s)) < X

VieF

VteT,Vs €S
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Z route; (fl, (a, s>) = route; (fl, (s, a)) WVt e T,Vs €8,
VIEF (4.13)

Va € (SUK)

The energy efficient VM placement problem in cloud data center is NP-complete as
it can be reduced from a known NP-Complete problem called bin packing problem with

different bin sizes.

4.3 Joint Host and Network Energy Efficient VM Place-
ment Using Spectral Graph Partitioning

In this section, we present the vm placement algorithm that reduces the energy consumed
by both server and network elements. It uses spectral graph partitioning to identify groups

of virtual machines with high intra communication.

4.3.1 Spectral Graph Partitioning

Spectral graph theory is the study of the graph combinatorial properties by the eigen values
and the eigen vectors of matrices representing the graph [86][87][88][89]. The graph is
represented as a 3-tuple (V, E, w) where V, [E, and w are vertex set, edge set and weight
function defined on edge set respectively. For a communication graph of a tenant k, the
vertices are the virtual machines servicing the application, edge represents a communica-
tion between two virtual machines, and the weight on edge gives the amount of data gets
exchanged as part of the communication. If every node is reachable from any other node
then the graph is said to be connected. The adjacency martix of a graph is defined as:
w(i,j), if(i,j) € E

_ 4.14)
0, Otherwise

]

m

The degree of a vertex i is defined as d; = »_’_,[A];;. Then the graph Laplacian is
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defined as:
L = diag(dy,ds, ... ,d,) — A (4.15)

When a graph is partitioned into two sets, the weight of the cut is given by

cut(Vi,Va) = Y w(u,v) (4.16)

ueVy,veVy
However, partitioning the graph by above cut can results in partitions with isolated
vertices which is not desirable for our problem. A better way to partition the graph is by

minimizing the following normalized cut [90] defined as:

cut(V1, V) cut(Vy, V4)
assoc(V1,V)  assoc(Va, V)

neut(Vy, Vi) = (4.17)

where assoc(V;, V') is the sum of weights between the nodes in V; to to all the nodes in V.
Minimization of this normalized cut is equivalent to find y that minimizes the following

equation:

y' (D —W)y

4.18
/Dy (4.18)

where y = {0,1}" is binary indicator vector indicating the partition of the each node.
Observe that if the binary condition on y is relaxed and allowed it to take real values,

solving equation.4.18 is equivalent to:
(D—W)y =Dy (4.19)

Here (D — W) is graph Laplacian and by applying z = D'/?y it can be re-written as

(S

D 2(D—W)D 2z = Az (4.20)

Hence, the problem of minimizing the normalized cut is equivalent to solving the gen-
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eral eigenvalue system for normalized graph Laplacian.

L=D2D-W)D 2 4.21)

The normalized graph Laplacian is a symmetric matrix and semi-definite matrix. We are
interested in analysing the eigenvalues and eigenvectors of the Laplacian matrix to find the
partitions that gives the optimal normalized cut. If the communication graph is connected,
then £ has 0 as it’s eigenvalue and all the other eigen values are above zero. The eigenvalues
are arranged in the following way, \; = 0 < A\ < --- < \,,,. The eigenvector belonging to
the second largest eigenvalue )\, is called as fidel vector. This vector is used in identifying
the optimal partition in the following way. For a connected graph, partitioning of vertex set

V into two sets V; and V5 is given by

i €EVIIf[Va]; >0, i€Vy if[Va]i<0 (4.22)

In this section, two heuristic algorithms are proposed as solution to the problem of Joint
Host and network energy efficient VM placement in cloud data center. The spectral graph

partitioning presented in the above section is used in the construction of the solution.

4.3.2 Best Fit with Spectral Graph Partitioning

The key idea here is to place all the group of communicating virtual machines on a physical
machine in the best fit way. If there is no physical machine that has the capacity to all the
virtual machines, then partition the virtual machine set into two sub-groups with minimal
intra communication between the groups and repeat the process on the sub-groups till all
the virtual machines are allocated to a machine. The proposed algorithm 4.1, takes com-
munication graph of the virtual machines along with their requirements and the capacities
of the hosts in H are taken as input. Initially, the physical machines in /H are sorted in
non-ascending order of their capacities as Hy, Hs,..H,,. i,e; cap(H,) > cap(Hy) > -+ >
cap(H,,). Then it checks whether the capacity of the first physical machine in the sorted
order can able to satisfy the requirements of all the virtual machines of the graph. If yes,

place all the virtual machines on to that physical machine and return S the set containing the
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placement solution. Otherwise, partition the communication graph G into two graphs with
minimal normalized cut between the two graphs using spectral graph partitioning. Then
apply the same algorithm recursively on these two sub-graphs till all the virtual machines

are placed on the hosts.

Algorithm 4.1 Best-Fit-with-Spectral-Graph-Partitioning(G, H)
Output: S > VM Placement
1: Sort the physical machines in ' in non-ascending order of their capacities. Let us

assume they are indicated as Hq, H»,..H,;
flag=0, Index-LastMachine-with-Capacity=0;
for H;, € H do

if > cqreq(Vi) < cap(Hy) then

flag=1;
Index-LastMachine-with-Capacity= k;

end if
end for
Assign all virtual machines in G to physical machine Hingex-LastMachine-with-Capacity
for V; € G do

Add (‘/z; H, Index-LastMachine-With-Capacity) to S >
: end for
. if flag = 0 then

Partition the VM communication graph G into two graphs G; and GG using spectral
graph partitioning;
15: S1= Best-Fit-with Spectral-Graph-Partitioning(G1, H);
16: Update capacities of the hosts in H based on the placement in Sy
17: Sy= Best-Fit-with Spectral-Graph-Partitioning(G5, H);
18: S=5U 52;
19: end if
20: return .S;

R N o

—_— = = e
S

4.3.3 Least Energy Increase with Spectral Graph Partitioning

The idea here is to place the all the virtual machines of the graph onto the physical machine
that gives least increase in energy because of this placement. If there is no physical machine
that could host all the virtual machines together, partition the virtual machines set into two
groups with least intra-communication between the groups and apply the same process
again on these sub-groups. In the given algorithm 4.2, for all the physical machines that

have the capacity to hold all the virtual machines, the energy required to host all the virtual
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machines is estimated. The power estimation include the expected energy expenditure of
the physical machine for hosting these set of virtual machines and also expected energy
consumed by the network elements due to the communication of the current set of virtual
machines with the virtual machines already placed. Based on those estimations, the set
of virtual machines is placed on the machine which causes least increase in energy. If
there is no physical machine with the capacity to host all the virtual machines, then the
communication graph of the virtual machines is partitioned into two graphs G; and G5
using spectral graph partitioning that gives the least normalized cut and algorithm is called

recursively on these sub-graphs.

Algorithm 4.2 Least-Energy-Increase-with-Spectral-Graph-Partitioning(G, H)
Output: S > VM Placement

1: minPower=Max;

2: minPowerIndex=-1, flag=0;

3: for H;, € H do

4 if > coreq(Vi) < cap(H,) then

5: flag=1

6 power=estimatePower( G, Hy,)

7 if power < minPower then

8 minPower=power

9: minPowerIndex=Fk

10: end if

11: end if

12: end for

13: Assign all virtual machines in G to physical machine H,,.;, powerIndes

14: for V; € G do

15: Add (‘/z; HminPowerlndem) to S

16: end for

17: if flag = 0 then

18: Partition the VM communication graph G into two graphs G; and G5 using spectral
graph partitioning;

19: S1= Least-Energy-Increase-with-Spectral-Graph-Partitioning(G4, H);

20: Update capacities of the hosts in H based on the placement in Sy

21: Sy= Least-Energy-Increase-with-Spectral-Graph-Partitioning(G5, H);

22: S=5U 52;

23: end if

24: return S|
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4.4 Performance Evaluation

In this section detailed analysis of the experimental results is presented. For evaluating the
proposed algorithms, we consider an IaaS cloud computing environment. As the system
aimed at is laaS cloud computing environment, it is desirable to evaluate it on a large
scale data center. However, it is very hard to get access to and repeat the experiments on
such large data centers. Hence simulation is selected as a method to evaluate the proposed
solution.

The simulations are conducted on a system with intel core 17-4790U with four cores
and 6GB RAM. The proposed algorithms are implemented in java using a custom built
discrete event simulator. To implement spectral graph partitioning of the graph, clustering
package of Statistical Machine Intelligence and Learning Engine(SMILE) [91] is used.

The proposed solutions are compared with first-fit-decreasing heuristic. It initially sorts
the virtual machines in non decreasing order of their requirement and places one by one in
the first-fit manner onto the physical machines till all the VMs are placed. This heuristic is
known to perform better than any other deterministic solutions present in the literature.

To validate the effectiveness of the proposed solutions, we consider three data centers
of varying sizes and configurations. They are given in the Table 4.1. The first data center
contains 90 physical machines in 4 racks of a single cluster. The second data center contain
240 physical machines organized into 8 racks and one cluster. These 240 physical machines
are connected by 14 switches. The third data center contains 2 clusters, where the first
cluster contain 480 machines arranged into 16 racks and the second cluster contains 160

physical machines arranged into 4 racks.

Table 4.1: Online Spectral: Data Centers of different sizes

Type Clusters racks PMs Switches

DC1 1 4 90 7
DC2 1 8 240 14
DC3 2 20(16,4) 640 35

For each data center, we consider three different data center networks namely 3-tier,

B-cube and Hyper-tree to evaluate how the proposed algorithm is performing for different
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data center networks.

3-tier is a hierarchical data center network architecture containing three layers called
edge, aggregate and core [14]. A n-ary fat tree consists of n pods where: each pod consists
of %2 servers and two layers of 7 n-port switches. Each edge switch is connected to 7
servers and I aggregate switches. Each aggregate switch is connected to 7 edge switches
and § core switches. Each of the "72 core switches connects to n pods.

B-cube is a server centric data center network architecture [15]. It has a recursive
structure. Basic module of this architecture is Bcubeg which is a connection of n servers
to switch containing n ports. Bcube; is constructed from n Bcubey and n n-port switches.
Similarly a Bcubey, is constructed from n Bcubey,_; and n* n-port switches.

Hyper-tree [16] contains several layers. The first layer contains n servers and one n port
switch. From the second layer, a k layer hyper-tree consists of n?(k — 1) layer hyper-cubes.

We have considered four types of virtual machines and their requirements are given by

the Table 4.2.

Table 4.2: Online Spectral: VM Types

Type MIPS RAM Disk Net

VM1 100 500 50000 10
VM2 200 1000 100000 20
VM3 300 2000 200000 30
VM4 400 4000 400000 40

We have have considered four different types of physical machines and their configura-

tions are as given in the Table 4.3.

Table 4.3: Online Spectral: PM Capacities

Type MIPS RAM  Disk Net  Degree

PMI1 1000 4096 102400 20 8

PM2 2000 8768 204800 40 16
PM3 4000 32768 512000 100 32
PM4 8000 131072 1024000 1000 64

The power consumption profiles of the physical machines are given by the Table 4.4.

The idle power is 0.5% of the max power.
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Table 4.4: Online Spectral: PM Power Consumption(in Watts)

PM type Max Power

PMI1 58
PM2 79
PM3 101
PM4 152

The proposed solution is evaluated for 10 applications, each containing a varying num-
ber of virtual machines. The communication graph of each application is generated ran-
domly with 0.3 probability that an edge exists between any two virtual machines. The
virtual machine execution times are generated by picking a random value between 60 and
120 with uniform probability. The data transfer between any two communicating virtual
machines is picked a value between 1MB to 50 MB with uniform probability. The requests
for a set of virtual machines comes on the fly and the the graphs are plotted as per the load
on the data center in terms of the number of virtual machines.

The graphs in Figure 4.1, Figure 4.2 and Figure 4.3 present the effectiveness of the
proposed solution against the first-fit heuristic. The proposed solutions are scalable as they
performing better as the number of virtual machines on the data center is increasing. The
percentage of energy savings by the proposed solutions on an average is maintained the
same for all the three data center configurations of varying sizes. Concerning data center
network architectures, both the proposed solutions are giving better energy savings for 3-
tier data center network architecture. The percentage of energy savings is the least for
hyper-cube data center network architecture. On an average, best-fit spectral is achieving
18 % of energy savings and least-increase-spectral 21 % of energy savings when compared
with the first-fit decreasing heuristic. Both the proposed greedy solutions use spectral graph
partitioning to identify the clusters of virtual machines with high intra VM communication
and low inter VM communication and each such identified cluster of VM’s is placed onto
a single machine, thereby reducing load on the networking elements and in turn reducing
the network energy. Whereas, the first fit approach consolidates virtual machines on to the
physical machines without considering the communication patterns of the virtual machines,

resulting in higher network energy.
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4.5 Summary

In this chapter, we addressed the online version of the problem of jointly optimizing the

energy consumed by server and networking elements by an efficient VM placement. The

problem is modelled as an integer programming problem. Two solutions, called best-fit-

spectral and least-increase-spectral are proposed to solve the problem. The first algorithm

recursively selects a set of virtual machines that has least inter and high intra communica-
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tion and place them in the best-fit way, where as the second algorithm places the groups
of communicating virtual machines in a way that gives least increase in energy. Spectral
graph partitioning is used to find the partitions of the virtual machines graph that has the
least inter communication between the two partitions. The proposed algorithms are tested
for three different data center network architectures of three varying sizes and compared
against standard VM placement algorithm called first fit heuristic. The proposed VM place-
ment algorithms have achieved energy savings by 18 % and 21 % on an average respec-
tively when compared with first-fit decreasing. The the proposed algorithms are scalable
as similar percentage of energy savings achieved even when the size of the data center is

increasing as the load on the data center is increasing.
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Chapter 5

Intermediate Node Selection for Energy

Efficient Scatter-Gather VM Migration

Live Migration [9] [10] [11] [12] is a process of migrating a virtual machine from one
physical machine to another physical machine in a cloud data center without disconnecting
the client or application. This is a key feature of a virtualized cloud data center as it allows
seamless movement of the virtual machines from one node to another. During live migra-
tion, memory and disk data of the virtual machine are transferred across the network from
the source host to the destination host.

In general, the performance metrics used for measuring the effectiveness of a virtual
machine migration are total migration time and downtime. Deshpande er al. [13] pro-
posed a new parameter - eviction time and developed a new VM migration mechanism
- Scatter-Gather VM migration to reduce the eviction time. Eviction time is defined as
the time taken to completely evict the state of one or more VMs being migrated from
the source host. The following situations demand quick eviction of a virtual machine
- Employ opportunistic power saving mechanisms by turning off excess server capacity
[92][93][94]1[95]1[96][97][98], quick hotspot elimination for performance guarantees [99],
evicting lower priority VMs immediately to accommodate other higher priority ones, per-
form emergency maintenance, or for handling impending failures. During normal migra-
tion, the source host resources occupied by the migrated VM are coupled with the desti-

nation host for the entire duration of the migration. Eviction time normally is equal to the
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total migration time. In certain situations like — destination under intense resource pressure,
high congestion in the network, or destinations receiving from multiple resources, destina-
tion host might receive pages slower than they are evicted. In such a situation, the eviction
time increases. In the Scatter-Gather Migration, VM migration is done through some in-
termediate nodes which would store the memory pages during the migration process. The
source host sends (Scatter) the memory pages of the VM to multiple intermediate nodes in
addition to the destination host. At the same time, the destination starts receiving (Gather)
the memory pages from the source as well as the intermediate nodes concurrently. Thus
the source can evict the VM with full speed even while the destination is slow in receiving.
The intermediate nodes could be other hosts or network middle boxes which have some
cache or memory. The essential idea in Scatter-Gather Migration is to decouple the source
and destination as early as possible through the intermediates to reduce the eviction time.
But the authors of the work have not addressed the selection of intermediates. Improper
selection of intermediates sometimes can lead to increase in the total migration time, net-
work congestion, and power consumption of the migration. This could be due to usage of
more hosts and/or selection of network middle boxes as intermediates. Thus the interme-
diate nodes are to be selected optimally for effective implementation of the Scatter-Gather
migration.

This chapter proposes to:

e Model the problem of selecting the intermediates for Scatter-Gather VM live migra-
tion as an integer programming problem with two optimality criterion — to reduce
eviction time and to improve energy savings. The computational intractability of the

problem is proved by showing it as NP-Complete.

e Two heuristic algorithms, called Max-Decrease-in-Eviction and Least-Increase-in-
Energy are proposed to solve the problem of intermediate node selection in Scatter-
Gather migration. The proposed solutions are tested against three naive solutions -
Random Selection policy, Farthest Node First, Closest Node Next and are analysed

with respect to three parameters - eviction time, total migration time and energy.
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5.1 Motivation

Virtualization technology maximizes the utilization of hardware resources by sharing them
among multiple users. A thin layer of software called Virtual Machine Monitor (VMM) or
hypervisor running between operating system and system hardware manages and controls
the virtual machines running on a platform [100][101]. In cloud computing, to improve data
center efficiency many resource management techniques like load balancing, server consol-
idation, and power management are applied by migrating one or multiple virtual machines
from one physical machine to another physical machine [92][93][94][95][96][97][98].

Live migration is the process of moving a virtual machine that is servicing an applica-
tion from one host to another host with minimal disruption to the service [102].

The metrics that are used for virtual machine migration are total migration time and
downtime. Total migration time is the time from when the process of migration begins
from the source machine until the time the destination VM has complete control over the
migrated VM [102].

ty = — 5.1

where v,, is the total memory to be transferred and b is the bandwidth allocated from the
source to the destination.

Downtime is the time during the migration when the application experiences service
unavailability. If d, [, ¢,, are the page dirty rate, page size, and duration of the last pre-copy

round respectively, then downtime is given by [102]

o dxlxt,

tq 2

(5.2)

Deshpande et al. [13] proposed a new metric called eviction time which measures the
time taken for releasing the resources of the source machine used for hosting the VM being
migrated. It is the time taken to decouple the source to decouple the source from destination

during migration.
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5.1.1 Scatter Gather VM Live Migration

The Scatter-Gather VM migration has two phases - scatter phase and gather phase. As
shown in the Figure 5.1, in the scatter phase the memory contents of the virtual machine that
is being migrated are sent to some intermediate nodes along with the destination node. This
facilitates the source to get decoupled quickly from the migration process. The scattering
of the content is achieved through an abstracted layer Virtual Memory Device (VMD).
The VMD collects all the free memory available at the intermediate nodes and presents
as a block device one per the migration. The source migration manager then scatters the
memory contents to multiple intermediates by writing them to the block device allocated to
it and each page written by the source on the block device would be sent to an intermediate
node. The page availability information is sent to the destination. In the gather phase,
the destination migration manager collects the contents concurrently from the intermediate

nodes at its own pace.

Source Destination
\ Virtual ! | Migration J} Control TCP | Migration || Virtual
| Machine ' | Manager o =P Manager | | Machine !
Write Pages Read Pages

l Virtualized Memory Device over Intermediate Hosts

Intermediate Hosts

Figure 5.1: Scatter-Gather VM Migration

In Scatter-Gather VM migration, the problem of selection of the intermediate nodes
and its impact on the eviction time has not been addressed . For effective implementation
of the Scatter-Gather VM migration, the intermediate nodes have to be selected carefully.
The proposed algorithms for intermediate node selection would be implemented in VMD

over the intermediate nodes.
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Table 5.1: Scatter-Gather: Notations

Notation

Meaning

@S&M:U

virtual machine migration request
Source of migration request R
Destination of migration request I?
Data of migration request R
Bandwidth requirement of migra-
tion request R

eviction threshold of migration re-
quest 1

Data Center Graph

Set of nodes of data center graph
Set of edges of the data center graph
Capacity of node ¢

Bandwidth capacity of the link
Blj, k]

Boolean variable indicating
whether node ¢ is selected as
intermediate or not

Energy consumption of the node ¢
Node idle power Consumption
Node maximum power consump-
tion

5.2 System Model

In this section, the system model considered in this work is presented in detail.

5.2.1 Data Center Model

The data center network is represented as a weighted graph G (V,E). The vertices in V

represent either a server or a network middle box. [ is the set of all the edges in the data

center network. Al[j, k] is the bandwidth capacity of two directly connected nodes j and k

in [E and is zero otherwise. C; is the capacity of node 7 in V.

5.2.2 Migration Request Model

A virtual machine migration request R is represented as a quadruple R(s, d, b, m, 1), where

s is the source host, d is the destination host, b bandwidth requirement, m is the amount of
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VM data that is to be transferred to the destination, and p is a threshold on eviction time

for the request.

5.2.3 Energy Model

Middle boxes consists of network elements that do specialized tasks like load balancing, se-
curity and performance enhancement in the data center networks. Either servers or middle
boxes are considered as intermediate nodes for Scatter-Gather VM migration. The power
model considered for the server or middle box is utilization based energy model. The power

consumed by a server or middle box at utilization v is
Pu = (Pmax - Pidle)u + ]Didle (53)

where P,y is the power consumed by the node in idle state, i.e, when there is no load on it
and P, is the power consumed by the node at the maximum(100%) load.

The energy consumed by the intermediate node for a given duration of time is

E = / " P () dt (5.4)

0

5.3 Problem Formulation

X; is a boolean variable indicating whether a node other than the source i € V — {s} is
selected as an intermediate node or not in the Scatter-Gather live migration of the virtual
machine migration request . N; is the data chunk that needs to be transferred to the node
i if it is selected as an intermediate node. b[s, | is the bandwidth to be allocated on the
path from the source s of R to the node ¢ to transfer content of the migration. The node
capacity is indicated by C; and the bandwidth capacity between two nodes 7 and j is given
by Ali, j]. The distance of a node 7 from the source s is given by d;. The capacities of the
intermediates and the bandwidths of the paths to intermediates should not get exhausted
because of the migration and only a fraction of the remaining capacities and bandwidths

should be allocated to the migration. Hence two limiting factors a and 3 are considered to
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limit the memory allocated to the intermediates and the bandwidth allocated on the path to
the intermediates.

Then eviction time of a migration is given by

(5.5)

€ = max

vie{V—{s}}

b(s,1)

5.3.1 Minimize the Eviction Time

Problem Definition: Given a migration request R(s,d, b, m, ) and a data center graph
G(V, E) with node and link capacities, the objective is to select a subset / of vertex set V'
as intermediate nodes to minimize the eviction time, while the cumulative capacity of the
nodes of [ is higher than the migration data m, and the collective bandwidth of the paths
from the source of the migration to the nodes in [ satisfy the bandwidth requirement of the

migration request.

5.3.1.1 Objective Function

b5.4) (5-6)

min €= max
vie{V—{s}}

The objective function is to minimize the eviction time of the migration. Eviction time
is the maximum of the transfer times for sending the allotted migration data to the selected

intermediate nodes.

5.3.1.2 Constraints

> X xbis,i) > b (5.7)
Viev
viev
Xix N; <axC;,Vi (5.9
X; x b(s,i) < x Ali,j], Vi (5.10)
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X; € {0,1}, Vi (5.11)

X, =1 (5.12)

Here, Eq.5.7 is a constraint to ensure that the bandwidth requirement is maintained.
Eq.5.8 is to make sure that the total data that need to be sent to the intermediates is equiv-
alent to m. Eq.5.9 is a capacity constraint that makes sure that the load on an intermediate
doesn’t exceed « percentage of the capacity. Likewise, Eq.5.10 is to keep the load on a
link does not exceed (3 percentage of its capacity. Eq.5.11 is an integer constraint that indi-
cates whether node : is selected as an intermediate or not. To ensure some of the memory
contents are also to be sent to the destination directly, the last constraint i.e., Eq.5.12 is

incorporated.

5.3.2 Minimize the Excess Energy Consumption

Problem Definition: Given a migration request R(s,d, b, m, ) and a data center graph
G(V, E') with node and link capacities, the objective here is to select a subset [/ of vertex
set V' as intermediate nodes to minimize the excess energy consumed for the migration,
while the cumulative capacity of the nodes of I is higher than the migration data m and the
collective bandwidth of the paths from the source of the migration to the nodes in [ satisfy

the bandwidth requirement of the migration request.

5.3.2.1 Objective Function

The objective is to minimize the excess energy consumed because of the migration.

min Y X;xE (5.13)
vieV—{s}
where
E; = EFost — prre (5.14)
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FE; is the excess energy for using the node i as the intermediate. The pre-migration
energy and post-migration energies are calculated using the utilization based energy con-

sumption model which is usually used for physical machines that are intermediates here.

5.3.2.2 Constraints

> Xixbis,i) > b (5.15)
VieV

Z X; x N;=m (5.16)

VieV
X; x bls,i) < B x Ali, j],Vi (5.18)
e<pu (5.19)
X, =1 (5.20)
X; € {0,1},Vi (5.21)

The constraints for this objective are the same as mentioned for the first objective ex-
cept the constraint in eq.5.19 which ensures that the total eviction time is less than some

determined value .

87



CHAPTER 5. INTERMEDIATE NODE SELECTION FOR ENERGY EFFICIENT SCATTER-GATHER VM MIGRATION Section 5.4

5.4 Computational Intractability of Intermediate Node Se-
lection Problem(INS-SGM)

In this section, computational intractability of the INS-SGM problem is discussed. We
establish that the problem of Intermediate Node Selection in Scatter-Gather Migration
(INS-SGM) is NP hard by reducing 0-1 knapsack problem to Minimum Subset Sum Prob-
lem(MSSP) and then MSSP to INS-SGM.

The decision version of the 0-1 knapsack problem is to search for a subset Uy of a set
U of objects with a weight w(u) € Z* and a value p(u) € Z* for each for each u € U

satisfying

Zw(u) <W and Zp(u) > P

u€eUy u€lUy
where P is a desired value of the knapsack.
The decision version of minimum subset sum problem is to decide whether a subset A’

exists in a given finite multi set A with the size of each element s(a), a € A such that

Mng(a)gK

acA’
where K is any integer and M is the target sum.

We will now prove that INS-SGM is NP-hard in two stages.
Claim 5.4.1. MSSP is NP-hard

Proof. Consider an instance of the 0-1 Knapsack problem for which the profit and weight
values are same for each object in U, i.e, w(u) = p(u),Yu € U. Assume that there
exists a subroutine S[A, s, K, M] for solving minimum subset problem with parameters
A={ay,a9,...},s: A— ZT, atarget sum M, and an integer ' > M. Then the instance
of the 0-1 knapsack problem defined above can be solved by S[U,w, W, P], where W is
the bin capacity and P is the profit required. It is easy to see that the 0-1 knapsack would
be solved in polynomial time if subroutine S were a polynomial time algorithm for solving

minimum subset sum. Hence it is established that the 0-1 knapsack problem is reducible to
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minimum subset sum problem. O

The decision version of the intermediate node selection for Scatter-Gather migration
is to determine whether a subset Vj of a set V of vertices, with capacities C'(b) € Z,
cost value(energy or eviction time) E(b) € Z* for each b € V and positive integers L

(migration request size) and P’(maximum cost), such that

L<> C)y<P?

bEV()

Claim 5.4.2. INS-SGM Problem is NP-complete

Proof. To prove INS-SGM to be NP-Complete, first we show that it is in NP and then
show that MSSP is reducible to INS-SGM. For a given set of intermediate nodes it can be
easily verified in polynomial time that the total sum of the capacities of the intermediate
nodes is greater than migration request memory size L and the cost for selecting the given
intermediates in terms of energy or eviction time is less than P’. So it is in NP.

Assume that there exists a subroutine S’[V] ¢, 0, P’, L] for solving INS-SGM with pa-
rameters I = {aj,as,...}, ¢ : [ — ZT,0: I — ZT, migration request size L, and
maximum cost P’. Then any instance of the minimum subset sum problem can be solved
by S'[A, s, s, K, M|, where M is the desired sum and k is an integer greater than M. Here
the weight value of an element is passed as both capacity and cost of a node. It is easy to
see that the minimum subset sum problem would be solved in polynomial time if subrou-
tine S’ were a polynomial time algorithm for solving intermediate node selection problem.
So the minimum subset sum problem is reduced to INS-SGM problem. Hence INS-SGM
problem is NP-complete. 0

5.5 Heuristics for Intermediate Node Selection in Scatter-
Gather Migration

As INS-SGM is NP-complete and the intermediate nodes are to be selected quickly, a

heuristic solution is a viable approach to solve the problem. We now propose two heuristic
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algorithms for solving the problem.

5.5.1 Maximum Decrease in Eviction Time

Eviction time for a normal migration process without using any intermediate node is equal
to the total migration time. To reduce the eviction time the memory contents are sent to
intermediate nodes along with destination. With respect to the intermediate nodes, the
eviction time depends on the distances from the source to the selected intermediate nodes
and the bandwidths between the source and the intermediate nodes. The time taken to
transfer the contents from the source to an intermediate node is proportional to the distance
between the source and the intermediate node. The transfer time between the source and an
intermediate node is inversely proportional to the bandwidth of the path between the source
and the intermediate node.

A heuristic solution called maximum decrease in eviction time is proposed as described
in the Algorithm 5.1. Here the idea is to select the node that has least expected transfer
time first as intermediate node. Initially, the set of potential intermediate nodes is calcu-
lated by adding all the nodes present in the paths from the source to the destination of the
migration request. Then for each potential intermediate node, shortest path from the source
is calculated and the shortest path hop count is used as a measure of the distance between
the source and the intermediate node. Then for all the potential intermediate nodes, ex-
pected transfer time to send a% of the capacity of the intermediate node with 5% of the
bandwidth capacity of the link is calculated. However, if the shortest paths to any two
intermediate nodes are not node disjoint, then the transfer time for the second intermedi-
ate node in the common path may be more. So, the expected transfer times are updated
by checking whether the shortest paths to the intermediate nodes are node-disjoint or not.
Then, based on these expected transfer times the potential intermediate nodes are ordered
in non decreasing order. Then the first in the sorted order is selected as an intermediate
node in order to reduce the eviction time. The total weight of the pages that are sent to the
selected intermediate node would be equivalent to a% of its capacity. Then this selected

node is removed from the list of possible intermediate nodes and the next one in the or-
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der is selected as the intermediated node. This process of choosing intermediate nodes is
continued as described above until all the memory pages are allocated to the intermediate

nodes.

5.5.2 Least Increase in Energy Consumption

When compared with normal migration process, Scatter-Gather migration uses extra nodes
for completing the process of migration. So the Scatter-Gather migration consumes more
energy than the normal migration and the amount of energy consumed for the migration
depends on the intermediate nodes selected. Since the reduction of energy consumption is
a concern for cloud administrators, it is essential to implement the Scatter-Gather migra-
tion energy efficiently. Hence a heuristic solution based on 5/4 approximation algorithm
for minimum subset sum [5] is proposed for intermediate node selection that minimize the
excess energy consumed by the intermediates. The proposed solution is specified in Algo-
rithm 5.2. Initially, all the nodes in the paths from the source to the destination are selected
as the potential intermediate nodes indicated by the set U. The capacities of the intermedi-
ate nodes in U are adjusted to of a% of their maximum capacities. Then subroutine cover
is called which returns the set of intermediate nodes in U which has capacity more than m
and as close to as m. The memory content assigned to an intermediate node is equivalent
to its revised capacity and $% of the bandwidth capacity on the path from the source to
the destination is allocated to transfer the assigned data. Based on these values expected
eviction time is calculated and if it is more than the eviction threshold p then the value of

« 1s increased and the procedure is repeated from step 2.

5.5.2.1 COVER

The procedure cover is a 5/4 approximation algorithm for minimum subset sum proposed
by Grigoriu et al. [5]. It gives the set of subset of intermediate nodes whose sum of the
capacities is at least m and as close to m as possible. The procedure is specified in the
Algorithm 5.3.

First, U is split into five multiple subsets as I; = {i € I|jcap(i) < tm}, I, = {i €
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Algorithm 5.1 Maximum-Decrease-in-Eviction Time
Input: G, R, a, 8
Output: I > Intermediate node set

1: Find all the nodes present in the paths from the source s to the destination d and add
them to potential intermediate node set U without duplicates;

2: for each node ¢ in U do

3 Pli] +— SHORTESTPATH(s, 7);

4: shops[i| < SHOPCOUNT(P[i]);

5 bwls,i] <— SPATHBW s, i, P[i]);

6: trans ferTimeli] = st_hops[z]

bwls, i

7: cTimeli] = transferTimelil;

8: end for

9: il =S,

10: flag = 0;

11: while flag = 0 do

12: flag=1;

13: for each node ¢ in U do

14: ig = il;

15: for {j =1, j < shops[i]; =75+ 1} do

16: is = P[i2][j];

17: if cTimelis) < transferTimelis] + cTimelis] then
18: cTimelis] < transferTimelis] + cTimelis];

19: flag=0;
20: end if
21: ’ig = ’L'3;
22: end for
23: end for
24: end while
25: SORT(U, cT'ime); > sort U based on Critical Time values in non decreasing order
26: while m # 0 do
27: Select the first node U; in sorted U as an intermediate node;
28: The amount of data that allocated to the node is Ny, = min(a x Cp,m);
29: m=m — Ny,;

30: b(s,i) = B x Als,i] > Allocate 3% of the bandwidth capacity for transferring data.
31: U=U-Uy;
32: I«—Tul;
33: end while
34: while ) ., b(s,i) < b do
35: Refine(/3); > iteratively increase the [ value till the condition is satisfied
36: end while
return [
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I|im < cap(i) < 3m}, Iy = {i € I|3m < cap(i) < 3m}, I, = {i € [|2m < cap(i) <
m}, I; = {i € ljcap(i) > m}.

Then, two subroutines used in the algorithm cover are described as below.

e add/,(Q,I;,m): This subroutine adds nodes from I; to the set of nodes Q C I\[;
withm — 3. cap(i) < 3. cap(i) < 2m until the total capacity of the nodes in
Q is at least m. So the returned set Q has a total capacity of at least m and less than

gm as the capacities of all the nodes from I are less than im.
e update(Q, IBest) : It updates the best solution IBest if the newly found set () is better.

Let min;(J,) and maz;(J,) indicate the set of intermediate nodes with j smallest and

j largest capacities respectively from the set Jj,.
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Algorithm 5.2 Least-Increase-in-Energy
Input: G, R, ., 8

Output: I > Intermediate node set

1: Find all the nodes present in the paths from the source s to the destination d and add
them to Potential Intermediate node set U without duplicates

2: for each node 7 in U do

3: cap(i) = a x C;

4: end for

5: I= cOVER(U, m)

6: for each node 7 in I do

7: N; = cap(i)

8: Pli] < SHORTESTPATH(s, 1);

9: shops|i] < SHOPCOUNT(P[i])

10: b(s,i) = B x Als, i] > Allocate 5% of the bandwidth capacity for transferring data.

11: end for

12: while ., b(s,i) <b do

13: Refine(3); > iteratively increase the [ value till the condition is satisfied

14: end while
(Ni * shops[i])
b(s,1)

15: e = max
viel

16: if e < 1 then

17: Refine(a); > increase the o value

18: Repeat from step 2

19: end if

return [
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Algorithm 5.3 Cover
Input: U,m

Output: [ Best > Intermediate node set
1: Partition U into five subsets as I; = {i € Ijcap(i) < tm}, I, = {i € I|zm <
cap(i) < sm}, Iy = {i € I|im < cap(i) < 2m}, Iy = {i € 1|3m < cap(i) < m},
I, = {i € Icap(i) < m}.
2. Letsuml, =), ; cap(i);
3: if sumI; > m then then return add/; (¢, I;, m)
4: end if
5: if |[;| > 1 then Ibest = min, (1))
6: elselbest = I
7: end if
8: if |I;UI3U I4] > 1 then
9: let ¢ € maxi(lo UI3U 1) ;
10: if cap(q) + SumlI; > m then

11: return addl; ({q}, 11, m)
12: end if
13: end if

14:0f (|L2] > 2 A3 i mam(1,) €oP(3) + Sumly > m) then
15: return add/; (maxs(1s), 1, m)

16: end if

17: if |I5] > 3 then

18: Let K := mins(l) and K’ := maz3(Js)

19: if > ., cap(i) > m then

20: update(k, [Best);

21: elseif > ., cap(i) + suml, > m then

22: return add/ (k,I;, m);

23: else

24: Iteratively replace the nodes in k with those of " until either ) , _ . cap(i) > m

is true(then return k) or all the nodes in k are replaced.

25: end if
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26: if > ., cap(i) + suml; > m then
27: return add/; (k, I;, m);
28: end if
29: end if
30: if |I5| > 4 Update(miny(Iz), [best); then
31: end if
32: if |I5] > 2 A |I3] > 1 Update(ming (I3) U minsy(1s), Ibest); then
33: end if
34: if |Ig| Z 1A |_[2| Z 1 then
35: if D icnae: (Is)uman (1) €0P(i) + sumI1 > m then
36: return add/; (max(13) U maxy(13), I1);
37: end if
38: end if
39: if |I3] > 2 then update(mins(13), Ibest);
40: end if
41: if | I, U I3] > 1 A |14] > 1 then update(ming (Iy U I3) U ming(Jy), Ibest)
42: end if
43: if |1,| > 2 then update(ming(Iy), Ibest);
44: end if
return Ibest

5.6 Performance Analysis

In this section, we present the performance analysis of the intermediate node selection

policies proposed in the chapter.

5.6.1 Performance Metrics

For comparing the efficiency of the proposed heuristic solutions for intermediate node se-
lection, several performance metrics are used. The first metric is the eviction time, it is the
time taken to transfer all the memory contents of the migrating VM from the source to the
intermediate nodes and the destination. When no intermediate nodes are used the eviction
time is equivalent to the total migration time. But when intermediate nodes are used it
will be less than the total migration time. The second metric is the increase in energy con-
sumption. It gives the additional energy that the migration causes for using intermediate

nodes when compared with migration without using any intermediate nodes. It includes
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the additional energy consumed by the intermediates for holding the migration data and the
network switches for transferring the data to the intermediate nodes. The last performance
metric considered is the total migration time. It is the time taken to completely transfer the
contents of the migration data to the destination node so that it can start the virtual machine
being migrated. The total migration time would be slightly higher for Scatter-Gather mi-
gration when compared with normal migration due to the overhead delays incurred by the
use of intermediate nodes. So it is important to analyze the solutions with respect to total

migration time.

5.6.2 Experimental Setup

The simulations are done on a system with intel core 15-4200U CPU with four cores and
6GB RAM. Java is used to implement the algorithms proposed in this chapter. The data
center network considered is 3-tier data center network. A 3-tier data center network con-
sists of three layers namely, edge, aggregation, and core. The network can be divided into %
pods. Each pod in a k-ary fat-tree consists of % severs and two layers of g k port switches.
Each edge switch is connected to % servers and % aggregate switches. Each aggregate
switch connects to % edge and g core switches. k ary fat-tree contains ’“2—2 core switches,
where each core switch connects to £ pods.

The virtual machines considered here are of four types, where the requirements of each
type of virtual machines are as shown in Table 5.2. The physical machines are assumed to
be heterogeneous. They are classified into four types of physical machines, and the capac-
ities of each type of physical machine are given in the Table 5.3. The power consumption
values of a server for each type of physical machine are of standard values [3]. The peak
power consumption of a commodity switch is taken as 40 watts, which is a standard value
for a typical commodity switch.

The power consumption model considered for the intermediates is a utilization-based
power consumption model that is usually used for a physical machine as described in sec-

tion 5.2.3.

We have considered three data centers of different sizes to evaluate the proposed algo-
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Table 5.2: Scatter-Gather: VM Types

VM type Memory

VM1 512
VM2 1024
VM3 2048
VM4 4096

Table 5.3: Scatter-Gather: PM Types

PM Type Memory P,.. Pdle

PM1 4096 79 42
PM2 8768 101 53
PM3 32768 152 78
PM4 31072 194 101

rithms as shown in the Table 5.4. The first data center contains 40 physical machines in 4
racks of a single cluster. These 40 machines are connected by fat-tree network containing
7 switches. The second data center contain 240 physical machines organized into 8 racks
and one cluster. These 240 physical machines are connected by 14 switches. The third data
center contains 2 clusters, where the first cluster contain 480 machines arranged into 16
racks and the second cluster contains 160 physical machines arranged into 4 racks. These

640 machines are connected by fat-tree network containing 35 switches.

Table 5.4: Scatter-Gather: Data Center sizes

Type Clusters racks PMs Switches

DC1 1 4 40 7
DC2 1 8 240 14
DC3 2 20(16,4) 640 35

Initially a set of randomly created virtual machine requests are scheduled on the physi-
cal machines using first-fit-decreasing heuristic. At arandom time between the starting and
ending of the schedule of the virtual machines, a migration request is generated by selecting
a virtual machine for migration with uniform probability. The network traffic generated be-
tween a pair of VMs, in a particular interval is applied on all the links and switches present
in the shortest path between the corresponding PMs, where the communicating VMs are
hosted. The network traffic load among all possible pairs of communicating VMs is ag-

gregated similarly. While migrating a VM, total memory image is being transferred from
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source PM to destination PM, and the network traffic load is accumulated during that mi-
gration period, on the links and switches used in the migration.

The proposed algorithms for selecting the intermediates are compared against 3 naive
solutions called random selection, farthest node first and closest node next. Random selec-
tion policy is selecting a node randomly and allocating a% of its capacity as the memory
allocated to it and repeating the process until the entire memory is allocated to the interme-
diates. The random machine is selected from the set of potential intermediate nodes using
a uniformly distributed random variable. In farthest node first policy, the farthest node to
the source with respect to the paths from the source to the destination is selected and a% of
the migration memory is transferred to that node. This process is repeated until the entire
memory is exhausted. This policy is better suited for some scenarios. The decision to mi-
grate a virtual machine is made sometimes because the top-of-rack switch of that physical
machine is overloaded. In such situations it is desirable to select the intermediate nodes
near to the destination instead of the source. In closest node next policy, the closest node
to the source node is selected and a% of the migration memory is transferred to that node.
Again the process is repeated by selecting the next closest node till the entire memory is

allocated to the intermediate nodes.

5.6.3 Performance Evaluation

For the data centers DC1 and DC2, the proposed algorithms are compared with IBM C-plex
LP solver. The LP-solvers usually gives solutions which are very close to optimal values.
So C-plex LP solver values are taken as the optimal values for the problem and are used to
verify the effectiveness of the solutions.

Here we present the evaluation of the proposed heuristic solutions with respect to three

performance metrics.

5.6.3.1 Eviction Time

As already stated the eviction time indicates how quickly the resources used by the virtual

machine being migrated are released. The eviction times for migrating four different types
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of virtual machines using the heuristic solutions as intermediate node selection policy are
plotted in the Figure 5.2. As it can be observed from the graph that for all the data center
configurations, Maximum-Decrease-in-Eviction-Time algorithm is giving the lowest time.
For a single data center, as the VM size is increasing, the eviction times are also increasing.
The closest next heuristic is also faring better when compared with the remaining heuristic
solutions as the nodes that picked are close to the source. The random policy is having
very high eviction times confirming the need for the heuristic solutions proposed. When
no intermediate nodes are used, the eviction time is equal to the total migration time as
observed in the results.

The time taken to obtain results using LP-solver for DC1 and DC2 are 1.05 and 33.41
minutes respectively, where as the proposed heuristic solution has given the resultin 1.4 and
2.1 seconds respectively for DC1 and DC2. For the largest data center DC3, the LP-solver
has not terminated even after running for one hour, where as the proposed heuristic solu-
tion has taken 4.3 seconds to give the result, necessitating the need for heuristic solutions
to solve the problem. The eviction time values for Maximum-Decrease-in-Eviction-Time

heuristic are near to the optimal values given by LP solver for both DC1 and DC2.

5.6.3.2 Energy Consumption

The plotting of the power consumption values when virtual machines of four different sizes
are migrated using different policies is presented in the Figure 5.3. As it can be inferred
from the graph, the proposed solution, least-increase-in-energy is performing better than
all the other heuristic solutions across all the data center configurations. The random se-
lection policy is performing poorly with respect to energy consumption, as it may select
the physical machines which are in sleep mode when selecting the intermediates randomly.
For smaller size virtual machines, the heuristic solutions are consuming very less power
and as the size increases the power consumption for the migration is increasing.

The power consumption of a Scatter-Gather migration that uses intermediate node
would be more than the power consumed by normal migration. This is validated by the
results in the graph. However, the proposed solution is causing the least increase in energy

consumption even by using intermediate nodes.
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The time taken to obtain the results using LP-solver for DC1 and DC2 are 1.253 and
31.65 minutes respectively. The proposed heuristic solution gives the results in 1.163 and
2.9 seconds respectively for DC1 and DC2. For the data center DC3, the LP-solver has
not terminated even after one hour, whereas the proposed heuristic solution has produced
the solution in 5.2 seconds indicating the need for designing heuristic solutions for the
problem. With respect to power consumption, the values obtained by the proposed solu-
tion are not near to the optimal values generated by the LP solver, even though they are
much better than the other heuristic solutions. The reason is, the power consumed by the
switches(networking nodes) while transferring the data from the source to the intermediates
has not been considered to reduce the additional complexity in implementing the problem in
C-plex. However, in the simulation of the proposed heuristic solution, the power consumed
by the networking elements during the transfer of the memory contents to the intermediate
nodes has been considered in the calculations of power consumed by the migration. The
proposed algorithm is performing better than the other approaches because it selects the
intermediates such that their cumulative remaining capacity is almost equal to the amount
of memory that needs to be migrated, resulting in selection of a minimum number of inter-
mediates for transferring contents of a VM migration for a given eviction time threshold.
As it finds a near optimal tight packing for the VM migration data into the intermediates,
the additional energy caused by the usage of intermediates would be minimal. The other
approaches may not get such tight packing, resulting in higher additional energy for the

usage of intermediates.

5.6.3.3 Total Migration Time

The total migration time is the duration of time from the start of the migration process
to the time the virtual machine can be started and the source can be discarded. The total
migration time for all the policies for the three data centers of varying sizes is depicted
in Figure 5.4. In all the data centers, random policy is giving the worst performance with
respect to total migration time but among the heuristic solutions proposed there is no clear
pattern and the values are close to each other. In DC3, for virtual machine of size 512 MB,

the farthest next is performing better, where as for the virtual machine of size 4096 MB the
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closest-first heuristic is doing better. In DC2, for the virtual machine of size 512 MB, least
increase in energy is performing better and for other 3 virtual machines farthest is faring
better. For the virtual machine of size 4096 MB almost for all the heuristic solutions, the
values are similar in all the three data centers. So when the goal is to choose an intermediate
node selection policy for having less total migration time, except random policy any one of
heuristic can be applied as they are all performing similarly.

The total migration time for Scatter-Gather migration would be higher than that of
normal migration without any intermediates. However, both the proposed solutions for
minimizing the eviction time and increase in energy are not having high total migration

time values as can be observed from the graphs.

5.7 Summary

Scatter-Gather migration is used to quickly evict the virtual machine from a physical ma-
chine in a virtualized data center. This work advances the implementation of the Scatter-
Gather migration by optimal selection of the intermediates with respect to two goals, evic-
tion time and energy. The problem of intermediate node selection in Scatter-Gather migra-
tion is modelled as an integer programming problem. We have also proved the intractable
nature of the problem and proposed two heuristics algorithms. It is inferred from the exper-
imental results that the maximum-decrease-in-eviction time heuristic is the best heuristic
for reducing eviction time and the least-increase-in-energy heuristic is best suited when the
goal is reducing the energy consumed for migration. With respect to total migration time,
the performance of all the heuristics is almost similar, although they all are performing

much better when compared with random selection policy.
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Chapter 6

Federation Formation Mechanism for

Energy Efficient Resource Sharing in

Federated Cloud

Cloud federation is an effective solution for reducing the energy expenditure of the cloud
providers by offering a way to make profit out of the idle resources residing in their data
centers [71]. Cloud federation is collaboration of two or more cloud service providers to
provide cloud services to the users. The cloud providers participating in the federation,
mutually agree to co-operate and offer a pool of virtual instances to service the applica-
tions of the users. Cloud federation enables the cloud providers to scale up the resources
as and when needed based on the load by getting additional resources from the other cloud
providers participating in the federation. The users requests are satisfied by resources from
multiple cloud providers [71][72]. Without cloud federation, the cloud provider which
doesn’t have the required resources would reject requests, there by losing money and repu-
tation. Simultaneously the cloud providers with more idle resources earn profit by offering
them to the federation. Cloud federation results in a great reduction of the energy costs for
the cloud provider as the utilization of the data center resources increases considerably.

In a federation, a cloud provider earns income by offering services to the requests either
by it’s own resources or by leasing in/out resources from the other providers. It gains profit

if the income from providing the services to the users is more than the operational costs of
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resources to provide those services like energy costs or the leasing costs. Cloud provider,
being a selfish agent, always tries to maximize its profit and would join the federation if
its profit is maximised or at least gets more profit than what it gets when acting alone.
However, achieving the social welfare of the federation, i.e, the total sum of the profits
obtained by all the providers participating in the federation, helps the cloud providers to
have better sustainability in the long run. So an important challenge is how to achieve the
global energy sustainability of the federation and in turn prompt the cloud providers to take
part in the federation.

Majority of the existing approaches in the literature focus on maximising the individual
profits of the cloud providers but not the social welfare. The ones who tries to improve
the social welfare of the federation consider one request at a time and form a federation
to service that request. However, since the federation is formed for each single request,
resource sharing may not be efficient in terms of global energy consumed by the providers
for servicing many requests in a given time. An efficient, yet practical way to achieve better
global welfare in the long run, instead of trying to form a federation as soon as the request
arrives, stall it till a minimum number of requests are arrived or for a very short time period
of time. Then a federation is formed to this pool of requests arrived in that short period
so that resource sharing and allocation decisions are taken better to achieve good social
welfare.

With that motivation, we formulate the energy aware resource allocation for a set of
requests in federated cloud as a co-operative game. Then the properties of the modelled
co-operative game like stability and fairness are studied. To find the optional federation for
a set of requests from the users, a novel federation formation mechanism is designed.

The major contributions of the chapter are as follows.

e Energy aware resource allocation for a set of requests from multiple tenants in feder-

ated cloud is modeled as a co-operative game.
e The properties of the modeled game, stability and fairness are discussed in detail.

e As a solution to the problem, a novel federation formation mechanism based on

branch and bound technique is designed.
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e The effectiveness of the solution is demonstrated through the experimental results
obtained by comparing it against two variations of greedy best fit, one is online and

the other is semi-online.

6.1 System Model

We consider a federated cloud, which consists of different cloud providers, a broker and
several cloud users. The job of the broker [75] is to receive new requests from the users,
getting the required resources from the cloud providers for servicing the users requests
and distributing the profit to the cloud providers based on the resources they provided to
service the requests. The time is divided into small epochs. The key assumption we are
making here is, the resource allocation is done by the broker either at the end of each epoch
or the number of users requesting the VM requests is equivalent to the number of cloud
providers ready to participate in the federation, whichever is earlier. Allocation each VM
request immediately would not give optimal social welfare to the federation, and at the same
time completely static solution is infeasible and impractical. A reasonable approach to
achieve better social welfare while the requests are serviced quickly is to hold the incoming
requests for a very small epoch or till minimal number of requests are arrived at the broker,
whichever is earlier.

Let the cloud providers that are present in the federation are represented by set CP =
{CP,,CP,,...,CP,}. The set of physical servers owned by the cloud provider C'P; is
given by P, = {Py|k = 1,...,l}. The capacity of a physical server Py is given by

oore - Computing capacity in terms of number of cores
Pem™ - Memory capacity

P;l°T9¢ - Storage capacity.

A cloud provider C'P; supply it’s physical resources in the form of virtual machines, that
are of different types. A cloud provider in the federation offers n types of virtual machines.

The configuration of virtual machine of type j is given by:
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v;°"¢ - Computational requirement in terms of number of cores

v;”m - Memory requirement

storage

; - Storage Requirement.

Each cloud provider reserves some of it’s total capacity for it’s internal users and the
remaining capacity is offered to the federation. The aggregate capacity offered by the cloud

provider C'F,; to the federation is given by:
C Pfore - Computing capacity in terms of number of cores
C P™™ - Memory capacity
C P79 _ Storage capacity.

Set of users or tenants of the federated cloud is represented withaset U = {Uy, Us, . . ., }.

A user sends a request to the broker regarding the number of VM instances it requires. The
set of requests to the broker by all the tenants is represented with set R = { Ry, Ry ... }. A
VM request from an user U, is represented as a two tuple R, = (V, G). The first variable
isaset V = {V,, Vi, ... Va,} indicating the number of virtual machines user requires of
each type. The second variable is a weighted graph indicating the communication patterns
of the virtual machines of the request. Pr; indicates the per hour price the user pays to the
federation for acquiring a VM of type j.

The cost incurred to the cloud provider to provide a virtual machine v of R, is given by

cost __ electricity v -
ay’® = Pr} * PY + E commcost(v, D) (6.1)
Vo€R,

Here, Pri®™“" is the electricity price at cloud provider C'P, location and the cost
incurred to the provider C'P; because of the virtual machine v communication with the
remaining virtual machines of the user is given by commcost(v,v). P}, is the power con-
sumed by a physical machine which is used to host the virtual machine v.

A server in the data center consumes some fixed amount of power when it is on and

any additional power consumption depends on its utilization. The utilization of a server
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depends on how many fractions of its resources are used by the virtual machines that are
placed on it. So the power consumption of a physical server in a data center can be divided
into two parts: first, a baseline static consumption and second, dynamic power consump-
tion that is load dependent. Here the dynamic power consumption is based on VM power
metering that is followed in [80]. The total power consumption of a server at a time ¢ is
given by

Pit(t) = Poacerine + »_ P(D) (6.2)

eVt
where Py _.c1:nc is the base line power consumption, V! gives the set of virtual ma-
chines that are placed on the physical machine Py at time ¢, P () is the power consumption
of the virtual machine © on the physical machine Pj.
If the power consumed by a VM is expanded further in terms of the utilization of the
VM in cpu, memory and i/o as in [81], then the power consumption of a server is expressed

as

Pu(t)=a- Y Ueu(®) + 8-> Upen(d)

ﬁEVﬁ @EV?
(6.3)
+{Y : Z Uio(@) + n;-e + Pbaseline
beVt

where «, 3, v are the weight-ages for utilization of the server by the VM in CPU,
memory and IO respectively.
The profit a cloud provider ¢ gets if he participates in the federation by offering M;
virtual machine instances to serve a request is given by the following equation.
Profit(M;) = Z M;; % Price(Pr;) — a2 (6.4)

ij
=1
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6.2 Energy efficient Resource Allocation Game in Feder-

ated Cloud

In this section, we introduce Energy efficient resource allocation game, a coalition game
that can represent cloud federations, and allows us to understand and evaluate the different
federation structures. Energy efficient resource allocation in federated cloud is modelled
as a coalition game I(C'P,v) with transferable utility, where each cloud provider in C'P
is a player in the game and v is the characteristic function, defined on F* C C'P. The

characteristic function values are calculated for each request in R.

6.2.1 Characteristic Function

The characteristic function is the profit obtained when the cloud providers of federation
F C CP co-operate as a coalition. It is a real valued function which maps each coalition

to a real value and v(¢) = 0. The characteristic function is given as follows.

Maximize Z Z Xij * Price(Prj) — Ozf]‘?St, (6.5)
CPiEF j=1
subject to:
D Xy < CPe, (VCP; € F), (6.6)
j=1
> Xy < CPr, (VP € F), 6.7)
j=1
Zcfltomgexij < Cfpistomge7 (VCPl c _/—"), (68)
j=1
> M=V, (Vi=1,....n), (6.9)
C;eF
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Xi; > 0,and is integer

(VCP; € FandVj =1,... ,n). (6.10)

Here the value of a federation is the objective function value it achieves. The objective
is the profit obtained by the federation for servicing the request. Equations 6.6, 6.7 and 6.8
are the capacity constraints and equation 6.9 indicate that the resources offered by all the
cloud providers should be equal to the ones requested by the user.

Any co-operative game should satisfy two properties, fairness and stability.

6.2.2 Fairness

The profit a federation achieves should be distributed fairly to the cloud providers par-
ticipating in the federation. As the cost incurred to the cloud provider for offering vir-
tual machines also depends on the communication between those virtual machines to the
other virtual machines of the user, the order of joining the federation matters in calculat-
ing the value of a provider to the federation. Hence the suitable index for fairly dividing
the profit each federation acquires to the cloud providers is shapley value [103]. Shapley
value gives the expected marginal contribution of a player to a coalition. It is the average
of the marginal contributions over all orders in which the players could join the complete

coalition. The shapley value of a cloud provider in a federation is defined as follows [104]:

1 .
$:(N) = 1377 2 (BT U L) — o(PF)) 6.11)
"R
If it is expanded further, it can be written as:

SN = S ISIHINT = IS] = DI@(SUGiY) ~u(S)  6.12)

al SCN\{i}

where n is the total number of cloud providers and the sum extends over all subsets .S of NV

not containing the provider C'P,.
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6.2.3 Stability

Definition 6.2.1. A Coalitional game (N, v) with transferable payoff is cohesive if

K
v(N) > Z v(Sk), for every partition Sy, of N (6.13)

k=1

Another definition for a cohesive coalitional game is as follows.

Definition 6.2.2. A coalitional game is cohesive[105] if, for every partition Sy, ..., Sy of
the set of all players and every combination (as,, ..., as, ) of actions, one for every coalition
in the partition, the grand coalition N has an action that is at least as desirable for every

player i as the action as; of the member S; of the partition to the player i belongs.

Energy Aware resource allocation game modeled in the above section is not cohesive.
This can be illustrated with an example.

Let 3 cloud providers C'P1, C P2, C'P3 are formed as a federation. The federation
offers four types of the virtual machines namely small, medium, large and extra large. The
configurations of the virtual machines of different types is listed in the Table 6.1. The
capacities of the cloud providers are same and given by the Table 6.2. The cost incurred
to each cloud provider to offer a type of virtual machine is same and it is given as {0.5,
0.8, 1.5, 2.0}. The prices of virtual machine of different types are given as {1.2, 1.5,
2.2, 3}. Now a user requests 3 virtual machines whose types are small, medium, and
large respectively. The price user pays to the federation is 4.9. Then the values of all
the possible coalitions are v(C'P;) = 0, v(CP,) = 0, v(CP;) = 0, v(CP,,CPy) = 1.1,
v(CP,CP;) =1.1,v(CP,,CP3) = 1.1, v(CP,CP,,CP3) = 1.1. Here, the value that a
player gets in coalitions of size 2 can not be achieved by the grand coalition. So the grand
coalition (C'Py, C'P,, C' P;) does not achieve outcome that is at least as desirable for every
players as that of smaller coalitions. Hence it is not cohesive.

Since the game is not cohesive, the grand coalition may not be the optimal coalition for
this game. The game doesn’t need to converge to the grand coalition.

The core of a coalitional game, which indicate stability of a coalitional game is defined

as follows.
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Table 6.1: Federated Cloud: VM Types and Requirements

VM Type Cores Main Memory Secondary Memory

Small 1 1.5 GB 0.10 TB
Medium 2 3GB 0.40 TB
Large 4 5GB 1 TB
Extra Large 8 10 GB 2TB

Table 6.2: Federated Cloud: Cloud Provider Capacities

Cloud Provider Cores Main Memory Secondary Memory
CP, 4 8GB 1 TB

Definition 6.2.3. A payoff vector x is in the core of a coalitional game (N,v) if and only if

VS C N, x> 0(S) (6.14)

icS
The core of a coalition game is the set of actions ay of the grand coalition N that are
not blocked by any coalition. If a coalition S has an action that all its members prefer to an
action ay of the grand coalition, we say that S blocks a . In the resource allocation game
proposed above, the actions of the grand coalition can be blocked by smaller coalitions

actions since it is non-cohesive. So the core of this game can be empty.

6.3 Cloud Federation Formation

As the proposed game is not cohesive, the grand coalition may not form. Hence, indepen-
dent and disjoint federations would form. In this section, a mechanism for cloud federation
formation is presented. Here we inspect different coalition structures possible in this game
as the grand coalition may not be the desired coalition. Coalition structure is defined in the

following way.

Definition 6.3.1. A coalition structure over N is defined as a collection of coalitions C'S =

{51, Sy, ... Sk} such thath:1 Si = Nand S;NS; = ¢foranyi,j € {1,2,....k} 1% j.

Coalition structure is the partitioning the set of total agents into mutually disjoint sets.

The value of a coalition structure is the sum of the values of all of it’s coalitions. Formally,
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the set of all possible coalition structures are defined with a set II"V and the value of a

C'S e I1V is defined as

V(CS)=> VI(S) (6.15)

The coalition structure generation problem is finding the coalition structure whose value
is maximal. More formally, it is finding a coalition structure C'S* € arg max gV (C'S).
But finding an optimal coalition structure is NP-Complete. Total number of coalition struc-
tures possible is equivalent to n'" bell number B,,, which is a very large number. It is not
possible to do exhaustive search on all the coalition structures possible. Here a mechanism
for generating an optimal coalition structure is presented.

Given a set of cloud providers N = {C'P,, CP,, ...CP,,}, aset of requests R = {ry, o,
...Tn}, and a characteristic function value V' (C, r) for assigning request " to coalition C' C
N, then we need to find a set of coalitions {C}, Cy, ...Cy} that maximizes 3% V(C;, ;)
where C; C N, S;NS; =¢foranyi,j € {1,2,...,k} i #jandelei = N.

As a solution to the problem, we present a branch and bound based algorithm here. The

steps involved in the solution are

e Partitioning of the entire search space into sub spaces: To remove the parts of the
solution space which contain sub-optimal solutions, the entire search space is divided

into sub spaces based on integer partitioning of a number

e Finding bounds for each subspace: For each subspace, upper bound and lower bounds

are calculated.

e Searching for optimal solution: A sequential search is done on the partitions of the

solution search space using branch bound technique.

6.3.1 Partitioning of the Search Space

The partitioning of the search space is done based on “integer partitioning of a number”.
Integer partition of a number [ € N is defined as a way to write the number [ as sum of

two integers. Now, given a set of cloud providers N = {C' P, CP,, ...CP,,}, and a set of
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requests R = {ry, ro, ...7,}, the following steps are used to divide the search space into

subspaces.

o First, make sets out of all the possible distinct integer partitions of the number | V| =
m whose addends are less than or equal to |R| + 1. For example, if the number of

cloud providers are 5, and the requests are 3, then the possible integer partition sets

are {4,1},{3,2},4{3,1,1},and {2, 1, 1, 1}.

e Add zeroes to each set to make it’s size equivalent to | R| 4+ 1. The sets generated for
the example in the previous step, would become like this: {4, 1, 0, 0}, {3, 2,0, 0} ,
{3,1,1,0},and {2, 1, 1, 1}

e Generate all the permutations of the multisets created in the step 2. Each such per-
mutation is considered as a subspace. For example for the multiset {2, 1, 1, 1}, one
of the possible permutation is {1, 2, 1, 1}. This is considered as a representative of
one of the subspaces. The permutation {2, 1, 1, 1} corresponds to assigning 2 cloud
providers to request 1, 1 cloud provider to request 2, and 1 cloud provider to request
3 and 1 cloud provider is not servicing any request. This subspace contains all the
different the federation structures that has 2 cloud providers in the first federation,
one provider in each of the second, third and fourth federations. For example, if
there are 8 cloud providers, {[2, 4], [5], [1], [7]} is one coalition structure that is part
of the {2, 1, 1, 1} subspace. {[3, 5], [4], [6], [2]} is another coalition structure that

is part of the same subspace.

6.3.2 Finding Bounds for Each Subspace

Once the subspaces are formed based on the integer partioning of the number of cloud
providers, bounds for each sub space is calculated as follows. To calculate bounds for each

subspace, let A, = (X C A :|X| = p) and define two functions M and Avg as:

o M(p,r)=MAX{V(C,r): C € A}

e Avg(p,r) = > {VI(C, |7;)1p3| CeA}
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Given those two functions, the bounds for the subspace represented by a multiset permuta-

tion P =< py,ps, ..., P, > can be calculated as follows.
e Upper Bound for the partition represented by P is given by Up = > | M (p;,7;)

e Lower bound for the partition represented by P is given by Lp = Y\, Avg(p;,7;)

6.3.3 Searching for Optimal Solution

The entire solution space is searched by expanding one subspace after another in an ordered
manner. The order of expansion depends on two simple rules. For any two subspaces P;
and P, the subspace with greater upper bound is expanded first, i.e, P; is expanded first if
Up, > Up,. If both the subspaces upper bounds are same, then the subspace with greater
lower bound is expanded first, i.e, P is expanded first if Lp, > Lp,. Using these two
rules order of precedence among the subspaces is established. Based on this order each
partition is searched one by one. After expanding one subspace and finding a solution, all
the remaining subspace whose upper bound is less than the new solution value would be
completely discarded. Only the subspaces whose upper bounds are more than the newly

found value would be considered for expanding next.

6.4 Performance Evaluation

In this section, results of performance evaluation of the proposed solution is presented.

In the simulation set up, we have considered 8 independent cloud providers to par-
ticipate in the federation. The capacities of these cloud providers in terms of number of
servers is generated randomly. Each cloud provider offers 11 types of virtual machines.
The configurations of these virtual machines are the standard values taken from Amazon
EC2 instances. The power consumption model considered for the servers is the VM power
consumption model. The peak power consumption value is taken at 185 kWh, which is a
standard value for a typical data center server. Standard values from amazon EC2 instances
are taken as the prices of each virtual machine type. As an input, we generated 32 requests

from multiple tenants where each request contain many requests for all types of virtual
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Algorithm 6.4 Optimal Federation Structure Generation
Input: A, R, V[C, R|
Output: CS* > Optimal federation structure
1: SP = ¢;
2: L = Set of all possible integer partitioning of the number |A| where the number of
addends is less than |R| + 1

3: foreachset L; € L do

4. if |L;| < |R|+ 1 then

5: Add zeroes to the set L; till |L;| = |R| + 1;
6: end if

7: SP = SPU Multiset — Permutations(L;);
8: end for

9: for p =1tomdo

10: A, = Set of federations whose size is equal to p
11: for j = 1tondo

12: Mp,r;] =max{V(C,r;),C € A,}

13: Avglp, ;| = Avg{V (C,r;),C € A,}

14: end for

15: end for

16: for each permutation P; € SP do

17 Calculate Upper Bound of it’s subspace as Up, = Y " | M (p;,7;);
18: Calculate Lower Bound of it’s subspace as L ]Sj =" Avg(pi,1i);
19: end for

20: UB* = Maz(p,cspy(Up,);

21: LB" = Max¢p,espy(Lp,);

22: SP'=Prune(SP, LB");

23: C’S*:SearchSpace(SP’);

24: return C'S*;

Algorithm 6.5 Prune
Input: SP, LB*
Output: SP' > Reduced Search Space
1. SP'=8P
2: for p € SP' do
3: ifUB, < LB* then
4: SP' = SP'\Py;
5: end if
6: end for
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Algorithm 6.6 Search-Space(SP' )
Input: SP'
Output: OS
1: Give ordering among the subspaces in 5P’ using their upper bounds and lower bounds;
2: Pick a subspace P to expand based on that ordering
3: SP'=SP'\P,; > Remove that subspace from the list of subsapces that need to be
explored
Calculate the optimal value in the search space P, and call it as O P’
if desired level of optimality is achieved then
return OP’;
end if
Prune(SP’, OP);
Search-Space(SP")

e A

machines. The requests are generated such that no provider is able to service all the re-
quests alone. The proposed federation mechanism is compared with two variations of best
fit greedy approach, one that finds the federation for each incoming request immediately
and the other one that waits for a small time to accumulate minimum number of requests
to take decisions.

We have considered the following six parameters to evaluate the proposed solution.
Total profit: It is the sum of all the individual profits of the cloud providers in the federa-
tion. It indicates the social welfare of the federation.

Request service rate: It is the ratio of the requests serviced to the total requests arrived at
the federation broker

Overall utilization: The percentage of capacity utilized for servicing the requests over all
the total available resources of the federation.

Individual profit: The profit obtained by the individual cloud provider. Better individual
profits indicate higher contribution in terms of resources in cloud federations to service the
requests.

Average federation size: Average federation size for servicing the requests indicate the
degree of participation by the cloud providers in federation formation for servicing the re-
quests.

VM Type utilization: It indicates how much percentage of each type of VM resources is

utilized out of the available resources.
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6.4.1 An analysis of the Results

In Figure.6.1 the total profit obtained by the three approaches is depicted. As it can be
observed from the graph, that the proposed solution achieves more than double the profits
when compared with the two variations of the greedy best fit approach. The proposed
solution is achieving very high social welfare as it finds the federation that is good globally

for each request.

Total Profit
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400

300

200

100

Proposed Solution Greedy Best fit -1 Greedy Best fit-2

Figure 6.1: Resource Sharing in Federated Cloud: Total profit

In Figure 6.2 we plot the percentage of requests serviced by the three approaches con-
sidered in the performance evaluation. The proposed solution is servicing 90% of the re-
quests that come to the federation and the request service percentage for greedy best fit-1 is
59 % and greedy best fit-2 is 68%. It is evident that the greedy best fit-2 is servicing more
requests than the greedy first fit-1 as it stalls for a small time epoch to collect minimum
number of requests, however it is achieving significantly less percentage when compared

with the proposed solution.
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Figure 6.2: Resource Sharing in Federated Cloud: Request service percentage

Figure 6.3 gives the overall utilization of the entire federation. It indicates how op-
timally the available federation resources are utilised and as it can be observed from the
graph that overall utilization is very low for greedy best fit-1 and greedy best fit-2 at 0.45
and 0.5 respectively. The proposed solution has achieved 0.84 overall resource utilization

as it serves more requests by selecting the federations optimally.
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Overall utilization
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Figure 6.3: Resource Sharing in Federated Cloud: Overall Utilization

In Figure 6.4, the average federation size for servicing the requests for the three ap-
proaches is plotted. The average federation size is 2.2 for the proposed solution and the
average sizes 1.6 and 1.75 for greedy first fit-1 and greedy first fit-2 respectively. Higher
average federation size indicates higher participation by the cloud providers in federation

formation for servicing the requests.
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Avg federation size
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Figure 6.4: Resource Sharing in Federated Cloud: Average Federation Size

Individual profits of the 8 cloud providers considered are plotted in Figure 6.5. The
individual profits obtained by all the 8 cloud providers except CP3 using the proposed
solution are higher than the profits obtained by the other two approaches. Best fit-1 yielded
better profits for CP3. However, for CP5 and CP7 the profit obtained using best fit-1 is
zero, 1.e., the best fit-1 approach has not utilized any of the resource of CP5 and CP7 to

service the requests.
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B Proposed Solution
B Greedy Best fit -1
| Greedy Best fit-2

CP1 CP2 CP3 CP4 CP5 CP6 CP7Y

100
90
80
2
6
5
4
3
2
1

profit
O © O o o © o

o

Figure 6.5: Resource Sharing in Federated Cloud: Individual Profit

We have also plotted utilization of the available virtual machines for each of their types
in Figure.6.6. All the types of virtual machines are utilized at higher percentages using the
proposed approach. Best fit-1 and Best fit-2 yielded less percentages due to in-effective

formation of the federations for servicing the requests.
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Figure 6.6: Resource Sharing in Federated Cloud: VM Utilization

6.5 Summary

In this chapter, we proposed a mechanism for enhancing the way the resources are pooled
and shared in a federated cloud to service multiple virtual machine requests from the ten-
ants. The federation formation mechanism to service requests from multiple tenants is char-
acterized by a co-operative game. The game fairness is achieved through shapely value and
it is shown that the game is not cohesive, hence grand coalition may not form. So to find
out the optimal federation structure, a novel federation formation mechanism that is based
upon integer partitioning of the number of cloud providers is proposed. Simulation results
demonstrated that the proposed solution outperforms greedy best fit approach in terms of

total profit, individual profit, total utilization, individual utilization and utilization per VM

type.
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Chapter 7

Conclusions and Future Research

Cloud Computing has revolutionized the IT industry with its pay-per-use model of service,
ability to allocate the resources as and when the users require and alleviating them from the
operational issues of the resources. It offers a cost effective and highly scalable approach
for running the applications. The popularity of the cloud is ever increasing resulting in
huge number of customers deploying their workloads, data on to the cloud instead of the
local resources. Due to the growing popularity for cloud services expansive cloud data
centers comprising vast number of servers and storage devices are being built around the
world by cloud providers. However, these cloud data centers consume a massive amount
of energy. Reduction of energy consumed by the data centers is a crucial problem with
respect to energy costs and environmental concerns for the cloud providers. So to address
this key challenge of reducing the energy consumed by cloud data centers, we have defined
four objectives in chapter 1.

In chapter 2, we presented a detailed review of the literature related to energy efficient
resource management. The literature review helped us in identifying research gaps, identi-
fying the objectives and finding suitable models and solutions for the objectives.

Chapter 3 focused on offline version of the problem of joint optimization of energy con-
sumed by server and network elements with intelligent VM and flow consolidation. First
we modelled the joint server and network optimization problem as a mixed integer pro-
gramming problem and then presented a two-phase solution where each phase contains a

ant colony based meta-heuristic solution. A heuristic called affinity quantifying the benefit
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we get in terms of energy saving is proposed as part of the solution. It is demonstrated
through the simulation results that the proposed solution achieves 17 % and 23 % energy
savings when compared with first-fit decreasing heuristic and round robin solutions. The
proposed solution is shown to be scalable with respect to number of applications that need
to be deployed on the data center and it performs well for different types of data center
networks, although it is better suited for 3-tier data center network among others. The pro-
posed solution is suitable to the scenarios where several tenants send requests for reserving
a set of virtual machines in advance to deploy their delay-sensitive applications.

In chapter 4, we addressed the online version of joint optimization of server and net-
work elements energy in cloud computing, where a set of virtual machines are requested
on the go and they are not reserved. The problem is modelled as an mixed integer pro-
gramming problem and two algorithms called best-fit-spectral and least-increase-spectral
are proposed as solutions to the problem. In both of the solutions, spectral graph partition-
ing is applied on the communication graph of the set of virtual machines requested from
a tenant so that groups of virtual machines with high communication are placed on the
physical machines recursively. The simulation results presented in this chapter, show that
the proposed solutions achieve significant energy savings when compared against first-fit
heuristic and are scalable with respect to both the size of the data center and the load on the
data center.

Virtual machine migration is used to achieve opportunistic energy savings by server
consolidation. Scatter-gather migration is a new type of migration that aims at reducing
the eviction time of the migration. In chapter 5, we have defined a new problem called
intermediate node selection problem for energy efficient implementation of scatter-gather
migration. The hardness of the problem is discussed. We have also modelled the prob-
lem with respect to minimizing the eviction time. Then as solutions two greedy solutions
called max-decrease-in-eviction and least-increase-in-energy are proposed for minimizing
the eviction time and energy respectively. Through simulation results it is shown that the
proposed solutions perform better when compared against solutions like random selection,
Farthest Node First and Closest Node Next policies.

In chapter 6, we addressed the problem of energy efficient resource allocation in feder-
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ated cloud. We formulated the federation formation for resource sharing to service the VM
requests as a co-operative game and the properties of fairness and stability of the modelled
game are discussed. Then, we designed a novel federation formation mechanism that is
based upon integer partitioning of the number of cloud providers. The proposed solution
is compared against two variations of best-fit greedy approach and the results showed that
our solution achieves better performance in achieving total profit, individual profit, total

utilization, average federation size and VM utilization.

7.1 Future Directions

As a future work, the research is planned in the following directions.

First, it is planned to extend the work done for the first objective by applying over
commitment approach to it. In VM over commitment, the virtual machines are placed on
to a PM such that cumulative requirements of the VMs placed on the PM is more than its
capacity. It is based on the practical observation that the actual load of any VM would be
less than what it is reserved for, and with a notion that peak loads of all VMs placed on the
PM will not be at the same time.

Second, the ideas of the first work and the second work would be applied for en-
ergy efficient VM placement and communication routing in software defined data center
network(SD-DCN). In SD-DCN, the control plane and data plane are separated and hence
it facilitates better VM flow consolidation, resulting in improved network energy savings.

Third, it is planned to extend the work for the third objective to minimize the excess
bandwidth allocation for the Scatter-Gather migration when compared with normal migra-
tion.

Fourth, we wish to model the problem of intermediate node selection for gang Scatter-
Gather migration and propose heuristics to optimize the objectives energy, eviction time
and excess bandwidth.

The memory contents of the migrated VM are transferred to many intermediates and
then from the intermediates contents are fetched to the destination. A possible extension

of the work is to propose a routing mechanism for Scatter-Gather migration that reduces

128



CHAPTER 7. CONCLUSIONS AND FUTURE RESEARCH Section 7.1

the energy consumed by the networking elements while maintaining a reasonable total

migration time.
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