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Abstract—Google Project Loon (GPL) is a low cost
infrastructure, which is mainly developed to provide Internet
connectivity to the rural and remote areas by building a hybrid
wireless ad-hoc network using Balloon to Balloon
Communication (B2B) and Balloon to Ground Communication
(B2G). In this network, balloons are equipped with wireless
transceivers and placed on stratosphere over the regions, where
Internet connectivity is less. However, the performance of the
network may get reduced due to the presence of faulty balloons.
Here, the balloons are faulty due to damage of the balloon, out
of range, hardware or software faults. In this work, a fault
detection based routing scheme is proposed, where the node
(user/balloon) while selects a forwarder node, checks the fault
status of that node in its local database. If the node is faulty, it
selects another forwarder and sends data to the destination in a
shortest time. The performance of the proposed scheme over the
loon project is evaluated using simulations. From the
simulations, it is observed that the data should be forwarded in
a fault free path for reliable communication between the user
and the Internet Service Provider (ISP).

Index Terms—Google Project Loon, Fault Detection, Balloon
to Balloon Communication, Balloon to Ground
Communication, Internet Service Provider.

I. INTRODUCTION

Currently, the Internet is a need for the people to connect
globally. According to the reports provided by the Google
[1], only two thirds of the people in this world use Internet
connection. To solve this issue, Google developed a project
in 2013 to provide high speed Internet to the remote areas,
where reliable Internet connectivity lacks [1]. In disaster
situation also, the telecommunication infrastructure gets
damaged, which creates problems for the users to connect the
Internet. In this situation, Google Project Loon (GPL) [1-17]
works well by providing infrastructure to access the Internet.
The main concept of the project is that balloons are flying in
the stratosphere and they are connected wirelessly. They can
connect to a user as well as the Internet Service Provider
(ISP). When a user from a rural area wants to access Internet,
it sends the request message through the balloon network to
the ISP. Then the ISP provides the Internet service by sending
the requested packets to the users.

The main problem with the GPL is that the balloons may
get damaged due to battery life dead, hardware fault, software
fault and out of range. If these conditions arise, then the
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communication may get affected due to a faulty node
(balloon) in the network. The solution to this condition is that
while forwarding the data to the next forwarder node the
current status of the node should be checked by the source
node in its local database. If the node is faulty, then another
path should be chosen for reliable communication.

The main contributions of this paper are stated as follows.

(1) A fault detection based routing scheme is proposed,
which detects the faulty balloons in the network and sends the
data in a short time using a fault free path.

(2) The fault status of a balloon is periodically updated in
the local database of other balloons in the communication
range.

(3) The performance of the proposed scheme is compared
with a shortest path routing scheme. From the simulation
results, it is observed that the proposed fault tolerant routing
scheme performs better in terms of end to end delay,
detection accuracy and false alarm rate.

The rest of the paper is organized as follows. Section II
presents the related works. Section III presents the proposed
fault tolerant routing scheme. Section IV presents the
simulation and results. Section V concludes this work.

II. RELATED WORK

Many ideas have been proposed after GPL is developed.
Facebook Drones [1] are developed by Facebook to compete
the loon balloons. The drones can fly for more time with high
Internet speed and cover more areas. However, it requires
expensive parts to setup. The security and privacy are also an
important concern in drones. Many routing protocols have
been also proposed to send data in a fault free path by
knowing the status of the wireless nodes [18-27]. However,
from the literature survey, we found that no such work has
been done in the area, where the nodes are flying in the
stratosphere. Moreover, very less work has been done in the
fault management of balloons. Therefore, as Internet
connectivity requires high speed, the data should travel in a
reliable path to deliver the request of the users at a shortest
time, so that they can receive the data packets from the ISP in
an easier and faster manner.
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Fig. 1. Proposed system model for the fault detection based routing scheme (B: balloon, F: faulty and NF: not faulty).

III. PROPOSED ROUTING SCHEME

This section describes about the network model, fault model
and working of the proposed scheme. The network model
describes about the network topology and the connectivity
between the balloons. The fault model describes about the
fault behavior of the balloons. The working section describes
about the proposed routing mechanism in the balloon
network.

A. Network Model

The balloons, in the network, are placed at the stratosphere
over the desired location. The balloon has a wireless
transceiver for connecting with other balloons or ISP or user
in an ad-hoc manner. It also consists of solar panels for
charging the batteries. The batteries are connected to the
controller unit for power supply. The controller unit is
connected to a GPS (global positioning system). A balloon
beacons its position at a particular interval of time. The
balloon in the communication range stores the position of that
balloon. The balloons can be controlled to left or right
direction by filling and releasing air. As the air in stratosphere
moves in two different directions, if the balloon is moved up,
then it moves in the left direction and if it is moved down,
then it moves in the right direction. This is performed by the
controlling unit. The location of the balloons is known to the
project loon handler by receiving signals from the balloons.
The balloons are connected to each other in ad-hoc fashion.
The balloons, which are in communication range, can be
connected to each other and they can send/receive data.

B. Fault Model

The balloon may get faulty due to many reasons, such as
out of the communication range, hardware fault, software
fault and balloon damages. In this model, if a balloon is
faulty, then the other balloons in the communication range

could not receive any beacon messages, which they receive
periodically. The fault status of the neighbor faulty balloon is
shown by F: faulty, else NF: not faulty with probability 1.

However, if it receives beacons after some time from a
neighbor node, then it can set the fault status to F/NF with a
probability of 0.5.

C. Working of Routing Mechanism

From the Fig. 1, it is observed that a balloon network is set
at the stratosphere to explain the proposed routing scheme.
The network consists of six balloon nodes, namely B1, B2,
B3, B4, B5 and B6, where BS is a faulty node in the network.
A user requests to access high speed Internet through the
balloon network by sending a request message from the
specialized antenna. The message is first received at the Bl
node. The B1 nodes check the neighbor table shown in Table
I to find its neighbors in the network. It finds B2 and B4 are
the neighbors. Then it checks whether they are fault free or
not from its fault status table shown in Table II. If the nodes
are fault free, then it finds the fault free node which is farther
in the network by using the Euclidean distance D shown in

Eq. (1).

D=sqri((x2 —x1)2+ (32 —y1)? + (22 - z1)?) (D)

Then the data is forwarded to the farthest node in the
network using Eq. (2).

Next of B =max(Dp2, Dpa) (2)

This process continues until it reaches to the ISP. From this
example, the message is forwarded through
USER-B1-B4-B3-B6-ISP. The node BS5 is not chosen as it is
faulty. Algorithm 1 (Fig. 2) shows the proposed routing



mechanism.

TABLEI. NEIGHBOR NODE STATUS IN COMMUNICATION
RANGE
Bl | B2 | B3 | B4 | BS | B6
Bl | O 1 0 1 010
B2 | 1 0 1 1 010
B3 | 0 1 0 1 1 1
B4 | 1 1 1 0 1 0
BS| 0 | 0 1 1 0 1
B6| 0 | O 1 0 1 0

TABLE II. FAULTY NODE STATUS IN COMMUNICATION
RANGE (F: FAULTY, NF: NOT FAULTY)

Bl | B2 | B3 | B4 B6
Bl | 0 |[NF| 0 |[NF| O 0
B2 |NF| 0 |NF|NF| 0 0
B3| 0 |NF| 0 | NF| F | NF
B4 | NF|NF|NF| 0 | F | O
BS| 0O 0 | NF|NF| 0 | NF
B6 | 0 0O |[NF| O | F| O

Algorithm: Item-Oriented CF (ICF)
Input: 1) Node id
2) Node coordinate
3) Faulty node status
4) Not faulty node status
5) n: number of balloons
Output: 1) Detection accuracy

for k = user:ISP
user = nearer B // sends request message
B finds next of B // Eq. (2)
10. B = next of B // sends request message
11. endfor
12. Delay = (td + pd + qd + pd)a1 —n2 +
(td + pd + qd + pd)nr -3+
(¢d + pd + qd + prd)mn-1 —mn
// td: transmission delay, pd: propagation delay,
qt: queuing delay, prd: processing delay
13. Detection Accuracy = Number of faulty nodes
detected / Total number of faulty nodes

2) Delay
1. fori=1:n
2. forj=1:n
3. Find D; .; matrix
4. Find fault status matrix
5. endfor
6. endfor
7.
8.
9.

Fig. 2. Fault detection based routing scheme.

IV. SIMULATION AND RESULTS

The performance of the proposed scheme is evaluated by
running simulation in MATLAB R2015b. The proposed
method is compared with a shortest path routing scheme. The
performance is evaluated by considering the following
parameters, namely fault detection accuracy, end to end delay
and false alarm rate. The number of balloons taken in the
simulation is 40. The source node is taken as 1 and the
destination node is taken as 1. The simulation is performed in
a 3-D three dimensional area of size 100 m X 100 m x 100m
(length (/) x breadth (b) x height (%)). The 3-D coordinates of

the balloons are randomly deployed in this area. The request
packet size is considered to be 100 bytes. The data sending
rate is 3 Mbps. The balloon, which is farthest in the
communication range, is selected as the next forwarder node.
The number of faulty nodes is varied for the performance
evaluation. The simulation is carried out for 10 simulation
runs and the average data is considered for evaluation. The
source and the destination nodes are randomly selected. The
simulation parameters are shown in Table III.

TABLE III. SIMULATION PARAMETERS AND THEIR VALUES

Sl. No. Parameter Values
1 Number of balloons 40
2 Source (user node) 1
3 Destination (ISP node) 1
4 Faulty balloons with 5% t0 25% of n
probability 1 or 0.5
5 Data rate 3 Mbps
6 Message request size 100 bytes
7 Simulation area (I X b x k) | 100 x 100 x 100
8 Number of simulation runs 10
9 Communication range 20m
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Fig. 3. Comparison of end to end delay (x-axis indicates
faulty balloons percentage and y-axis indicates delay in
seconds).

Fig. 3 shows the end to end delay comparison for the
existing shortest path method and the proposed fault tolerant
routing method. From the figure, it is observed that the
shortest path method is not able to deliver the request
message to the ISP node, when the faulty balloons in the
network increase (15% to 25%). The shortest path routing
method is unable to deliver the message, because when the
data is sent to the forwarder, the forwarder node is dead and
we assume that if a node is faulty, then from that route the
data is not delivered.
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Fig. 4. Comparison of detection accuracy rate (x-axis
indicates faulty balloons percentage and y-axis indicates fault
detection accuracy between 0 and 1).

From Fig. 4, it is observed that when the fault percentage
of balloons is 5%-20%, then the detection accuracy of the
proposed routing scheme is 100%, whereas when the fault
percentage is 25%, the detection accuracy is 90%, because
the data is forwarded through those 10% nodes, which has
fault probability of 0.5. The shortest path routing scheme has
no fault detection mechanism. Therefore, the detection
accuracy is zero.
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Fig. 5. Comparison of false alarm rate (x-axis indicates
faulty balloons percentage and y-axis indicates fault alarm
rate between 0 and 1).

From Fig. 5, it is observed that when the fault percentage
of balloons is 5%-20%, then the false alarm rate of the
proposed routing scheme is zero, because all the nodes are
correctly detected. However, when the fault percentage is
25%, the false alarm rate is 10%, because the data may be
sent through those 10% nodes which has fault probability of
0.5. The shortest path routing scheme has no fault detection
mechanism. Therefore, the false alarm rate is zero. From the
above two schemes, it is better to use the fault tolerant routing
scheme by sending data (request message) in a fault free path.

V. CONCLUSION

In this work, a fault detection based routing scheme has
been presented to send the data in fault free path. The
performance of the proposed scheme over the loon project
was evaluated using the simulations. From the simulation, it
was observed that the data is forwarded to the ISP in a fault
free path with high detection accuracy and in a shortest time.
The comparison results have shown that the shortest path
algorithm with no fault detection mechanism fails to deliver

the data. This routing scheme will be a better routing method
to send data in the fastest manner.
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