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Abstract— The intermittency in the renewable energy sources
output power, along with the system and load perturbations in
the standalone multi-microgrid results in large frequency
deviations. The traditional PI/PID controller is unable to provide
the acceptable performance for the operating conditions as
mentioned above. To address this problem, this paper suggests an
efficient load frequency controller for the frequency control of a
microgrid (MG). In this proposed controller, the parameters of
PID controllers are fine-tuned by using grasshopper optimization
algorithm (GOA). In the proposed strategy, diesel engine
generators (DEGs) and redox flow batteries (RFBs) are
responsible for balancing the generation and load in the hybrid
microgrid system. The proposed controller is executed on an
autonomous 2-area hybrid microgrid test system, under various
parametric and systemic disturbances. Finally, the superiority of
the proposed controller is alleviated concerning error reduction,
settling time and overshoot by comparing with various techniques
available in the literature.

Keywords—frequency control, robust controller, two-area
microgrid, RFBs, grasshopper optimization algorithm.

Symbols
Afy, Afy Frequency deviation in the areal, area2
M, M, The inertia of the areal,area2
Dy, D, Damping coefficient of the areal,area2
Ur1, Ur, Command signal to the governor in areal, area2

APpiG1, APpeg Change in diesel engine generator output in

areal ,area2

4P, Solar radiation changes

APpy Steady-state changes in the solar power output
APy, Wind power changes

APwre Wind turbine generator output

R—ll, R—12 Droop characteristics of areal ,area2
APyig 12 Tie power deviations between area 1&2
B1, B2 Frequency bias factors of areal, area2
T, T, DEG speed governor time constants

T3 Diesel engine time constant

aY Change in the valve position

APgrp Change in the output power of the RFB
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Krrp Droop gain of RFB

Tai Conversion delay time constant

Xik Position of it" grasshopper in j iteration

Npop Population Size

S; Social interaction of the i*" grasshopper

G; ith grasshopper Gravity force

A; Wind deviation

T,72,13 Random numbers between O - 1

Dy; The distance between the " and j** grasshopper

D, Unit vector from the i** and j™grasshopper

G Gravity constant

u Drift constant

ew ég Unit vector in the direction of the wind & ground

A Adaptation factor

Amin,» Amax Acceleration factor min and max limits

d Search dimension

T, Value of the d* dimension in the target

Tsim Simulation time

Kp, K|, Kp Gains of the proportional, integral and derivative
controllers

I. INTRODUCTION

The increasing need for electrical energy to remote locations
like islands & rural areas from the main grid is becoming
complicated, costly and environmentally hazardous. An
autonomous microgrid (MG) is a reliable and efficient solution
for such problems. Many countries like China, South Africa,
Japan, et al. installed MGs successfully for providing electrical
energy to the remote locations [1-2]. The MG, which
comprises various RES and energy storage systems (ESSs)
drags the considerable attention of various companies and
researchers. Due to uncertainty in the RES output, the
importance of various ESSs in MG is justified by several
authors[3-5].

Due to intermittency in the RES output power, low system
inertia along with significant changes in the load, MG
experiences the large frequency deviations and loses its
stability. The above factors reveal that MG frequency control
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in autonomous mode is difficult than in grid-connected mode
[6]. Therefore, the MG requires efficient and intelligent
controllers to control the frequency within the tolerable limits.

Similar to conventional power sources, LFC for MG is done
with various control levels are proposed by several authors [7-
20].In [7-10], the authors proposed various ESSs based
approaches for primary frequency control of MG. In this
primary level, DEG droop settings try to arrest the frequency
deviations at the initial stage, but it doesn’t stabilize the
system to a new set point. For this, a supplementary control
action is required which is known as secondary frequency
control (SFC).

The typical control strategy for the SFC problem is injecting
a restorative signal to governor summing point using fixed
gain PI/PID controllers[11]. However, conventional controller
fails to keep frequency variations within acceptable limits
because of high nonlinear nature of various sources, loads and
with low system inertia. From past few years, several
researchers proposed various meta-heuristic techniques to
optimize the PID controller of the MG. In [6&12], the authors
proposed u synthesis & H-cobased frequency controllers for
MG frequency control. Besides, several authors proposed with
various soft computing techniques for the frequency control of
MG such as ANN based controller[13], fuzzy logic based
controllers[14-16]. In[17-25], the authors proposed various
meta-heuristic techniques to tune the parameters of the PID
controller for the frequency control of MG. In[17] GA based
technique, in [18] BBO technique, in [19] QOHS technique,
in [20] GWO technique, in [21] SSO technique etc.

In previous techniques[17,19,21], authors incorporated
individual controllers for each source (i.e., for diesel engine
generator, fuel cell, battery etc). The drawback of this is the
number of variables to optimize is increasing. In this paper, an
efficient, coordinated strategy is proposed between diesel
engine generators (DEGs) and redox flow batteries(RFBs) to
reduce the frequency deviations in the MG. The first
application of grasshopper optimization (GOA) was developed
to tune the PID controller parameters. The primary goal of this
work is to demonstrate the efficiency and robustness of the
suggested GOA optimized PID controller in an autonomous
MG with all possible uncertainties (i.e., load changes,
renewable power uncertainties and parametric uncertainties).
Finally, simulation results are compared with some recent and
standard optimization techniques available in the literature.

II. MODELLING OF TWO-AREA HYBRID MG

Fig.1 shows the linearized model of the two-area
autonomous hybrid MG, which comprises of DEG, RFB,
WTG, PV, and Load[14,21]. The necessary MG parameters
for simulation are given in the appendix. The detailed
modeling of each component is explained in the subsequent
sections.

The frequency deviations in each area of MG can be expressed
as:

_ 1
Mys+Dq

Afl (APDEGl +APWF_APRFB _ﬁlAfl _APLl)

1
Af, = M(APDEGZ + APpy — APgpg — BoAf; — AP3) @
Where, APy, 1, is defined as:
T,
APn’e,n:%(Aﬁ — Afy)and APy p1=—APye 12 (2)

In the interconnected MG, the objective is to restore the
generation-load balance in each area by minimizing the area
control error (ACE) to tolerable limits (ideally ACE=0). The
ACE of each area is defined as:

ACEy = Afy + APy 12

ACE, = Afy + APyie 3)
Finally, the controller output applied to the governor for power
balance is expressed as:

Uy, = K,ACE; + ?ACEL- + K * (SACE;) wherei=12 @
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Fig. 1 Block diagram of two area model

A. DEG modeling

DEG is responsible to maintain the generation-load balance
in an MG, by supplying the deficient power to the load based
on RES output.Fig.2 depicts the linearized model of DEG
[22]. Speed governor adjusts the valve position based on the
command signal (Uy) from the controller, AY is the change in
the valve position.

1

Controller ’_2,%”.2””}”2)”

Secondary
controller

Speed Governing
Mechanism

Fig.2 Block diagram of DEG model

B. Wind turbine generator (WTG) modelling

The WTG output power depends upon the wind speed,
which is random by nature. The mechanical power output of
the windmill (Py,) is expressed as[23]:

Pu=3Cy (A, B)pVi A ()

here 'p' is air density, 'V, is the wind velocity, ‘A’ is swept the
area, ‘C,’ is power coefficient The C, can be expressed as[23]:

116 _
Cy (1 B) = 0.22(— == 5 = 0.4)exp 125y
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In this work GAMESA company WTG is used [25].In this
study, windmill output power (P, ) data is collected at
different wind speeds(V},) and, by using curve fitting technique
an equation for output power of windmill is developed in
terms of wind speed(V},).The output power of WTG (Py,) can
be expressed as[25]:

Viatea < Viw < Veutour
Veutin < Viw < Vygtea (10)

Pratedr
Py =
0.0013V8 — 0.046V,$ + 0.33V# + 3.68V3 — 512 + 2.33V,, + 366, else

Here, the small signal stability analysis is to be performed. So,
a change in wind power ((A Py )) is needed.The A Py is
obtained by differentiating Eq.(10), which is expressed as:

0, Viatea < Viw < Veutout
APy = 0, Veutin < Vi < Vratea (11)
0.0078Y5 — 0.23* + 1.323 + 11.04Y2 — 102V, + 2.33, else

Finally, to accommodate the all conversion delays in the WTG
a first order transport delay is introduced in the system.
Finally, the WTG output power can be expressed as[14]:

APwrG — 1 (1 2)
APy, 1+sTwrg

C. PV model

PV array consists of multiple modules in parallel and series
combination. The number of modules in parallel and series
depends on the required current and voltage of the array. The
voltage to the current relation in PV system is nonlinear. The
PV array output power varies due to either change in load
current (or) solar radiation. For this frequency regulation
study, it is considered that the PV power varies only due to
solar radiations. The mathematical model of PV array is
expressed as[14]:

aPpy 1
4Py, 14sTpy

TFpy =

(13)

D. Redox Flow Batteries (RFB) modeling

Conventional frequency regulation units like DEG responds
slowly for frequency deviations. The slow action is due to
large time constants involves in the DEG response. For abrupt
changes in the RES output and load, the DEG may not
accommodate the changes rapidly[6]. To overcome this, an
efficient ESS is needed, and RFB is the most suitable one for
such a scenario. The RFBs have the advantage of fast-acting
capability, easy maintenance and recharge ability compared to
other ESSs [25]. Fig.3 depicts the transfer function model of
RFB [20].The expression for the instantaneous change in RFB
power according to controller command can be expressed as:

(;) - set value (14)

1+sTg;

APgpp = ([Uf * KRFB] - [ Xri ]) *

1+5Ty;

Set value

ACE; APgrers

1
Tais+1

Usi

Krrs

T.s+1
Fig.3 The control structure of RFB

III. TUNING OF PID CONTROLLER THROUGH GOA

In recent years, nature-inspired heuristic optimization
algorithms have become more popular in solving complex
mathematical and engineering problems. Many of these
algorithms are derived from the swarm behavior occurring in
nature. One such recent algorithm, which mimics the nature of
swarm of grasshoppers is grasshopper optimization algorithm
developed by mirjali et al. in 2017 [26].

Grasshoppers are considered as pests since they possess a
threat to farming crops and agriculture. They mostly love
individual lives but join in to form large swarms to eat away
the crops and cause devastation. The swarm size may be of a
mainland scale and a nightmare for farmers. Grasshoppers
show swarm behavior in 2 stages of their life. First in the
nymph stage and then in adulthood. In nymph stage millions
of nymphs join together, jump and roll like cylinders to move.
While in adulthood they develop wings. So they can fly in the
air as well as jump at longer distances than in the nymph stage.
In bio-inspired algorithms, the search process is divided
mainly into exploration and exploitation. In the first stage, the
search agents are encouraged to move abruptly, and in the
second stage, they tend to move locally in the search space.
The grasshopper swarms in the adulthood move abruptly over
vast distances by flying leading to exploration characteristic.
While in nymph mode they move slowly with small steps
leading to exploitation of search space. All these while seeking
the food source which is the primary requirement. This
behavior is used to make a mathematical model shown as
follows:
Like all heuristic techniques, the initialization of the
population for the first iteration as follows:

Xio=1b+ randomno(l,Npop) * (ub — Ib) (15)

For the next iteration, the position of the i** particle in the k"
iteration is modified based on the equation [27]:

Xix =118 + 1,6, + 134; (16)
Where,
S = X2 s(Dy). Dy, am

The s function denotes the social forces, which can be
calculated as [27,28] :

Xi=Xj

s(Dy;) = 0.5¢™u (e’% —1);6= —6.6;; A= u.: D, =

(18)

Dij

To maintain the balance between exploitation and exploration
an adaptation factor (A) is introduced as follows :
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deviations in the two areas and tie-line power flow deviations
A=Amax—k.% (199  are shown in Fig.5 (a),(b) & (c).The ITAE of the inter-
. connected system with various techniques for scenario 2 are
A modified version of A —factor to solve optimization given in Table 1.
problems is given as:

—0.025¢ : ) [—Load Fluctuation
A% =A (Z?’ff]ziA.@.s(DU).[/),\]) +T, (20) g_ ' Wind Power

B 0.02f F [—Solar Radiation
The GOA technique was tested with 30 benchmark functions, %0.015 J
and supremacy of GOA is exhibited by comparing with some <
standard and powerful techniques available in the literature @ 0.01 i
such as GA, DE, PSO, FA, CS, FPA, SMS, BFO[28]. Due to E’O 005 i:
its tremendous merits such as simplicity, easy implementation g
structure, less number of controlling parameters compared to 2 0 4 . - -
other techniques and fast convergence characteristics, GOA L 198 ?i(r)r?e (sec) %0 0

technique applied successfully to various fields of engineering
problems[26-28]. By accounting all these advantages, in this @)
work, GOA technique is opted to optimize the PID controller.

o
o
5

SSO optimized PID controller(21]
Proposed GOA optimized PID controller]
—Conventional PID

The objective of LFC is to keep frequency deviation and
power tie line deviations minimum or zero. Hence, integral-of-
the-time absolute error (ITAE) is selected as fitness
function(FF). which is to be minimized with the help of PID
gains as variables

0.02

Frequency Deviations(Hz)
o

Minimize(FF)= Min {f, ™ t.(|Af;| + |Af,| + |APue 12]). d} 1)

0 50 100 150 200 250 300 350 400 450
Subjected to limits of PID gains as: Time (sec)

KM < Kppa < Koo 22) ®)

IV. RESULTS AND DISCUSSIONS Fig.4 (a) multiple disturbances in MG (b) frequency deviations in MG with
In order to demonstrate the effectiveness of suggested the single area alone

control strategy, a time-domain simulations are carried out
with the test system as shown in the Fig.1 by using
MATLAB/SIMULINK software. A comparative study of four
controllers i.e. GOA tuned PID controller, SSO tuned PID
controller, GA tuned PID controller & classical PID
controller are carried out in presence of APy, APwp, AP, as
disturbances. Finally, superiority and robustness of the GOA
tuned PID controller is demonstrated under various scenarios.

-0.0825 \/ —GAPID[17]
-0.05} -0.083 —ss0-PID [21]]
0.05 —GOA-PID

-0.0835

Frequency Deviations (Hz)

55 56 57
. 0.1 v . ’
Scenario 1 0 10 20 30 40 50
Time (sec)

In this scenario, the only single area is considered. The
primary aim of this scenario is to show how the conventional
PID controller fail to stabilize the frequency deviations when
all possible uncertainties (i.e., APL, APWP, AP¢) happens
concurrently. Fig.4 shows the frequency deviations in a single
area with three controllers.

From this scenario, it is clear that the conventional PID

()

Frequency Deviations (Hz)

controller fails to stabilize the frequency deviations when all

uncertainties happen simultaneously. However, rest of the ZSQ;,"_QQQH 1
controllers providing the acceptable performance hence, these [~GOA-PID
controllers are considered as robust controllers. 52 {84 8p0

Scenario 2 015 10 20 30 20 50
In this scenario, a step load disturbance of 0.1 p.u is Time (sec)

considered at t=5 seconds in the areal.The frequency ®)
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Fig.5 a), b) frequency deviations in areal & 2 c)tie-line power flow deviation

Table 1 Performance indices with various controllers in two-area MG

Performance indices
Area 1 Area 2 Tl:g\?;gsrer
Methods Peak Settlin Peak Settli Peak Settlin
Unders Time Unders ng Unders g Time
hoot g(sec) hoot Time hoot (sec)
(Hz) (Hz) (sec) (MW)
G‘[*l'%m 009875 | 33 | ooses | 3O | 00403 | 26
SSS‘SID 0084 | 245 | o076 | 27 | 0036 | I8
GOA-PID 0.0832 19 0.0741 20 0.0342 13

The optimal gains of the PID controller with various
optimization techniques are given in Table2.

Table 2 Optimized PID parameters with various controllers

Optimized PID Optimized PID parameters
Methods parameters (Areal) (Area2)
Kp KI KD Kp KI KD
G’?l_%m 3.231 2.4032 5 27613 | 0.3081 | 3.5061
SSO- 4.7781 | 09741 | 3.60 | 3.0540 | 0.5877 | 2.9625
PID [21] ) i i ) i i
Ggg_ 4.9 0.844 | 299 | 0.7189 0.09 4.5494

From the results, it is evident that proposed GOA-PID
controller improves the dynamic response of the system
effectively compared to GA-PID & SSO-PID. Form this
scenario, it is clear that SSO-PID controller providing better
response compared to GA-PID controller.To get a better view
of results, best of two in three controllers i.e. GOA-PID, SSO-
PID controllers are considered for the next scenario.

Scenario 3

The aim of this scenario is to show the robustness of proposed
controller with parametric uncertainties [40 % reduction in H
& D] along with multiple step loads and random wind power
changes in area-1, solar power changes in area-2.The load
disturbances, wind and solar power changes are taken as
shown in Fig.4(a). The corresponding frequency deviations in
area 1, area 2 and tie-line power deviations are shown in Fig.6
(d),(e) & (f). The ITAE performance index for different
scenarios with four controllers are given in Table 3.

E 0.01 T T - - - - - -
= SSO-PID [14]
@ GOA-PID
_5 0.005F 1
kS
@ 1
3 0
>
Q
(5
-0.005
o
@
I

0.01 H A i " ; " i i

0 50 100 150 200 250 300 350 400 450
Time (sec)
(@)
-3
x10

§\10 T

= SSO-PID [14]

2 GOA-PID

9o 5r 1

©

>

[0

S

>

Q

c

g

o -5 1

2

LL 1 L L 1 A1 1 ' 1

0 50 100 150 200 250 300
Time (sec)

(b)

350 400 450

%10

w

SSO-PID [21]
GOA-PID

Tie-line Power Deviations (p.u)
&n o

150 200 250 300 350 400 450
Time (sec)
(©)
Fig.6 (a), (b) frequency deviations in area-1 & area-2, (c) tie-line power flow
deviations between area-1 & area-2

50 100

o

Table 3 Performance index for different scenarios

Scenario Conventional GA-PID SSO-PID GOA-PID
PID [17] [21]

Scenario Unstable 0.000563 0.000471 0.000396
1

Scenario 1.2*10"-4 6.2%107-5 | 5.15%107-5 | 4.9%107-5
2

Scenario Unstable 0.00158 0.00103 0.000962
3

From the three scenarios, simulation results reveal that the
proposed GOA-PID controller is providing superior
performance than other two controllers. Diversity in load, high
uncertainty in renewable generation and complexity in
functionality makes frequency control of autonomous MG is
more complex. As shown in the results, the conventional
controller fails to meet frequency limitations. From the above
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results, it is evident that the robust frequency controller like
proposed GOA-PID may be an inevitable solution for MGs
and it may also be suitable for modern power grids.

V. CONCLUSION

In this paper, the first application of GOA technique is
attempted to tune the parameters of the PID controller for
frequency control of an MG. In practice, classical PID
controller unable to provide the stable performance in the
presence of multi uncertainties. With concern to this, the GOA-
PID controller is tuned in a way to reduce the frequency
deviations as much as possible. Three critical scenarios are
considered to highlight the superiority and robustness of the
proposed controller. From the results, it is evident that the
proposed strategy improved the system response concerning
error reduction, settling time and overshoot in comparison with
the other methods available in the literature.

Appendix
MG Parameters
M;,M»=0.1667,D;,D>(puMW/s)=0.01,B,,B>(puMW/s)=0.4216,

Ry, Ry(Hz/puMW)=2.4,Kwrc,Kpv=1,Ti(sec)=0.025,T>(sec)=2, Tx(sec)=3,
Twis(sec)=2, Tpy(sec)=1.5, Ty, (puMW)=0.707.

RFB Parameters
Kprg = 0.5, T;(sec)=0.05, T.(sec) = 1.8, K, =1
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