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Abstract

Atomic clocks with superior frequency accuracy and stability are essential for timekeeping
applications. The application of clocks in satellite navigation demands the accurate
predictability of clock behaviour and their utility in space necessitates miniaturization.
Coherent population trapping (CPT) is a promising technique for developing miniaturized
atomic clocks. Two main objectives are pursued in this thesis. The first objective is to
investigate the characteristics of CPT resonance and derive optimum operating parameters as
well as system configuration for improved frequency stability of CPT based atomic clock. The
second one is the real-time characterization of on-board clock behaviour and development of
optimum timekeeping methodology to ensure uninterrupted navigation service to the user.

An experimental investigation is carried out to study and optimize CPT resonance
characteristics (quality figure and frequency shift) with respect to critical parameters such as
dimension of Rubidium vapor cell, laser intensity, cell temperature, Radio Frequency (RF)
power, buffer gas species and pressure inside the vapor cell. A theoretical model based on four-
level atomic system is developed to understand the laser-atom dynamics that governs the CPT
phenomena in alkali atoms. A new empirical parameter is introduced in the model to account
for the influence of cell size on resonance characteristics. Designed and implemented a
methodology to solve the differential equation governing four level atomic system through the
utilization of Runge-Kutta 4™ order numerical integration method. Theoretical computation of
quality figure is carried out for cells with different dimensions, buffer gas pressures,
temperatures and compared with the experimental results. The outcome of this study helped in
deriving optimum operating parameters and system configuration in order to achieve enhanced
frequency stability of CPT based atomic clocks.

The performance of atomic clocks used in navigation satellites plays a crucial role in
providing the desired position accuracy for navigation users. Continuous monitoring and real -
time characterization of these clocks are necessary to provide uninterrupted navigation service
to the users. In this regard, designed and developed a scheme for characterization and
continuous monitoring of on-board clocks using one-way carrier phase measurements to
sensitively detect the on-board clock anomalies. Devised and developed a single algorithm that
detects anomalies present in the clock data. The characterization scheme developed in this
study enables the timely generation and up-linking of clock correction parameters to ensure the

user position accuracy within the specification.




In each navigation satellite, satellite clock offset is allowed to accumulate only up to the
pre-allocated broadcast limit beyond which the range measurements are unreliable owing to
significant error in user position. Hence, the clock offset needs to be maintained within the
given broadcast limit, which is referred to as satellite timekeeping. A timekeeping methodology
is established to maintain the satellite time optimally within the allocated broadcast limit. New
mathematical model is derived to compute optimal frequency offset correction that provides
maximum time interval between the two successive corrections to maintain the satellite clock
offset always within the broadcast limit. The developed methodology facilitates the seamless

navigation service to the user.
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Chapter-1 Precision Timekeeping and Satellite Navigation

Chapter-1

Precision Timekeeping and Satellite Navigation

Time is an integral part of daily life, which enables the systematic execution of activities
falling in the interval from nanoseconds to years. Time is one of the fundamental physical
quantities, with second as the S.I. unit. In general, the time is realized by counting the
systematic oscillations. A clock is a device that counts these oscillations and displays the time.
Figure 1.1 shows the typical mechanism of a clock. In a clock, an oscillator, known as resonator
which is driven by an energy source, undergoes periodic motion that nearly repeats at a constant
rate. The time interval between two successive oscillations is known as the time period. The
number of oscillations made by the resonator in one second is known as the resonance
frequency (vo) of oscillator. The counter increments time based on the cumulative number of
oscillations. However, the time provided by a clock purely depends on the consistency of
oscillator’s frequency, i.e., ability to produce the same number of oscillations per unit time

over a prolonged interval which is termed as stability of the oscillator.

Oscillator Counter Time
Accumulated
> number of »12:08:04
oscillations

Figure 1.1: Basic block diagram of a clock containing an oscillator, counter and display of time.

A reliable and stable clock can be realized by designing a system whose frequency of
oscillation is not perturbed by environmental as well as operating conditions [1]. Depending
on the type of frequency source, the clocks can be categorized as natural clocks and man-made

clocks.
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1.1 Evolution of timekeeping methods

In nature, there are different types of oscillators that produce periodic motions which we
observe daily - for example, the movements of the Sun, Moon, and Stars. The Earth’s rotation
around its axis provides the measurement of day, and its revolution around the Sun provides
year. Similarly, the revolution of moon around the Earth provides measurement of month. The
earliest device (around 3000 B.C.) to measure the time was based on a shadow clock where the
shadow of a vertical straight pole (called a gnomon) changes with the movement of Sun from
sunrise to sunset and repeats daily, later developed as sundial [2], [3]. In a sundial, a vertical
pole is fixed on a horizontal plane where the different sub-divisions of the day are marked.
However, sundials cannot be used in the absence of Sun, i.e., during nights and cloudy weather.

Egyptians developed water clocks in 2000 B.C., the earliest non-astronomical devices. The
water clock measures the time based on water level in a conical stone vessel containing a small
hole through which water escapes slowly. The side of the vessel is marked with a uniform
scale. The assumption made for using water clocks was that the water flow rate is constant.
However, this flow rate depends on pressure and the viscosity of water, which changes with
depth and temperature, respectively [3], [4]. Over time, some improvements were made to the
design of water clocks to improve the accuracy. Since the time measured using water clock is
not absolute, it had to be calibrated with time based on astronomical observations. Another
device based on material flow through a small hole is the hourglass, where sand is used as flow
material. Hourglasses were mainly used to determine a fixed interval of time.

The pendulum clock was invented in 1656 by Huygens, where time is measured based on
oscillations made by a pendulum. The pendulum is a pivoted or suspended object via a string
that swings freely. The pendulum clock cannot be used as a reliable time reference because its
time period of oscillation depends on gravity, which varies with location on Earth. The time
period of oscillations of the pendulum also depends on air resistance (drag) which in turn
depends on atmospheric pressure. The performance of the pendulum clock was further
improved with the modified design containing an anchor escapement [4]. The pendulum clock
was an accurate time-keeping device until the development of crystal oscillator based clock in
1927.

A significant improvement in time measurement with accurate frequency was realized with
the invention of quartz crystal oscillator. Quartz is a crystal that has excellent elastic properties
with low internal friction. It exhibits a piezoelectric effect in which a pressure applied along a

particular direction produces electric polarization proportional to the applied pressure. Thus,
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the mechanical vibrations in the crystal produce an oscillating current. Similarly, if the crystal
is placed between two metallic plates carrying opposite charges, it undergoes mechanical
vibrations. This effect is used to generate oscillations required to measure time by applying an
alternate voltage to the metal plates [4].

The frequency of oscillations produced by a quartz crystal depends on various factors such
as its dimension, type of cut and environmental conditions, in particular the temperature. The
effect of temperature can be reduced by compensating temperature sensitivity, called a
temperature-compensated crystal oscillator (TCXO). Further improvement in frequency
accuracy was achieved by using an oven-controlled crystal oscillator (OCXO), which is
operated in an oven by keeping the temperature constant with a thermostat [1]. The frequency
generated by quartz crystal changes over time due to ageing, which is referred to as drift. Thus,

the frequency of crystal oscillator varies with environmental conditions as well ageing.

1.2 Timekeeping using atoms

It was essential to find a suitable oscillator whose frequency is not influenced by external
factors. In this regard, the frequency related to the energy difference between two quantum
states in an atom is considered as an ideal choice of reference. The influence of external
parameters on the quartz oscillator can be controlled by stabilizing its frequency using the
electromagnetic transitions in the free atoms, ions or molecules. These free atoms are also
called quantum oscillators, where the electromagnetic transitions occur at well-defined
frequencies specific to each species.

The following are the advantages of oscillators derived from atomic resonant transitions.
An unperturbed atomic transition is identical among all the atoms of same species. Unlike other
electrical or mechanical oscillators, atoms do not degrade over time. In contrast to quartz
oscillators, atoms do not change their properties over time.

Photon energy=hv

Atomic energy

Non-resonant Resonant Non-resonant

Figure 1.2: Atomic transition energy in discrete form. E; and E; are the energies corresponding to initial

and final states of electron, respectively.
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According to the quantum mechanics established at the beginning of the 20" century, the
electron can transfer from one state to another by absorbing or emitting a photon. The energy
of this photon is equal to the difference between the energies of initial and final states, i.e.,
AE=E>-E1. Here, E1 and E> are the energies corresponding to the initial and final states. The
electron can take the energies only in discrete values. As a result, atoms can absorb or emit a
particular electromagnetic wave of frequency vo=(E2-E1)/h, referred to as the resonance
frequency of transition, as shown in Figure 1.2. Using this atomic transition frequency as a
reference, the crystal oscillator can be tuned to provide a stable output frequency. Thus, the
realization of a stable clock is made possible by a unique frequency of electromagnetic (EM)

waves that are absorbed or emitted by the atom.

1.2.1 Principle of atomic clock

Atomic clock is an atomic system that provides a stable output frequency generated by a
quartz crystal oscillator, such as TCXO or OCXO, which is locked to an atomic transition

frequency, as shown in Figure 1.3.

MHz ~ Frequency GHz Atomic
T —
synthesizer resonator
MHz
Crystal Detector
Stable Oscillator
frequency
Servo loop

(correction)

Figure 1.3: Basic block diagram of an atomic clock. Output frequency of oscillator is stabilized by

locking it to stable reference frequency of atomic resonator.

The frequency of the crystal oscillator is in MHz (typically 10 MHz), which is converted
into the microwave frequency that corresponds to chosen atomic transition using a frequency
synthesizer. If this microwave frequency matches with the frequency of atomic resonance, the
detector experiences maximum change in its response with respect to the background. Any

deviation in crystal oscillator frequency with respect to atomic resonance is derived from the
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detector response. This deviation serves as a correction signal that is applied to crystal oscillator
in a feedback loop to control its frequency. Thus, in atomic clock, the crystal oscillator is locked
to the atomic resonance to produce stable output frequency. The evolution of the clocks with
accuracy per day is represented in Figure 1.4.

Precision /

The metamorphosis of Stability

in seconds

time measurement per day
10 ps

Atomic clocks 3100 ps
(1950)
Hydrogen
Maser,

1ns
Caesium beam,

Rubidium clock
10 ns

Quartz 1pus
oscillators
(1930)

Marine
chronometers 1s
(1750), Harrison

Huygens Pendulum (1650) 10s
pendulum

1000 s

Tower clocks (1300)
verge-and-foliot mechanism

Figure 1.4: The evolution of clocks and corresponding accuracy per day [5].

1.2.2 Atomic clocks in satellite navigation

Satellite navigation is a system that provides user with position and timing information
derived from signals transmitted by the satellites. In order to provide accurate and reliable
navigation service, satellites require precision timekeeping systems such as atomic clocks.
However, space application requires robust, compact, and low power atomic clocks. In
addition, these clocks are required to sustain with initial launch vehicle and harsh space
environment. Atomic clocks based on Cesium (Cs), Hydrogen (H) and Rubidium (Rb) atoms
are well suited for space application and are the most commonly used timekeeping solutions in
navigation satellites. The following section discusses the working principle of these three types
of atomic clocks.

1.2.2.1 Cs beam clock

The schematic of the working principle of Cs beam atomic clock is shown in Figure 1.5b.

Hyperfine splitting frequency of 9192631770 Hz between F=3 and F=4 states is used as clock

5
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reference (Figure 1.5a). A few grams of Cs are filled in an oven. The Cs atoms emerge from
the oven, which is heated up to a temperature of ~100 °C or above. In the thermal beam, the Cs
atoms are equally populated in states F=3 and F=4. The working principle of Cs beam clock
can be explained in three steps as follows. The first step is the state selection process where the
Cs atoms pass through a strong inhomogeneous magnetic field (magnet-A in Figure 1.5b). This
magnetic field deflects the atoms in F=4 state due to the interaction between the magnetic field
and the magnetic moment of Cs atoms. Thus, it selects the atoms in the remaining state (F=3)
in the beam, called as state selection magnet or polarizer. The second step is the interaction
process, wherein the Cs atoms pass through the microwave cavity which is also known as the
Ramsey cavity. A radio frequency close to the Cs atomic resonance that derived from an OCXO

as shown in Figure 1.5b is coupled to this microwave cavity.

6P
F=4
Vhf =9192631770 Hz
628l/2
F=3
(a)
Magnet-A Magnetic Shield Magnet-B

(polarizer) (Analyzer) Detector

C-Field .
‘.-"". I_I Cs beam rl /@
. | | Ramsey cavity | | N
Cs oven l—l

A

9192631770 Hz
Frequency - Servo
5 OocCcXxo
synthesizer feedback
Output
Signal

(b)
Figure 1.5: (a) Hyperfine ground state energy level diagram of Cs atoms. (b) Simplified layout of
Cs beam atomic clock. Atomic state selection is done by strong inhomogeneous magnetic field.
Source: [6].

When the frequency coupled to this cavity matches with the hyperfine ground state

transition frequency of Cs atoms (resonance frequency), their energy state changes from F=3

6
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to F=4. In the third step, a second state selection magnet (magnet-B) also known as an analyzer,
deflects the atoms that have changed their state and directs them to a hot-wire detector that
produces current in the external circuit. Any deviation in the coupled frequency would place
the Cs atoms in some other magnetic energy state allowing them to be routed away from the
detector. Based on the number of atoms reaching the detector and subsequent current generated,
a servo feedback is provided to the OCXO to tune its output frequency so as to maximize the
number of atoms detected. Thus, it is a continuous process that controls OCXO with respect to
transition frequency of Cs atoms and ensures a stable output frequency.

1.2.2.2 Hydrogen maser

The hydrogen maser is based on a phenomenon known as MASER (Microwave
Amplification by Stimulated Emission of Radiation). The hydrogen maser utilizes the atomic
transition between two hyperfine ground states of atomic hydrogen, i.e. (F=0, mg=0) and (F=1,
me=0) as shown in Fig 1.6a. The frequency corresponding to this atomic transition is
1.420405752 GHz. Two types of hydrogen masers exist, namely active hydrogen maser and
passive hydrogen maser. In an active hydrogen maser, the cavity oscillates at the atomic
resonance frequency to provide active signal output. In contrast, the cavity in a passive
hydrogen maser is stimulated passively by electromagnetic energy at atomic resonance in a

manner similar to that described in Cs beam atomic frequency standards.

Energy A "
1 1
9 0

F=1/{— B

81/7 ~ . >0
F=of'd _ T ~3_ ;

~ . é =

Bt

(a)




Chapter-1 Precision Timekeeping and Satellite Navigation
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Figure 1.6: (a) Hyperfine ground state energy levels of atomic hydrogen. (b) Simplified layout of active

hydrogen maser. Source: [7].

Active hydrogen maser

As shown in Figure 1.6b, the molecular hydrogen in the hydrogen pump is dissociated into
atomic hydrogen using RF discharge. These atoms are collimated into a beam and then guided
through an inhomogeneous magnetic field. Due to the applied magnetic field, the higher
hyperfine ground state atoms are directed into a storage bulb, which is placed in a microwave
resonator. The storage bulb is coated with Teflon to prevent atomic collisions with bulb walls.

In the storage bulb, a few atoms drop to a lower energy level and release the photons with
electromagnetic energy corresponding to atomic transition. These photons stimulate other
atoms to de-excite to their lower energy level by releasing more photons. As a result of this
repeated process, a self-sustaining microwave field is created in the cavity resonator. The
quality factor (Q) of cavity resonator is crucial in self-sustaining these active oscillations. The
‘Q’ must have fairly high value in order to sustain a sufficiently large RF field to stimulate the
atoms and sustain active oscillations. A small portion of the cavity resonator energy is partly
dissipated into the cavity walls and partly given to the external circuit via the pickup coil. The
loss in this microwave field is compensated with the incoming hydrogen atoms. The signal

from the pickup coil is mixed and compared with the atomic resonance signal generated by
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OCXO viathe synthesizer. The error signal between the cavity signal (extracted through pickup

coil) and OCXO signal is used as feedback to control the output frequency of OCXO.

Passive hydrogen maser

The size of hydrogen maser is limited by size of cavity resonator. Cavity resonator size
can be reduced by filling it with a dielectric material. However, cavity ‘Q’ will be lower and
beneath the self-oscillating limit due to the presence of dielectric material. Thus, the cavity
loaded with dielectric material does not support self-sustained oscillations. In such a case, the
hydrogen maser operates in a passive mode, utilizing two coupling loops for energy transfer.
Microwave energy generated by OCXO, corresponding to the atomic transition is provided to
the cavity from one loop, which enables the stimulated emission from the hydrogen atoms in
the cavity. The second coupling loop is used to detect the amplified signal within the cavity.
The error signal between these two signals is employed to stabilize the OCXO output signal

(frequency).

1.2.2.3 Rb atomic clock

Rubidium vapor cell clocks are the most commonly used commercial atomic clocks.
Double Resonance (DR) based rubidium clock is the first atomic clock used in satellites [8].
The hyperfine ground states used for atomic transition in 8’Rb are F=1 and F=2, with the
corresponding transition frequency of 6.834682608 GHz as shown in Figure 1.7b.
Coincidently, the frequency corresponding to transition from excited state to hyperfine ground
state F=3 in Rb® is approximately same as that of F=2 level in Rb®" (see dotted lines in Figure
1.7).

P P
A )
I I
I I
I I
I I
I |\
: : Line removed
: ' by filter cell

Vs =6.834682608 GHz

F=)
(a) (b)

Figure 1.7: Hyperfine energy level structure in (a) #Rb and (b) ’Rb atoms.
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The functional block diagram of double resonance based Rb atomic clock is shown in
Figure 1.8. It consists of two vapor cells called a filter cell (*Rb) and a resonance cell (¢’Rb),
which are filled with buffer gas. The advantage of the buffer gas is to prevent Rb collisions
with cell walls [9]. Atomic interrogation is achieved through a technique known as intensity
optical pumping (IOP). The 8Rb lamp excited by RF energy provides Rb light corresponding
to two transitions of hyperfine ground states as shown in Figure 1.7b. The light corresponding
to the transition from ground state F=2 to excited state is filtered by the ®Rb cell (F=3 to
excited state (Figure 1.7a)). The light corresponding to the F=1 transition passes through the
87Rb cell. Rb atoms in the F=1 state absorb this light and are pumped to the excited state,
from which they decay into both ground states. Due to continuous optical pumping, all atoms
in the F=1 state are pumped to the F=2 state via an excited state. Under the equilibrium
condition, the light transmitted through the 8Rb cell, which is detected by a photodetector is
maximum and remains constant. Now the microwave energy corresponding to transition
F=2->F=1is derived from OCXO and coupled to the microwave resonator. When microwave
energy matches with the above transition, the atoms in F=2 are pumped into F=1 state, which
allows minimum transmission at the photodetector. Thus, the output of the photodetector
indicates a resonance signal which is in Lorentzian shape as function of detuning frequency.
The peak value of resonance in a feedback loop, OCXO is locked and continuously corrected
to provide the atomic transmission. The 10 MHz output of OCXO serves as output frequency
of Rb atomic clock. During the entire process, the atoms are resonant with both the optical field

and microwave field, hence the clock is called as double resonance based atomic clock.
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Figure 1.8: Functioning scheme of double resonance Rb clock. Source: [1].

Construct of space grade atomic clocks is different from ground clocks. The differentiating
factors include reduced size, less weight and low power consumption. In addition, space clocks
are required to sustain the launch process and harsh space environment, and provide reliable
service throughout the mission life. Table 1.1 provides the typical size, weight and power
(SWaP) of double resonance Rb clock, Cs beam clock and PHM space grade clocks used in
satellite navigation [10], [11], [12].

Table 1.1: Typical size, weight and power (SWaP) of space grade atomic clocks used in satellite

navigation.

Clock type Size (cm?3) Weight (kg) Power (W)
Rb (Double resonance) 1600-1800 6-8 30-35
Cs beam clock 6500-7000 9-10 25-30
PHM 27500-28500 18-20 60-65

1.3 Characterization of atomic clocks

The performance of atomic clock output frequency is critical in timing applications. Clock

characterization includes continuous monitoring of clock frequency and detection of anomalies
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such as outliers, frequency and phase jumps. Frequency stability and accuracy are the essential
parameters when assessing the clock performance. Frequency stability is studied in terms of
stochastic (noise) behaviour. On the other hand, frequency accuracy is studied using
deterministic (systematic) behaviour. Stochastic behaviour is described in this section, while

the deterministic behaviour and clock anomaly detection are discussed in Chapter 5.

(b)

f f
fo - —\ A= fo
Time Time Time Time
Not stable Not stable Stable Stable
Not accurate Accurate Not accurate accurate
(i) (ii) (iii) (iv)

Figure 1.9: Pictorial representation of stability and accuracy [13]. (a) Four possibilities of a frequency
source behaviour that are (i) not stable and not accurate, (ii) not stable but accurate, (iii) stable but not
accurate, (iv) stable and accurate. (b) Visual representation of corresponding behaviour using bullet

holes on a target.

Frequency stability is defined as the degree to which an atomic clock can provide the same
frequency over a specific time interval [7]. Frequency accuracy is a measure of how good the
frequency is close to the true value. Figure 1.9a shows the schematic explanation of stability
and accuracy of a frequency source. The behaviour of a frequency source can have four
possibilities as shown in Figure 1.9a. The corresponding behaviour can be visually represented

using bullet holes on a target, as shown in Figure 1.9b.

1.3.1 Frequency noise

The noise of a frequency source can be treated as the time dependent phase and frequency

fluctuations caused by a superposition of random signals generated in the clock. Frequency

12
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stability is analysed using a standard noise model, as explained below. The output frequency
of a source that produces a sinusoidal voltage signal can be represented as in Equation 1.1 [14],
[15].

V(t) = [Vy + e(t)]sin 2mvet + ¢(t)) (1.1)

Where,
Vy: true amplitude of the signal
V,- true frequency of the signal
g(t): random variations in amplitude
¢(t): random variations in phase

For frequency stability analysis of precision oscillators, it is assumed that the amplitude
fluctuations are negligible compared to the magnitude of the true amplitude. The instantaneous
angular frequency of the source due to fluctuations in phase is represented as the time derivative
of its total phase according to Equation 1.2 [16].

a)(t) = %[Zm/ot + ¢(t)] = 2mvy + d_¢

dt (1.2)
Thus, the instantaneous frequency v(t) = “’ZL;) is given by
d¢
V() =vo+ooar (1.3)

The normalized or fractional frequency deviation y(t) is defined as the normalized

deviation of oscillator frequency v(t) from nominal value v, as given in Equation 1.4.

v —-vy 1 d¢
B Vo B 2y, dt (1.4)

y(t)

The time deviation (time offset) can be represented using normalized phase deviation as

x(t) = % Hence, the fractional frequency can be given as the derivative of time deviation
0

which is given by Equation 1.5.
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dx
- 1.5
y(t) R (1.5)

In the discrete time domain, the fractional frequency can be computed using time offset

givenby y; = x‘%o_x‘ Where, 7, is the time interval (sampling time) between two consecutive

time offsets x; and x;,4.
In this thesis, fractional frequency is used as a base measurement to characterize the
performance of the atomic clock (see Chapter 5). If fractional frequency is provided, the time

deviation can be derived by integrating it, according to Equation 1.6.

x(t) = f y(O)dt (L6)
0

1.3.2 Power law noise

Section 1.3.1 describes the noise of frequency source based on fluctuations in phase.
Alternatively, the noise can also be described by frequency fluctuations. As per the IEEE
recommendation, the frequency domain stability of a source can be studied using power
spectral density (PSD) of frequency S,,(f) and time offset S,.(f) [7], [16], [17]. Following is

the relationship between time offset and frequency power spectral densities.

5y(f)

Sx(f) = (Zﬂf)z

Here, S, (f) is PSD of time offset fluctuations. PSD of the phase fluctuations also can be
related to S, (f) and S,,(f) as shown below.

Vo

Se(f) = (2mv)2. S, (f) = (f

)25y (f)
Here v, is the carrier frequency. Single side band (SSB) phase noise can be computed
using PSD of phase fluctuations as given by L(f) = 10.log [%SQ(f)] in units of dBc/Hz. It is

the most commonly used expression to compute the phase noise.
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The power law spectral density S, (f) is given by Equation 1.7 [16].

Sy(f) = h(@)f*“ (1.7)

Here, f is the Fourier frequency, « is an integer, and h(a) is the intensity coefficient.
Typically, a valuesare 2, 1,0, -1, -2, and -3, and the corresponding noise types are White phase
modulation (PM), Flicker PM, White frequency modulation (FM), Flicker FM, Random walk
FM and frequency drift, respectively. Further details on these statistical noise characteristics
are available in Reference [16] . The possible reason for these typical noises and their impact
on frequency stability is explained as below [18].

White noise is due to thermal fluctuations in the clock components, such as oscillators and
amplifiers. It has constant power spectral density across all frequencies. Thus, it introduces
random voltage fluctuations in the components across all frequencies and affects the short-term
frequency stability of clock.

Flicker noise can arise from various sources such as electronic components of the clock,
interface traps between the components and thermal noise in resistive components. It has a
spectral density that decreases with an increase in frequency (proportional to 1/f), affects the
long-term frequency stability of clock.

Random fluctuations in frequency over time represent the random walk noise. This is
generated by fluctuations in the operating parameters of clock such as temperature and other
environmental factors. It affects the long-term frequency stability and accuracy of the source
over long periods of time.

The combination of flicker noise and random walk noise results in flicker walk noise. It
also affects the long-term frequency stability and accuracy of the source over long periods of
time.

The above noises cannot be completely eliminated. However, they can be minimized using
techniques such as temperature stabilization, noise reduction techniques, phase locked loops,
frequency stabilization techniques, filtering techniques and the use of low noise components
[18].
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1.3.3 Methodologies to estimate frequency stability

Frequency stability primarily deals with the characterization of statistical nature of phase
and frequency fluctuations with time [16]. There are different statistical variances available to
study the frequency stability of a clock.
Standard Variance

The standard variance or ordinary variance is given by

M
1
2 _ E =2

Where, y; is the i frequency value, M is the total number of samples in frequency data,
y = %Zﬁ‘ilyi is the mean of total frequency data. Standard deviation (s) is the square root of
the standard variance. Generally, standard deviation is not recommended for frequency stability
analysis of oscillators as it is non-convergent for few types of noises [19]. As the standard

deviation considers the deviations from the mean value, it is not stationary and diverges for

some noise types such as flicker and random walk.

Allan Variance

Allan variance or two-sample variance is the most commonly used technique to measure
the frequency stability of a source [20]. It considers deviation between samples instead of
deviation of sample from the average, which overcomes the divergence issue for most types of
clock noises. The Allan variance (AVAR) is given by Equation 1.9 [19], [21].

M-1
2 P 2 1.9
Uy(T)—Z(M_l) . 1()’i+1—)’i) (1.9)
=
Where, M is the number of frequency values, y; is i™" frequency value. Equation 1.9 can be

written in terms of time offset as given in Equation 1.10.

Ny—2

1 z
2 — _ o — D )2 (1.10)
o y(T) Z(Nx _ 2)1_2 L (xl+2 Xiy1 T xl)
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Here, x; is the i" time offset, N, is the number of time offset values and 7 is the averaging
time. Frequency stability is represented using Allan deviation (ADEV), g, (t), which is the
square root of the AVAR. For white frequency modulation (FM), the behaviour of Allan
variance and standard variance is the same. However, AVAR has the advantage that it
converges for all divergent noises. This convergence value is independent of total number of

samples available in frequency or time offset data. The confidence interval of the ADEV

estimate depends on the type of noise present, but in general, it is computed as +o,,(7)//N.

Overlapping Allan deviation

The confidence of the ADEV estimate can be improved by taking overlapping samples.
Overlapping Allan deviation (OADEV) considers all possible combinations of samples at each
averaging time 7 to compute the frequency stability. Thus, OADEYV takes more computational
time compared to ADEV. If 7, is the basic sampling period, the averaging time (7) is calculated
using T = mt,. Here, m is the averaging factor. For a given frequency data with M number of
samples, OADEYV is computed using Equation 1.11.

M-2m+1 (j+m-1

1
= E E . — V. 1.11
oy (1) 2m2(M — 2m + 1) = Yitm =il .

i=j

The confidence interval of OADEV is better than ADEV due to the participation of
overlapping sample differences, which increase the number of degrees of freedom. However,
not all additional overlapping differences are statistically independent here.

The time domain frequency stability of a source is expressed by plotting OADEV (oy (1))
as a function of averaging time (t), and it is also known as stability curve or sigma-tau plot.
The plot between log sigma and log tau indicates the frequency stability at a given averaging
time, and its slope provides the type of noises [16], [22], [23]. Figure 1.10 shows the typical
log sigma and log tau plot and the corresponding noise types based on the slope value.
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Figure 1.10: Frequency stability and type of noise using OADEV as function of averaging time. Slope

of stability curve provides the type of noise present at corresponding averaging time. Source: [16].

Figure 1.10 shows the relationship between OADEYV and the type of noise with averaging

u
time as given by o, (7) o 7z. The relation between y and « is given as u = —a — 1. Thus, to

find the type of noise, one can compute OADEYV and calculate the slope of the stability curve.

Modified Allan deviation

It is clear from Figure 1.10 that OADEYV cannot distinguish between white PM and flicker
PM as the slope is same for both types. However, Modified ADEV (MADEV) as given in
Equation 1.12 [24] can distinguish these two noises.

M-3m+2 (J+m-1 jym-1

1
Modoy(0) = |5 s ]Z Z} (kz iem = vic) (1.12)

Figure 1.11 shows the typical MADEV with averaging time where white and flicker phase
noise types exhibit different slopes.
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Figure 1.11: Frequency stability and type of noise using MOADEYV as function of averaging time. White
PM and Flicker PM are distinguished with different slopes of stability curve. Source: [16].

Overlapping Hadamard Deviation

Overlapped Hadamard variance is a three-sample variance which is insensitive to linear
frequency drift of frequency source [25]. Its square root is known as overlapped Hadamard
deviation (OHDEV), which is used to compute the frequency stability of sources that exhibit
linear frequency drift [26], [27]. Moreover, the power law noise types such as Flicker Walk
FM (a = —3) and Random Run FM (a = —4) are convergent with OHDEV. OHDEV of
frequency output of a source for M number of samples is computed using Equation 1.13.

M-3m+1 (j+m-1

1
Hoy (1) = Z Z [Vi+2m = 2¥ism + ¥il (1.13)
i=1

6m?(M — 3m + 1)

i=j

Dynamic Allan deviation

OADEYV cannot be used to monitor the instantaneous (real-time) frequency variations as
it provides frequency stability by averaging the frequency fluctuations over a period of time.
On the other hand, Dynamic Allan Deviation (DADEV) [28], [29], [30], [31] is used for
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monitoring the clock behaviour in real-time as it captures the instantaneous variations in the
clock frequency. This algorithm captures all the variations present in the clock frequency data.
It also calculates the frequency stability even in the case of data gaps. An estimate of dynamic
Allan variance (DAVAR) is expressed using Equation 1.14 [32].

n+NTW—2k—1
1 1

2 _ _ 2
oy[n, k] = k2T N. — 2k X Z (x[m + 2k] — 2x[m + k] + x[m]) (1.14)

N
m=n——%
2

Where, k =1, % — 1,7 = kty and n is discrete time at which DAVAR is computed.

N, is analysis window length. The square root of DAVAR is DADEV. If the window length
is too long, the computational time is longer. Hence, there is a trade-off between window length
and computational time. More details on the implementation of DADEV are available in [32],
[33].

1.3.4 ldentification of noise

As discussed in Section 1.3.3, the types of noises in a clock are derived from the slopes of
the sections of modified Allan deviation versus averaging time plot. Further, the identification
of noise type is influenced by the frequency stability (see Figure 1.11). Two analytical methods

that overcome the above limitation are described below.

Identification of noise using B1 and R(n)

The functions Barnes B: and R(n) are used to identify the types of noise [18], [34]. The
ratio between the standard (N-sample) variance and the Allan (two-sample) variance is defined
as B function. Similarly, the ratio between the modified Allan variance and the normal Allan
variance is defined as R(n) function. The detailed procedure to identify the noise types using
B1 and R(n) functions can be found in Reference [34]. The linear frequency drift must be

removed before applying this method.

Lag-1 autocorrelation method
The limitation of using B and R(n) functions in identifying the noise is that it cannot

distinguish between white PM and flicker PM noises when the sampling period and averaging
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times are equal. This limitation is overcome by using the autocorrelation function (ACF).
Detailed methodology of implementation of ACF using frequency data is described as follows.

The autocorrelation function is calculated using Equation 1.15 as given below [35], [36].

1 Ng—1 _ —
N_Szkil (zx — 2)(Zk41 — 2)

= - — (1.15)
N—Szls(zk —7)?

Here, z;, is given by

My

1
Zr = _M ZX(k—l)MA+j (k =1,2, .. -:Ns)
A=
]_

Here, X is the time series of frequency data with length Nx, M, is the averaging factor, Z is

the mean of z;, N; is the number of samples based on M, given by, Ny = int(g—’;). The types of

noise present in frequency data are estimated using o = 1:1

. Here, o is a status flag used for

1
convergence check for the type of noise. The condition for the convergence of noises (i.e.,
stationary condition) is to satisfy o < 0.25. If this condition is not met, successive differences

of z,, are taken until the stationary process is reached (i.e., to satisfy o < 0.25), as shown below.

Zl = Zz - Zl' Zz = 23 - Zz, ...... ’ZNS—l = ZNS - ZNS_]-

Noise identification is done by considering p = —round(20) — 2d, i.e., rounding value
of 20 with negative sign is added with negative value of 2d. Here, d is the number of times
data differenced and p is an integer used for intermediate calculations. If the frequency data is
used in calculating the ACF, then @ = p. On the other hand, if the phase data is used in the
calculation, then &« = p + 2. The «a is power law exponent as given in Equation 1.7. Estimation
of the noise ID algorithm to identify the noise present in the phase or frequency data is shown

in Figure 1.12.
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Done = False, d=0
While not done

1
cin M_EX G-OMarj (G =123,....N)
A4
j=1
N
-
S Ns = int )
i=1
Ns-1 - ~ .
— z:kil (zx — 2)(Zk41 — Z) = 1

N _ 1+r
Y3, (2 — 2)? !

if d>dpn& (0 <025]|d>dng,)

p=round(20)-2d

Done=True
else
Ly = Ly — Zjeereieens yINg-1 = ZNg — ZNg-1
Ng = Ng — 1, d=d+1
End if
End while

Figure 1.12: Noise identification algorithm using Lag-1 autocorrelation method.

There are following limitations when using the standard Lag-1 autocorrelation method.
The noise results show jumps and frequent variations with an increase in averaging time, which
affects the identification of noise type. The minimum number of samples required for a
standard method is more than or equal to 32 [35]. This makes it difficult to compute noise type
with long averaging times. The above limitations can be avoided by calculating the coefficient
of noise type using a modified Lag-1 autocorrelation method that uses overlapping samples
[36]. Estimation of the noise ID algorithm using overlapping samples is shown in Figure 1.13.
Lag-1 autocorrelation algorithms using non-overlapping and overlapping samples are

implemented and the corresponding results are discussed in Section 5.6.2.
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Done = False, d=0
While not done
1 i+Mg—-1
Z; M_A . X; (L =128 ... ... Ng)
j=1
Ng
- 1 Z NS = Nx — MA + 1
zZ = F Zi
Si31
Ng—M ~ _ T
kil A(Zk - Z)(Zk+MA - Z) o= 4
n = Ns 5 14r
Zk:]_(zk - Z_)
if d 2 dmin & (@2 025 | d = diae)
p=round(20)-2d
Done=True
else
Zy =Z1ymy — 21,22 = Zo4my — Zopeeer ZNg-M, = ZNg — ZNg-M,
NS:NS_MAI d:d+1
End if
End while

Figure 1.13: Modified noise identification algorithm using Lag-1 autocorrelation method with

overlapping samples.

1.4 Atomic clock in time scales

Time scale is generally referred to as a combination of time origin and basic time interval
[37]. International Bureau of Weights and Measures (BIPM) is recommended second as the
basic time interval. Based on Earth’s rotation with respect to Sun, universal time (UTO) is
determined to provide uniform time across the globe for civilian timekeeping. UTO is derived
such that zero hour corresponds to mean midnight at the Meridian Line in Greenwich, UK, and
its 24 hours is close to the average duration of a day. The UTO second was defined by early
astronomers as a fraction (1/86400) of the length of the solar day, which is based on Earth’s
rotation about its axis. Thus, the solar day is the time interval between two consecutive solar
Noons [37]. The contribution from periodic motion of Earth’s polar axis is corrected in UTO
and referred to as UT1. UT1 is calculated and maintained by the International Earth Rotation

and Reference Systems Service (IERS). UT1 was accepted as the world’s reference time scale
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until 1972. In addition, UT1 is also corrected for seasonal variations of Earth’s rotation and
known as UT2.

Due to the seasonal variations in the length of the day, the definition of second was further
modified as the fraction of the mean solar day. Additionally, to establish a more stable
definition of the second, astronomers selected Earth’s revolution period around the Sun as a
basis in 1956, known as ephemeris time (ET). This means that time is maintained more
accurately by using Earth’s revolution around the Sun rather than rotation about its axis. The
ephemeris second is defined as the fraction (1/31556925.9747) of the length of the tropical year
1900, which was formally considered as the S.I. second by the General Conference of Weights
and Measures (CGPM).

Later on, International Atomic Time (TAI) was developed, which is based on atomic time
derived from a network of 450 atomic clocks located in 85 countries. The atomic second was
then introduced which is defined as the duration of 9192631770 periods of radiation
corresponding to the transition between two hyperfine levels of a Cesium-133 atom. Atomic
second has been the S.1. unit of time since 1967. TAI and UT1 were officially agreed to
coincide starting on the 1% January 1958. TAI is maintained by the International Bureau of
Weights and Measures (BIPM).

In 1972, a new coordinated global time standard was adopted to unify the different time
scales. Coordinated Universal Time (UTC) is similar to TAI but accounts for an integer number
of leap seconds to maintain approximate agreement with UT1. Based on variation in the Earth’s
rotation speed, IERS decided to add or subtract a leap second to UTC such that the difference
between UTC and UT1 is always maintained within 0.9 seconds. The following is the system

of equations for UTC.

UTC(t) —TAI(t) =n=*s
UTC(t) — UT1(t) < 09s (1.16)

Here, n is integer number. UTC is calculated and distributed by the BIPM, and the users
can access local UTC through national laboratories (UTC(k)). Here, k is the national timing
laboratory that is contributing to TAI. Each satellite navigation system uses its dedicated time
scale and then linked to UTC (k). For a given satellite navigation system, the time scale is its

ground reference time.
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1.5 Satellite navigation

Satellite navigation is a system that provides positioning and timing services to the user
by broadcasting navigation signals through satellites. There are Global Navigation Satellite
Systems (GNSS) and Regional Navigation Satellite Systems (RNSS). GNSS includes Global
Positioning System (GPS) by the United States of America (USA), Global’naya
Navigatsionnaya Sputnikova Sistema (Global Navigation Satellite System, GLONASS) by
Russia, BEIDOU (Big Dipper asterism) by China, and GALILEO by Europe. RNSS includes
Quasi-Zenith Satellite System (QZSS) by Japan and Navigation with Indian Constellation
(NavIC) by India. Satellite navigation system consists of three components called as space

segment, control segment and user segment as shown in Figure 1.14.

-’ \
-’ \

A)
-, Control Segment \
Monitoring \

stations
Master control Ground antennas
station

Figure 1.14: Simplified architecture of satellite navigation system. It consists of three segments named

as space segment, control segment and user segment. Source: [38]

Space segment

It comprises satellites in specific orbits above the Earth’s surface. These navigation
satellites are equipped with stable atomic clocks on-board as a timing source. Each navigation
satellite transmits ranging signals with navigation data on at least two frequency bands.
Navigation data consists of information about satellite’s position, its health status and time of

its clock.
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Control segment

The control segment is primarily responsible for generating navigation data, monitoring
and maintaining the satellites in predefined constellation. It consists of ground ranging and
monitoring stations, master control station and ground antennas. Ranging and monitoring
stations track the satellites and provide one way ranging measurement data. These stations are
also utilized to monitor the reliability of broadcast signals. Ranging data from all the stations
is transmitted and collected at master control station. This ranging data is processed and used
by master control station to estimate orbit and time of clock for each satellite. This orbit and
clock information is predicted for a future period (typically 24 hrs), structured into navigation
message (also called as navigation data) and then up-linked to the satellites via ground
antennas.

Each satellite navigation system comprises its own ground reference time referred to as
system time. System time is a reference time scale generated using the ensemble of ground
atomic clocks. Navigation parameters are generated and uploaded to the satellites with respect

to system time.

User segment

User segment consists of GNSS/RNSS receivers that are capable of receiving satellite
navigation signals. User receiver computes its position and timing information by tracking and
processing the navigation signals based on the algorithms provided by the corresponding
navigation system via Interface Control Document (ICD). User segment includes receivers on
ground, air, water and space. Low Earth Orbit (LEO) satellites also carry GNSS receiver to

compute its real time position.

1.5.1 Principle of satellite navigation

Satellite navigation enables the estimation of three-dimensional position and time of user
receiver in real-time. In every satellite navigation system, satellites broadcast the navigation
signals that are time stamped with corresponding satellite time. Further details on satellite time
are discussed in Section 1.5.2. User receiver uses these signals from different satellites
simultaneously and compares them with the time stamp generated by local clock known as
receiver clock. Therefore, it computes its position based on the time of arrival (TOA) of
navigation signals. Three basic measurements such as pseudorange, carrier phase and Doppler
are derived from navigation signals. Pseudorange is determined by multiplying the speed of

light by time difference between receiver clock time when signal is received and satellite time
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when signal is transmitted. Carrier phase measurement provides the range information in terms
of accumulated number of carrier cycles (i.e., wavelengths) and phase difference within the
cycle. Doppler measurement is the change in received frequency due to the Doppler effect
which provides the information about range rate (i.e., variation of range with time). These three
measurements enable the user receiver to compute its position, velocity and time offset with
respect to system time.

In order to compute the receiver’s three-dimensional position (x,, ¥y, z,,), @ minimum of
three navigation satellite signals are required (in principle) as explained below. The position of
receiver (Rx) is the intersection of spheres formed by the navigation signals transmitted by
satellites as shown in Figure 1.15 which is referred to as trilateration method. With a single
satellite, the user position is somewhere on the surface of the sphere formed by a radius equal
to the distance from satellite to receiver (p1) and satellite as the centre (s1). Similarly, if a second
satellite is considered simultaneously, the receiver must also be somewhere on the sphere
formed by it, same as that of first satellite. These two spheres intersect and form a circle that
contains interconnecting points common to both spheres and the receiver position is anywhere
on this circle. Now, if we consider a simultaneous third satellite that forms a sphere intersecting
with others, it forms two points on the circle common to all three spheres. One of these two

points can be ignored as its location is in space far away from the Earth’s surface, while the

Figure 1.15: User receiver positioning through trilateration method. In principle, minimum three

other point provides the user position.

satellites are required to compute user position (Rx). A, B and C are three spheres formed by satellites

S1, S2, S3, respectively.

The distance from satellite to the receiver is calculated by multiplying the signal transit

time (t) by the speed of light. Here, the signal travel time is measured based on the satellite
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timestamp (generated by satellite clock) and receiver time stamp (generated by receiver clock).
Satellite clocks are stable and synchronized with system reference time (see Section 6.2). On
the other hand, the receiver clocks are not synchronized with the system time. Therefore, the
calculated distance is a pseudorange that includes geometric range and range due to the receiver
clock’s time offset (8t,) with respect to system time. In addition to position (x,, v, Z,), @
fourth unknown parameter (6t,,) also needs to be computed, therefore at least four satellites are
required to estimate the position and time offset of user receiver. The simplified equations for

the pseudorange between receiver and satellite can be written as given in Equation 1.17.

p1 =~/ — x51)2 + (y, — y51)2 + (2, — 251)2 + ¢. 8ty
Pz = (o —x52)2 + (= y52)% + (2, — 2%2)% + ¢. 6ty

p3 = \/(xu - x53)2 + (Yu - yS3)2 + (Zu - ZS3)2 +c. 5tu

(1.17)

pa = (o = x5)2 + (, — y5)2 + (2, — 25)2 + ¢. 6ty

Here, (xy, yu, 2,) are the coordinates of user receiver, and (x5i, ySi, z5t) are the coordinates
of i satellite. Four simultaneous equations (given in Equation 1.17) are solved to estimate
position and time offset of user receiver [39]. In reality, the pseudorange includes the time
offset of satellite clock and receiver clock with respect to system time, atmosphere (ionosphere
and troposphere) delay and errors due to receiver (noise and multipath). Therefore, the

complete pseudorange equation can be represented as follows.

p=r+c[dt,—O6t°|+1+T+¢ (1.18)

Here, r = /(x, — x5)2 + (3, — ¥5)2 + (2, — z5)? is the geometric range between receiver
(%, Yu z,,) and satellite (x5,y5,z5), 5t, and 5t are the receiver and satellite clock offsets
with respect to ground reference time, I is the ionospheric delay, T is the tropospheric delay
and ¢ represents measurement noise together with unmodeled errors. The satellite coordinates
(x5,v5,z5) are calculated from the satellite ephemeris broadcasted through the navigation
signals. The broadcasted clock correction parameters are used to compute offset (6¢°) using
the quadratic model according to Equation 1.19 [40]. Further details about §t° are discussed
in Section 1.5.2.
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6ts(tsys) = afO + afl (tsys - tc) + afZ (tsys - tc)z (1.19)

Where, tg,s is the system time (ground reference time) broadcasted by the satellite,
6t5(t5y5) is satellite clock offset accumulated at time tg,, t. is the time ¢, at which the
recent clock correction parameters are applicable. Here, af is the initial time offset or time
bias, af; is clock drift or fractional frequency offset, and af, is clock drift rate or frequency
drift. More details on these clock correction parameters are discussed in Section 6.3. For the
dual frequency receivers, the ionosphere delay is compensated by using a suitable combination
of dual frequency measurements [39]. However, the single frequency user receivers compute
the ionospheric delay using broadcasted ionospheric correction parameters. Troposphere delay
is computed by using different algorithms [41], [42], [43], [44]. Finally, the unknown

parameters to be estimated are (x,, Yy, Zy, dty).

The position accuracy of the user depends on the errors present in the broadcasted
parameters (satellite ephemeris, satellite clock correction parameters and ionospheric
correction parameters) and the models used for correcting tropospheric delay. The combined
line of sight error seen by the user for a given satellite due to all these errors is known as User
Equivalent Range Error (UERE) [45]. In addition, dilution of precision (DOP) also contributes
to the user positioning accuracy. It is the measure of satellites geometry in a particular
constellation. The accuracy of user position is given by the following equation [39].

Position accuracy = UERE X DOP (1.20)

Thus, the position accuracy of a user from given satellite navigation system depends on

the accuracy of its broadcast parameters and the satellite geometry.

1.5.2 Satellite timekeeping

Each navigation satellite operates in its local time, which is generated by a free running
on-board atomic clock (satellite clock) and is referred to as satellite time. All time-related data
in the navigation message is executed with respect to satellite time. For example, the service
provider uplinks twelve sets of navigation data to satellites predicted for next 24 hours. Each

set consists of specific time of applicability and validity period. Satellite broadcasts the specific
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navigation data set when its local time matches with the time of applicability of corresponding
data set.

In navigation system, satellite clock time is synchronized to system time once the satellite
IS put in its intended orbit. Over time, satellite time deviates from system time due to frequency
drift and ageing. The difference between system time and satellite time is referred to as satellite
clock time offset or satellite clock offset denoted by §t°. Service provider monitors the
behaviour of satellite clock offset and correction parameters to the clock (afy, af;, af,) are
derived based on its past behaviour over a period. They are then predicted for the future 24
hours and broadcasted to the user. These predictions in the form of coefficients that are used
by receiver to correct §t° to synchronize the signal reception time with respect to system time.
If the instantaneous behaviour of clock changes during the prediction period, then position
accuracy is degraded. Real-time satellite clock behaviour is monitored by the service provider.
Any deviation in clock behaviour is detected instantly that would activate the timekeeping
system to generate and up-link new clock correction parameters to the satellite. The detailed
methodology for real-time computation of §t° and characterization of its behaviour is
discussed in Chapter 5.

Since the satellite clock is a free running clock, its time offset with respect to system time
accumulates over time. However, satellite navigation system allocates predefined limits for the
maximum values of broadcast parameters. Thus, satellite clock offset is allowed to accumulate
only up to the pre-allocated broadcast limit. The range measurements are not reliable if satellite
clock offset is beyond the maximum allocated broadcast limit which contributes to large error
in user position. Hence, satellite clock offset needs to be maintained within the allocated
broadcast limit, which is referred to as satellite timekeeping. A detailed description of satellite
timekeeping methodology is provided in Chapter 6.

1.5.2.1 Criticality of satellite clocks

Satellite clock offset, §t* is critical parameter in computing the UERE (see Equation 1.18)
and then position accuracy of receiver (see Equation 1.20). User receiver computes the §t° in
real-time using broadcasted clock coefficients according to Equation 1.19. For better position
accuracy, the real-time behavior of satellite clock should comply with the broadcast clock
correction parameters. The deviation between true clock offset (real time §t° as seen from the
range measurements) and the predicted clock offset (§¢° as predicted by the service provider)

can occur mainly due to the change in deterministic and stochastic behavior of satellite clock.
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The error in the deterministic behaviour (characterized by the broadcast clock parameters)
can be attributed to estimation error and prediction error. The estimation error depends on
various factors such as measurement accuracy, the model used and frequency stability of clock.
Prediction error depends on initial estimation error, variation in frequency drift and frequency
stability of clock. The stochastic behaviour entirely depends on the frequency stability of clock
and it is an inherent property of clock and cannot be corrected on-board. Therefore, the satellite
clock must be selected suitably to ensure its frequency stability is within the desired
specifications that would meet the user requirements.

From the above discussion, it is evident that the clock must fulfil two conditions to be
considered as satellite (on-board) clock. The first condition is that the clock offset should
comply with the quadratic polynomial model for the next 24 hrs. More specifically, its
frequency drift should not deviate from its past accepted behaviour for a certain period of time.
Second, it should exhibit frequency stability that meets the desired user position accuracy. In
other words, its stochastic noise should be within the limit. Consider an example of 1.0 m (i.e.,
3 ns) as a limit on the accumulated line of sight error due to satellite clock over 24 hrs. This
can be only achieved if the clock frequency stability is around 4.0E-14/day (3ns/86400s). In
order to meet the above two requirements, all GNSS and RNSS generally use atomic clocks

(rubidium/cesium/hydrogen maser) with good long-term stability as on-board clocks.

1.6 Atomic clocks in GNSS and RNSS
Major application of space-grade atomic clocks is in GNSS and RNSS [5], [8]. These

navigation systems use different combinations of atomic clocks as satellite clocks [7]. The Rb
clock was the first atomic clock used as on-board clock in satellites and has become the primary
on-board atomic clock in various GNSS and RNSS systems. The GPS satellites that are
launched in a particular generation known as blocks. Satellites from blocks I to 11A and block
I1F used the combination of Rb and Cs atomic clocks as satellite clocks. The satellites in IR,
IIR-M and Il blocks are equipped with Rb clocks. GLONASS satellites initially used Cs
atomic clocks and currently use Rb atomic clocks. GLONASS-M and GLONASS-M+
generation satellites employ Cs atomic clocks, and GLONASS-K1 satellites employ Cs and Rb
atomic clocks. BEIDOU and GALILEO navigation satellites use Rb and passive hydrogen
maser (PHM) atomic clocks. The regional navigation systems QZSS and NavIC use Rb atomic

clocks. Table 1.2 contains the list of atomic clocks used in various satellite navigation systems.
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Table 1.2: Types of atomic clocks used as on-board clocks in GNSS and RNSS. Here, * indicates the

regional navigation satellite systems, whereas the rest are global navigation satellite systems.

S. No Navigation System Type of on-board clock Country
1 GPS Cs,Rb USA
2 GLONASS Cs RUSSIA
3 BEIDOU Rb, PHM CHINA
4 GALILEO Rb, PHM EUROPE
5 QZSs* Rb JAPAN
6 NavIC* Rb INDIA

Table 1.2 shows that most of the satellite navigation systems employ Rb atomic clocks,
mainly for two reasons. First, the performance of Rb atomic clock meets the navigation
accuracy requirements. The second reason is lower cost, lower power requirement and lower
volume compared to Cs and PHM atomic clocks. For the last few decades, double resonance
technique in Rubidium (Rb) atoms has been the widely used approach to realize clock
resonance for space applications.

The application of atomic clock in space demands the miniaturization. Coherent
Population Trapping (CPT) phenomenon in alkali atoms is another promising technique for the
development of atomic clocks [46], [47], [48]. In this approach, hyperfine ground state atomic
transitions are excited by optical fields generated by a laser diode, in contrast to a microwave
cavity in double resonance clock. Thus, a CPT based atomic clock has the potential for
miniaturization since it does not require a microwave cavity.

This thesis discusses about the study of CPT in 8Rb, optimization of its characteristics
with respect to operating parameters for improved frequency stability and its utility as atomic
clock for satellite navigation. The second part of the thesis deals with the real-time
characterization of satellite clock behaviour and optimum satellite timekeeping methodology

while maintaining uninterrupted service to the user.

Outline of the thesis:
Chapter-2: Coherent Population Trapping in Alkali Atoms

Coherent Population Trapping (CPT) as a quantum interference phenomenon in three-level
atomic system is described. A four-level atomic model is discussed to simulate the CPT

resonance with various operating parameters. A new scaling parameter is introduced in the
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model to account for the influence of cell size on resonance characteristics. The theoretical
limit of cell length where the quality figure saturates is predicted for different laser intensities.
A theoretical computation of ground state relaxation rate (y,) is carried out by considering the
effect of collisional mechanisms among Rb atoms, buffer gas and cell walls. Finally, the
influence of each of the operating parameters on the characteristics of CPT resonance and the

underlying laser-atom interaction mechanisms are discussed in this chapter.

Chapter-3: Experimental Methods

The CPT excitation scheme employed in this study is discussed. A detailed scheme is
devised to perform a thorough experimental investigation of CPT phenomena in Rb vapor cells
with respect to range of operating parameters. A description of dedicated tabletop CPT setup
used in this study is provided. Also, description on the configuration and parameters of Rb
vapor cells, optical excitation schemes considered in the study are also discussed. Practical
implementation of CPT scheme employing VCSEL diode, RF modulation of laser injection

current, phase sensitive detection, laser frequency stabilization etc. are presented in detail.

Chapter-4: Parametric Study of CPT Characteristics

This chapter provides the experimental and theoretical investigation on optimizing the
control/operating parameters with respect to quality figure and frequency shift of CPT
resonance. Experimental investigation carried out on the cells with different radii (R=5.0, 7.5
and 12.5 mm) filled with Ne buffer gas at 50 Torr pressure. The cells with chosen optimum
dimension (R=12.5 mm) and filled with Ar+N buffer gas mixture at different pressures (P=15,
17, 20 and 22 Torr) are investigated to optimize the characteristics of CPT resonance. CPT
resonance and its corresponding quality figure are modelled in all the cells by accounting
radius, temperature and buffer gas pressure.

Chapter-5: Characterization of On-board Clocks

This chapter provides a detailed methodology for monitoring the behaviour of satellite
clock and detection of anomalies using one-way carrier phase range measurements in real-time.
Detailed description is provided on the algorithm that was developed to detect anomalies such
as outlier, phase jump and frequency jump in satellite clock, using fractional frequency data.
The implementation and demonstration of clock characterization methodology are carried out

using NavIC (Navigation with Indian Constellation) satellites and discussed the relevant
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results. Stochastic behaviour of on-board clocks is described using overlapping Allan

deviation, dynamic Allan deviation and Lag-1 autocorrelation methods.

Chapter-6: Satellite Timekeeping Methodology

This chapter describes a suitable timekeeping methodology to maintain the accuracy of
satellite clock offset. A brief discussion is provided on various timekeeping methods and the
advantages as well as limitations on implementation of these methods. This chapter then
describes the optimum timekeeping methodology employed in NaviC satellites. A new
mathematical model is derived to compute the optimal frequency offset correction such that
the time interval between two consecutive corrections would be as long as possible. This

methodology is demonstrated by implementing in IRNSS-1B satellite of NavIC constellation.

Chapter-7: Summary

This chapter summarizes the overall work discussed in the thesis. The key observations on
the measured quality figure and frequency shift of CPT resonance are highlighted with respect
to laser-atom interaction mechanisms. The necessity of clock characterization and timekeeping
methodology for providing desired position accuracy to the user is summarized. The thesis

concludes with a brief discussion on future activities.
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Chapter-2

Coherent Population Trapping in Alkali Atoms

This chapter provides a brief description about Coherent Population Trapping (CPT) in
three level system along with the associated mathematical equations. Subsequently, the need
for considering four-level atomic system under practical operating conditions is discussed to
realize CPT phenomena. Implemented a four-level atomic model to compute the theoretical
CPT resonance. Developed and introduced an empirical parameter into four-level atomic
model to account for the dimension of the cell. Devised and implemented algorithm for solving
this four-level model using Runge-Kutta 4™ order numerical integration method. With the
developed model, CPT resonances are simulated for different lengths of the cell and the
corresponding behavior is discussed. Further, various factors effecting CPT resonance
performance for application in atomic clock are highlighted. Theoretical computation of
ground state relaxation is carried out with respect to dimension of the cell, cell temperature and

buffer gas pressure.

2.1 Coherent Population Trapping

This section describes the phenomenon of CPT in alkali atoms. The energy level structure
of alkali atoms is discussed along with relevant energy transitions between hyperfine energy
levels (i.e., D1 and D2 lines in Rb atoms) that can excite the CPT phenomenon in these atoms.
CPT phenomenon is a demonstration of quantum interference due to coherence in multi-level
quantum systems. The CPT phenomenon was first observed in sodium (Na) atoms as a decrease
in fluorescence emission [49]. This phenomenon can be easily understood by considering a
three-level atomic configuration in alkali atoms, called as Lambda system. A detailed
description of the quantum interference phenomenon in three-level as well as four-level atomic

configurations is provided in the subsequent sections.

2.1.1 CPT phenomenon in three level system

Hyperfine structure in alkali atoms
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Alkali atoms are the Group-1A elements in the periodic table namely, Hydrogen (H),
Lithium (Li), Sodium (Na), Potassium (K), Rubidium (Rb), Cesium (Cs) and Francium (Fr).
These elements consist a single valence electron in their outermost electronic orbit. This
chapter focuses on the CPT phenomenon in Rb alkali atoms. The atomic number of the Rb
atom is 37, which indicates the total number of electrons distributed among different electron
orbitals as given by 1s?2s?2p®3s23p®3d%4s24p®5st. Here, the integers 1 to 5 indicate the
principal quantum numbers. The symbols ‘s’, ‘p’ and ‘d’ correspond to the orbital angular
momentum (1) of electron and their values are given by 0, 1 and 2, respectively. The
superscripts indicate the number of electrons available in the corresponding orbitals. In the
ground state electronic configuration of Rb, the electrons are filled up to 4p orbitals (i.e., 36
electrons), and a single valence electron is available in the 5s orbital. Under the excitation
condition, the single 5s electron can jump to the next available 5p orbital.

Within the orbital, the energy levels split further and are called as fine levels. These fine
structure energy levels are due to Coulomb and spin orbit interactions. The Coulomb
interaction is related to the electrostatic potential energy between electron-electron pair and
electron-nucleus. The Spin-orbit interaction is associated with the orientation energy of the
electron magnetic dipole moment in the internal magnetic field of the atom. Fine structure
energy levels are commonly described by the L — S coupling scheme, where L and S are the
quantum numbers that indicate the magnitudes of total orbital angular momentum and total
electronic spin angular momentum, respectively.

Furthermore, the total electronic angular momentum quantum number (J) is defined as J =
L + S. Fine structure energy states are indicated by the notation 25*L;, where (2S+1) is called
multiplicity. The value of S is 1/2, and that of L are 0, 1 and 2 for the orbitals ‘s’, “ p’ and ‘d’,
respectively. The values of J are taken from |[L — S| to L + S. The ground state 5s of Rb is
described by the fine structure state 251/, with the values L=0, $=1/2 and J=1/2. Similarly, the
fine structure states for the next energy level 5p are denoted by P12 and 2Pz with values L=1,
S§=1/2 and J=1/2 (i.e., 1-1/2), and 3/2 (i.e., 1+1/2), respectively.

In addition, each fine structure energy level is split into sub-levels known as hyperfine
energy levels [50]. The hyperfine structure is due to the splitting of orientation energy of the
nuclear magnetic moment in the magnetic field of an atom. The hyperfine energy splitting is
smaller than fine splitting because the nuclear magnetic moment is smaller than the electron
magnetic moment. The nuclear magnetic moment depends on the nuclear spin angular

momentum (I), the magnitude of which depends on the nuclear structure and the isotope. Thus,
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hyperfine energy levels depend on the total angular momentum (F), which is defined as F =
J + I and it takes values from | — I|to J + 1.

Naturally occurring Rb contains two isotopes 3Rb and 8’Rb which exists in the percentage
ratio of ~72:28. The values of I for 8Rb and ®Rb are 3/2 and 5/2, respectively. Thus, two
hyperfine levels exist for 8Rb in each of the fine structure levels 2Si, and 2Py, (F=1, 2).
Likewise, there are four hyperfine levels that exist in the fine structure level 2Pz, (F=0, 1, 2,

3). Figure 2.1 shows the complete energy level structure for &'Rb.
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Figure 2.1: Energy levels structure in 8’Rb (not to scale). FS: Fine Structure and HFS: Hyper Fine
Structure. D1 and D2 are the fine level transitions between 2S1, = 2Py, and 2S1, = 2Py, respectively
[50].

D1 and D2 excitations in 8’Rb

The D1 and D2 lines in 8Rb are defined as the excitations corresponding to 52S1, = 5%P1
and 5°S1, = 5°Pap, respectively, as shown in Figure 2.1. The wavelengths (frequencies)
corresponding to the D1 and D2 lines are 794.978 nm (377.107 THz) and 780.241 nm (384.230
THz), respectively. Table 2.1 provides a comparison of the optical transition properties
between D1 and D2 lines [50].

37



Chapter-2 Coherent Population Trapping in Alkali Atoms

Table 2.1: Transition optical properties for D1 and D2 excitation lines of 8’Rb atoms. Source: [50].

Parameter Symbol D1 line D2 line
Frequency wo 27 .377.107 THz 2m . 384.230 THz
Transition energy hw 1.559 eV 1.589 eV
Wavelength A 794.978 nm 780.241 nm
Life time T 27.679 ns 26.2348 ns
Decay Rate/Natural r 36.129x10° s 38.117x10° s
line width (FWHM) 2w .5.75 MHz 21 . 6.0666 MHz

The significant difference between the excitation lines D1 and D2 is in the hyperfine
structure of excited states, that is 2P12 and 2Ps. The excited state 2P1,, comprises only two
hyperfine levels (F'=1, 2), whereas the state >P3, exhibits four hyperfine levels (F'=0, 1, 2, 3).
The selection rules for energetic transition among these levels are, AF=0, +1. D1 transitions
can occur between 2Sy, hyperfine ground states and both hyperfine levels of 2Py, (i.e., F'=1,
2). Whereas the D2 transitions can occur between 2Sy/, hyperfine ground states and only two
hyperfine levels of 2Py (i.e., F'=1, 2). Uncoupled hyperfine levels of 2Py (i.e., F'=0, 3) do
not participate in the preparation of coherence. Therefore, atoms which are trapped in these
uncoupled levels due to direct, i.e., one photon absorption, can reduce the number of atoms
participating in CPT phenomenon involving D2 transitions. In addition, this also reduces the
lifetime of resulting coherent dark state. The effect of these light-atom interaction would lead
to decrease in CPT resonance contrast and an increase in its linewidth when compared to the
D1 line excitation [51]. The detailed discussion on CPT dynamics is provided in the subsequent
sections. Further, Stahler et al. [51] also discusses another major difference between these two
excitation schemes in terms of Clebsch - Gordan (C-G) coefficients. They have concluded that
D1 line is more advantageous than D2 line with respect to superior CPT resonance
characteristics. The work presented in this thesis focuses on CPT phenomena with respect to
D1 excitation in 8’Rb atoms.

Quantum interference and dark resonance
As stated earlier, CPT phenomenon is a quantum interference process in a three-level
energy system under optical pumping. Consider two long lived hyperfine ground states |1 >,

|2 > and a common excited state, |3 > in the ’Rb atom as shown in Figure 2.2 (known as a-

38



Chapter-2 Coherent Population Trapping in Alkali Atoms

configuration). Quantum interference can be excited in these atoms when there are two
coherent laser fields that can couple these two ground states to a common excited state. When
the first laser field corresponding to the transition from |1 > to |3 > is applied, the atoms in
state |1 > absorb the light and are pumped to an excited state |3 >, from which they decay to
both the ground states |1 > and |2 >. Due to the continuous pumping of the laser field, all the
atoms in state |1 > are pumped to |2 > via the excited state, resulting in a decrease in
absorption. Now, when the second laser field corresponding to the transition from |2 > to |3 >
is applied, all the atoms in |2 > are pumped to |3 > and then back to |1 > and |2 >. Thus, the
absorption of both laser fields is observed under simultaneous excitation of these fields. When
the condition for Raman resonance occurs, i.e., the frequency difference between synchronized
laser fields is equal to the separation of hyperfine ground states, then the atoms do not absorb
light. This is because these two transition probabilities interfere destructively and atoms are
therefore trapped in a new state called the dark state, which is referred to as non-coupled state.
This phenomenon is referred to as Coherent Population Trapping (CPT) [48], [52], [53], [54],
[55].

5 ZP1/2 F'iZ, <
¥
3
I (F’=1)
|
: wr1 wp2
~794.978 nm ¥
|
: FIEEP Sy S } Raman
: [2) F detuning
. | (F=2) //
5°4S | 4
. i ¢ Vhfs =~6.835 GHz
\\
\\
1) s
(F=1)

Figure 2.2: A a-system involving 8’Rb hyperfine energy levels for CPT excitation.

The CPT phenomenon can be described in detail by considering a semi-classical approach,
i.e., the light field is treated classically, and the atomic levels are described using quantum
mechanics. As depicted in Figure 2.2, two ground states, |1 > and |2 > are coupled to a
common excited state |3 > by a bi-chromatic laser field. Here, the frequency components of
laser field are wy; and w;,, acting on |1 >—- |3 > and |2 > — |3 >, respectively. The
amplitude of the optical field, E(t), can be described as [52],
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E(t) — nge_i(‘Dth"'(pl) + nge_i(wLZt'HPZ) (21)

Here €;4, €12, W11, W12 and @4, @, are the (complex) amplitude, angular frequencies, and
phases of the applied laser fields respectively. The Raman detuning, 8z between the levels can

be written as

Op = wp; — w2 — (2 — Q) (2.2)

Where, Q; = 2mv, and Q, = 2mv, are the angular frequencies corresponding to the
transitions |1 > — |3 >and |2 > — |3 >, respectively such that vy — v, = vy, Vi is the

ground state hyperfine splitting, i.e., clock reference frequency.

The laser-atom interaction Hamiltonian (H;,,,) for the optical field can be written as [56]:

ﬁint = %e—i(wmt"‘(h)':g >< 1|+ %e—i(wmtﬂpzng >< 2|+ h.c. (2.3)

Here, h. c. is the Hermitian conjugate. wg;, wg, are the Rabi frequencies that indicate the
strength of laser-atom interaction of electric dipole transition between excited state |3 > and
ground levels |1 > and |2 >, respectively. The non-coupled state |[NC > is expressed as given
in Equation 2.4.

INC >= "] > — g e @270 2 ) (2.4)

S (wgrae
R2
Viwr1 > +wgz|?

The transition amplitude of the non-coupled state to the excited state |3 > is given by

(3|H, INC) = Zhw&e_i(ﬂl'i'le)t_i(pl(l — eiSrt=i(g2-01)) (2.5)

Viwg1 2 +|wgrz|?

When the two-photon Raman resonance condition is fulfilled, i.e., Raman detuning, §z=0
(wp1 — w2 = Qy —Q4), and phase difference ¢, — @, = 2nm (where, n=0, 1, 2 ....), the

transition amplitude is given by Equation 2.6.
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< 3|H;pt|NC>=0 (2.6)

Thus, under the resonance condition, the transition amplitude from the |NC > state to the
excited state |3 > is zero and therefore an atom in the [NC > state cannot absorb photons. More
specifically, this condition is the result of “quantum interference” between the transitions from
states |1 > and |2 > to state |3 > under the influence of an exciting optical field. Therefore,
the [INC > state is called a dark (or “non-coupled”) state, and the corresponding dark resonance
(CPT resonance) has a narrow linewidth, which is determined by the properties of the ground
state. This feature makes CPT phenomena very attractive for its application in atomic clocks.

When the absorption of the optical field in an atomic cell is measured as a function of two-
photon detuning, a sharp change (reduction) in the absorption will appear near the resonance
condition, as shown in Figure 2.3. This is referred to as CPT (dark) resonance, and its peak is

used as clock reference frequency in the CPT based atomic clock.

Dark (CPT) resonance

Absorption

Raman detuning
Figure 2.3: CPT resonance curve in an atomic system with a-configuration.

The density matrix formalism is another approach to describe the CPT phenomena [57].
For an ideal symmetric three-level system, the solution of the density matrix equations provides

the linewidth and amplitude of CPT resonance as given in Equations 2.7 and 2.8, respectively

[58]. Further details on linewidth and amplitude are discussed in Section 2.1.2.

1 wg?
Avpywum = ;(Vz + T ) (2.7)
wp* 1
H Ngp l"*3 (J.)RZ) (2.8)
2 T
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Here, y, and I'* are the relaxation rates in the ground and excited states, respectively. H is
amplitude of CPT resonance. Assumption for an ideal symmetric three-level system is wg; =
wg; = wg . The Rabi frequency, wg is proportional to the laser excitation intensity and
represents the strength of laser-atom interaction and, ng, is the Rb atomic density. From
Equation 2.7 it is clear that Full Width at Half Maximum (FWHM) is predominantly limited
by y, at much lower laser excitation intensity values. The magnitude of y, depends on
contributions from various relaxation mechanisms in the atomic vapor cell, i.e., relaxation by
alkali atom-buffer gas collisions (y,g¢), alkali atoms spin-exchange interaction (y,sg) and
alkali atom-cell wall collisions (y,w) [59], [60], [61], [62]. Thus, for a Rb vapor cell filled with
buffer gas, the ground state relaxation rate, y,, is given by Equation 2.9. In atomic clocks based
on alkali vapor cells, buffer gas is added to vapor cells to reduce the ground state relaxation
and Doppler broadening [63]. Section 2.3 provides the contribution of the individual
mechanisms based on theoretical calculations taking into account different cell dimensions and

buffer gas pressure values.

Y2 = Y26 + Y2sg T Vow (2.9)

Comparison between CPT and EIT

CPT and Electromagnetically Induced Transparency (EIT) [64], [65] are two important
phenomena based on quantum interference. The fundamental physics underlying in both
phenomenon is related but have few differences. Both phenomena involve the coupling of two
ground states to common excited states using two laser sources. The major difference is that
the CPT uses two laser sources of equal strengths, while EIT uses, one strong and the other one
weak. CPT is well explained using Lambda (A) system. EIT can also be explained using
Lambda (A), Ladder and vee (V) systems as well [66], [67] .
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13)
Wc
Wp
12)
|1)

Figure 2.4: A three level system (hyperfine A system) for CPT and EIT phenomenon. & is Raman

detuning.

Figure 2.4 shows a three-level system considered to explain the working principles of CPT
and EIT. Here, |1), |2) are the ground states and |3) is excited state. wp and w are the Rabi
frequencies of probe and control laser sources coupling the transitions |1) — [3) and |2) — |3)
with corresponding single photon detuning’s A;and A,, respectively. In CPT phenomenon, two
long lived ground states are coupled to a common excited state by two coherent laser sources
of equal strengths i.e., wp = w, . The corresponding transition probabilities undergo
destructive quantum interference and create a new state in which the atoms are trapped and not
seen by laser sources. This state is called dark state and under this condition the transmission
of laser field through atomic medium increases.

In an EIT phenomenon, two near resonant laser sources are also used to excite atoms but
with different strengths (strong control and weak probe, i.e., wp < w.) [66], [67]. By applying
a strong control field, the energy levels of atom shift from line centre due to AC stark effect.
Then, the applied weak probe field shows enhanced transparency. It is therefore referred to as
electromagnetically induced transparency, since the transparency is induced by the control
laser. Thus, both CPT and EIT are two photon processes as the transitions involve two different
levels. Both control and probe lasers have equal significance in CPT. Conversely, in EIT,
strong control laser induces the entire transparency, while weak probe laser is used to measure
this transparency.

Both EIT and CPT phenomena find various applications in atomic physics and quantum

optics. EIT is also used in the development of magnetometers, quantum information
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processing, quantum memory, slow light, light storage, and optical switches [68], [69], [70],
[71], [72], [73], [74], [75]. CPT is most commonly used in the development of atomic clocks
and magnetometers [48], [58], [76], [77], [78], [79], [80] because most experiments use a
balanced A-system with equal intensities of the two optical fields. This configuration allows
reduction of some systematic effects such as light shifts and can be realized experimentally by
direct frequency modulation of a single laser. CPT is also used in atom laser cooling, quantum

information processing, and precision spectroscopy [57], [81], [82], [83], [84].

2.1.2 Characteristics of CPT resonance

The performance of CPT resonance is studied in terms of its characteristics such as
contrast, FWHM, quality figure, and frequency shift. Figure 2.5 shows the typical CPT
resonance, i.e., the transmission of laser field as a function of the Raman detuning (see Figure
2.3).
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Figure 2.5: CPT resonance measured as transmission of laser excitation field through atomic vapor as
function of Raman detuning. B.G. is background. H is height/amplitude. Avgywum is FWHM and Av is
frequency shift.

Contrast (C) is defined as the ratio of amplitude (H) of resonance to its background.
Avpyyy indicates the FWHM of resonance. One of the important parameters is the quality
figure (q) of CPT resonance, which is defined as the ratio between contrast and FWHM.

_ Amplitude above background (H)

(2.10)
Back ground level (B.G.)
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_ Contrast (C) (2.11)
~ FWHM

The frequency shift (Av) is the deviation of resonance centre frequency from the theoretical
value. Further details on the significance of quality figure and frequency shift are discussed in
Section 2.3.

2.1.3 Application of CPT in atomic frequency standard

The CPT phenomenon in alkali atoms is widely employed in developing atomic frequency
standard (atomic clock) [46], [47], [48], [58], [76], [85], [86]. The CPT resonance can be used
as a reference to lock the crystal oscillator and control its output frequency. Since the CPT
resonance depends on the characteristics of long lived hyperfine ground states, a narrower line
width (~ Hz) is achievable. CPT based atomic clocks have few advantages over double
resonance (DR) Rb atomic clocks. One of the major advantages is the absence of a microwave
cavity, which enables miniaturization and reduces the power requirements. The requirement of
Rb lamp, filter cell and microwave cavity (see Section 1.2.2.3) is replaced by a single laser
diode (see Section 3.1). The short-term frequency stability of the clock depends primarily on

the characteristics of CPT resonance, and it is given by [48], [60]

1 el
o(1) = ——r1/2 (2.12)
4vpes |lpg q

where vy is primarily clock reference frequency which is the frequency separation between

hyperfine ground states, I, is background current generated by photodetector, e is electron’s
charge, t is averaging time and q is the quality figure as defined in Section 2.1.2. Thus, the
short-term frequency stability of atomic clock can be improved by maximizing q of CPT
resonance which can be achieved by improving its contrast and reducing FWHM. A detailed

discussion on the factors that affect the quality figure is provided in Section 2.3.

2.2 Four level atomic model
It may be noted that when atomic vapor cells are operated at elevated temperatures and
relatively higher laser excitation intensities, the atomic medium in the vapor cell becomes

optically thick. In such cases, the three-level atomic model is not adequate to model the CPT
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resonance and the four-level atomic model provides the realistic behaviour of CPT resonance.
This section describes the construction of a modified four-level theoretical model to simulate
the CPT resonance which accounts for parametric variation in the atomic vapor cell.
Theoretical analysis is carried out by modelling the evolution of laser-atom interaction in the
atomic ensemble along the length of atomic vapor cell. To simulate the CPT resonance, the
variation of Rabi frequency that corresponds to the D1 hyperfine transition in 8Rb atoms is

estimated as a function of Raman detuning frequency.

2.2.1 Theory

The Rabi frequency of a given atomic transition is proportional to the amplitude of laser
radiation given by Equation 2.13 [87].

g .
wg; = (%) <iler.e;|j > (2.13)

Here, ¢;; is the amplitude of laser radiation, # is modified Planck’s constant and <
iler.e;|j > = d;; is the electric dipole matrix element of the transition from ground state i to
excited state j. wg,, wg, are the Rabi frequencies corresponding to the transitions from ground

states |1 >, |2 > to excited state |3 >, respectively. Using the relation I, = %ceosuz [50], and

with assumption wg; = wg, = wWg, Rabi frequency can be expressed using Equation 2.14.

2
21,d;; (2.14)
cegh?

wWrp =

The Rabi frequency varies as a function of laser excitation intensity (I;), and Equation
2.14 provides the Rabi frequency that corresponds to the incident laser light at the entrance of
the vapor cell. When laser frequency is tuned to CPT resonance, Rabi frequency varies along
the length of vapor cell as CPT phenomena changes light absorption in the cell. Moreover, for
application in atomic clocks, the propagation effect is of concern as clocks are operated at
relatively higher temperature for improving the amplitude of the signal which increases Rb
density that affects the Rabi frequency. For each incident laser excitation intensity, the resulting

CPT resonance is modelled by estimating the Rabi frequency at the exit of the vapor cell after
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transmitting through the length of the cell as function of Raman detuning. The resonance
characteristics are then extracted by performing a suitable curve fit.

The four-level atomic system [48] used in the modelling of CPT resonance is shown in
Figure 2.6. The collisions between buffer gas atoms and Rb atoms cause the atoms in the
excited state (F' = 1) to decay to all possible ground state (F = 1&2) Zeeman levels. Under
circular polarization * (or o~), the transitions from my = +2 (or mz = —2) are forbidden
i.e., the atoms in these states do not contribute to CPT phenomenon. These atoms are referred
to as trapped atoms and are represented by a fourth level known as “trap level” [48], [60] as

shown in Figure 2.6. The three-level model with this trap is called as four level atomic system.
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Figure 2.6: Four level atomic system used to theoretically calculate the CPT resonance. The trap level

represents the fourth level of trapped atoms that do not contribute to CPT phenomena.

With four level model, characteristics of CPT resonance can be studied by estimating the
variation in Rabi frequency of transmitted laser light due to absorption along the length of

vapor cell which is represented by Equation 2.15 [48], [88].

Jw
E)_zR = ag Imé,m (2.15)

Where, a, is the absorption coefficient, and Imé,,,, is the imaginary part of the density
matrix element in which &,,,,, describes the induced coherence in the atomic medium due to

laser excitation. Imd&,,,, is given by Equation 2.16 [48].
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Here, &, is the real part of §

uu'» 1-€., the ground state coherence created by the CPT

phenomenon which is expressed as

w‘}% (2) wlzq(z) w;tg (2)

Y2+—+) 2 Z
2\ w4(2) w%(2) 4y 4r*2 r 2\ wgr(z) _ A4 ar* _
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5m,_l _ —~— 3I'v1 +i e 307
(2 +=5)2 + (012 — Wpry)? (2 + =507 + (W12 — wpry)?
r r

By substituting the expression of 6;#, i.e., real part of 5,,, from Equation 2.17, the

variation in Rabi frequency can be written as shown in Equation 2.18.

2\ k()
dwg wgr(z) [1_ (9) 2Ty,
0z “r 3y (Z)“’}Ze(z)
3 2F*y1
wk(2) wk(2) (2.18)
(2 w:(2) w;(2) 4 4r*? <YZ+ r >
(3) 2r* (]/2+ r* )+(9) y1<1+w122(z))
3r*
n Y1 ]

Here, I'*: Decay rate of excited state

wg(z): Rabi frequency at a position z along the length of vapor cell

v1. Relaxation rate of ground state population

¥, Relaxation rate of ground state coherence and is the measure of collisional interactions in
the atomic vapor cell

w1, wyo. Angular frequencies of laser sidebands (w1, = wp; — Wy2)

w,r,- Angular frequency of hyperfine ground state

Here, a new empirical parameter £ is developed and incorporated into Equation 2.18 to
account for the cell dimension (radius). This parameter is referred to as cell dimension
dependent scale factor and represented by B = b, + bR + b,R?. Here, R is the cell radius and

by, by, b, are constants dependent on cell dimension.
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2.2.2 Solving four-level model

An analytical solution to Equation 2.18 is not possible because it is highly non-linear and
complex. To solve this model Runge-Kutta 4™ order (RK4) numerical integration method [89]

is used. RK4 is a numerical integration technique for solving the differential equation of the
form, Z—z = f(x,y), with the initial condition y(0) = y,. Mathematical expressions involved in

RK4 method are derived based on Equation 2.19.

Yis1 = ¥i + (a1ky + azk; + azks + asky)h (2.19)

By knowing the value of y = y;, at x;, the value of y = y;, 4, at x;,; can be found. Here,
h = x;,1 — x;. By applying the Taylor series, Equation 2.19 can be written in the form of a

solution, as shown in Equation 2.20.

1
Yitr =¥i T 3 (ky + 2ky + 2k3 + ky)h (2.20)

Here k4, k,, k5 and k, are intermediate slopes of integrating function which are given by

ke = f(xiyi)
h h
ko = f(xi 450+ 3k)

h h
ks = f (0 +5.0+5 k)
k4_ = f(xl +h’yl +hk3)

(2.21)

Similarly, RK4 numerical integration method has been employed to calculate the Rabi
frequency along the length of vapor cell. For each incident laser intensity, the Rabi frequency

at any position (z) along the length of vapor cell is given by
wr(z=1) =wr(z=1- 68+ Swg (2.22)

Where, g = = (ky + 2k; + 2ks + ky) and ky, k5, ks, ky are given by
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dwr(z=1- 61)
0z

ki = f(wr(z=1- 8D) =

51
kz == f((l)R(Z = l_ 51) +?k1>
(2.23)
51

ks =f(a)R(z — 11— 5D +7k2>

ky = f(wp(z =1 — 81) + 6lks)

6l is the incremental length of vapor cell (61 =1 mm in our calculation) and [ =
161,261,361, ... ...., L. Rabi frequency at the exit of a vapor cell with length L (i.e., wg(z = L))

is then calculated through the iterative process by considering [ = 6l to L.

2.2.3 Simulation

The variation of Rabi frequency is simulated as a function of Raman detuning. Below is
the step-by-step procedure followed to solve the four-level atomic model.

Rabi frequency (wg) changes along the length of the cell as laser intensity changes due to
absorption. For a given laser intensity value the variation of Rabi frequency (wg) is calculated.
The initial value of Rabi frequency wg(0) is calculated using Equation 2.14. Raman detuning
(RD) values are selected with a range from -2000 Hz to +2000 Hz. For a given RD value, the
variation of Rabi frequency is calculated along the length of the cell i.e., from z=0 (wg(0)) to
z=L (wg(L)) (see Figure 2.7) iteratively. This calculation is carried out by using Equation 2.23
together with Equation 2.18 by considering step size §/=1 mm. A similar process is followed
to calculate Rabi frequency at the end of the cell for all values of the incident laser intensity

values.
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Figure 2.7: Vapor cell filled with 8’Rb atoms (big size circles) and buffer gas (small size circles). wg(0)
and wg(z) are the Rabi frequencies corresponding to the laser intensities at the entrance and exit of the

vapor cell.
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An approximation of y; =y, is used in our theoretical calculation [87]. The values
considered for the simulation are y,=630 rad/s and I'*=1.5E10 s, a,=4.5E11 (at T=71 °C), cell
radius, R=12.5 mm, and laser intensity of 5.0 W/m2. Figure 2.8 shows the simulated CPT
resonances (Rabi frequencies) with respect to Raman detuning for cells with different lengths
(L). These CPT resonances follows the Lorentzian form and its characteristics are extracted by
performing corresponding mathematical fit. Further details on extraction of CPT resonance
characteristics are discussed in Section 3.7. Figure 2.8 indicates that the contrast is increasing
and FWHM is reducing with increase in cell length.

1.8x10"

1.7x10"

-2000 -1000 0 1000 2000
Raman detuning (Hz)

Figure 2.8: CPT resonances (Rabi frequencies) simulated by RK4 numerical integration (Equation 2.23)

using four level atomic model (Equation 2.18) for cells with different lengths (L).

Effect of cell length on quality figure

The effect of cell length on the quality figure, g is studied by theoretical computation of
the CPT resonances as explained above with length up to 300 mm. The quality figure, g is then
calculated by extracting contrast and FWHM using a Lorentzian fit to the computed CPT

resonances as discussed in Section 3.7.

The q values of CPT resonances in cells with lengths up to 300 mm are calculated under
various values of the laser excitation intensity (I;) and plotted in Figure 2.9. For cell length

values up to 30 mm, q increases with the intensity of laser excitation at lower intensity values.
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At higher intensity values, it decreases with increase in laser intensity due to power broadening.
However, the quality figure saturates beyond a threshold value of cell length. At higher
excitation intensities, this saturation length becomes longer and the quality figure tends to
increase non-linearly. Though the longer cells at higher excitation intensities exhibit results in
superior quality figure, they may not be suitable for application in space borne atomic clock.
Moreover, light intensity dependent light shift effect could also become dominant contributor

to medium and long-term frequency instability [53], [90].

g - 2
0.1k ——| =0.1W/m
F —e—| =0.5 W/m?
&  —a—] =2.0 Wm’
N 3
L, 0'015 —v—| =5.0 Wm?
2 [ —e—1 =10.0 W/m?
L 0.001
=]
2
[ Vs
=
= 1E4F
@© E
= o
o [
1E-5
i ol L " "

10 T 1(1)0
Cell length (mm)

Figure 2.9: Variation of the quality figure of CPT resonance as function of cell length at different

incident values of laser excitation intensities. The data points are computed using a theoretical model.

Solid lines connecting the data points are provided to guide the eye.

The theoretical model developed in this section is utilized to simulate the CPT resonances
for different cell dimensions (radii), cell temperatures and buffer gas pressures. Detailed
discussion on these simulated results and their comparison with experimental results is

provided in Chapter-4.

2.3 Factors affecting CPT resonance

According to Equation 2.12, short-term frequency stability of clock depends primarily on
the quality figure (q), and thus on contrast (C) and full width at half maximum (FWHM) of
CPT resonance (see Equation 2.11). On the other hand, medium to long-term stability of clock
depend on the shift in centre frequency of resonance, known as frequency shift (Av). Thus, it
is essential to understand the underlying physics and optimize the operating parameters that
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influence CPT resonance characteristics to improve the frequency stability of atomic clock
[60], [90], [91]. The quality figure of CPT resonance is determined by the nature of laser-atom
interaction in an atomic vapor cell that depends on variety of factors, viz. laser intensity [48],
cell temperature [92], [93], cell dimension [62], [92], buffer gas species and its pressure in the
atomic cell [9], [59], [61], [84]. The effect of control/operating parameters on CPT resonance

characteristics is represented in Figure 2.10 and discussed in the following sections.

Laser Buffer gas
aser Cell Cell g Control/
excitation RF Power . 5 & Operating
: temperature dimension
Intensity Its pressure |  parameters

l l l Atomic
Rabi frequency Number density Grolu nd:tate Ezated State interaction
relaxation ‘ gcay fate mechanisms
CPT J\ CPT CPT
Reso.n ance Resonance Frequency Characteristics
height shift

FWHM

(Contrast)

Figure 2.10: Flow chart depicting control/operating parameters that affect the CPT resonance

characteristics via various atomic interaction mechanisms.

2.3.1 Laser excitation intensity

Rabi frequency of atomic transition is directly proportional to the amplitude of the laser
excitation intensity (see Equation 2.14). According to Equations 2.7 and 2.8 both FWHM and
contrast (amplitude) of CPT resonance are linearly proportional to the Rabi frequency.
Therefore, the laser intensity directly influences both the amplitude of CPT resonance as well
as its FWHM [58], [94]. Further, temperature of the atomic medium also influences the
variation of contrast with respect to laser intensity. A detailed analysis on the dependency of
CPT resonance characteristics on laser intensity is provided in Chapter 4.

In addition, the laser intensity also contributes significantly to the shift of centre frequency
(peak) of CPT resonance. Frequency shift due to laser intensity is the result of AC stark effect
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caused by change in amplitude of electric field which leads to shift in the atomic energy levels.
The interaction of the atomic dipole moment induced by light field with the electric field of the
light leads to a frequency shift in the CPT resonance, termed as light shift. Light shift can be
represented as a function of laser frequency and laser intensity, as given in Equation 2.24 [95],
[96]

wp — Vo

= (2.24)
(W = vo)? +—

1 2
Av(wy, 1) =7 lwg]
Here, wg is Rabi frequency (where |wg|? o< I}), w, is laser frequency, v, is resonance
frequency, and I'* is the excited state decay rate to the ground states. Equation 2.24 indicates
that light shift is directly proportional to the laser intensity.

2.3.2 Temperature of atomic vapor

The amplitude of CPT resonance primarily depends on the number of atoms (see Equation
2.8) in the vapor cell participating in CPT phenomena which is function of temperature of vapor
cell (see Equation 2.27). Cell temperature directly affects the atomic number density which in
turn influences the ground state relaxation rate resulting from spin exchange collision (y,sg) as
given by [59], [61], [62]

6l +1 _

Yase = gy 4 VRb-RbTexTRD (2.25)

Here, I is nuclear spin (I = %for 8'Rb isotope), Vr,_gp, IS relative velocity of alkali-alkali

atoms, g, is corresponding spin exchange cross section (o,, =1.6 x 1018 m? [61] and ng,, is
atomic density. Thus, temperature of the atomic vapor directly impacts the FWHM of CPT
resonance.

Atomic number density is a function of atomic vapor pressure in the cell which is also

function of cell temperature (T). The vapor pressure (in Torr) for Rb atoms is given by [97]

B
logiop = A= =+ CT +Dlogy T (2.26)

Here, the values of constants A, B, C and D are different for solid and liquid phase of Rb.
The values are given by A=-94.04826, B=1961.258, C=-0.03771687 and D=42.57526  (for
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solid Rb, T<312.46 K) and A=15.88253, B=4529.635, C=0.00058663 and D=-2.99138 (for
liquid Rb, T>312.46 K) [97].
Using ideal gas equation, the number density of Rb atoms can be computed as

Mgy = FkBLT (2.27)
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Figure 2.11: The variation of relaxation rate due to spin exchange collision (y,sg) With respect to cell

temperature. Inset: Atomic number density of 8’Rb atoms as function of cell temperature.

Here, kg is Boltzmann’s constant, p is atomic vapor pressure, T is cell temperature and F
is the fraction that indicates abundance of 8’Rb isotope (F = 0.2783). From Equations 2.26 and
2.27, it is clear that number density of 8’Rb atoms increases exponentially with cell temperature
(as shown in the inset of Figure 2.11). Thus, y, g also increases exponentially with temperature
(see Figure 2.11).

Cell temperature also influences the collisions between alkali atoms and buffer gas which
results in shift of atomic hyperfine splitting. This frequency shift is referred to as temperature
shift. The effect of cell temperature on contrast, FWHM and frequency shift are discussed in

Chapter 4 along with the experimental results.
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2.3.3 Dimension of vapor cell

Cell dimension is one of the important parameters that influences both the ground state
relaxation rate and excited state decay rate. This results in the change in contrast, FWHM and
centre frequency.

The ground state relaxation rate (y,,) due to collision of Rb atoms with cell wall depends
on cell dimension which is given by [59], [62]

(2.405)2 72 P,
Yow = (T + ?)DO 7 (2.28)

Where, L and R are length and radius of cell, respectively; P, is reference gas pressure
(760 x 133.323 Pa); P is buffer gas pressure in the cell; D, is diffusion constant for Rb atoms
through buffer gas. The computation of y,,, with respect to buffer gas pressure is shown in
Figure 2.12 for vapor cells with three different dimensions (L= 25 mmand R =125 mm, 7.5
mm, 5.0 mm) filled with Neon (Ne) buffer gas. The D, for Ne buffer gas is 2.0 x 10° m?s™[9],
[98], [99].
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Figure 2.12: The variation of relaxation rate due to collision of Rb atoms with cell wall (y,w) with

respect to buffer gas pressure for three cells (R = 12.5 mm, 7.5 mm, and 5 mm) maintained at T = 71°

C. yow is more dominant in lower dimension cells, particularly at lower buffer gas pressure.

The ground state relaxation rate due to collision of Rb atoms with cell wall is very
significant in cells with lower dimension (radius), particularly at lower buffer gas pressure.

Therefore, smaller or miniature vapor cells require buffer gas at higher pressure to mitigate the
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effect of wall collision on CPT resonance. All the characteristics of CPT resonance with respect

to cell diameter are discussed in Chapter 4 along with experimental results.

2.3.4 Buffer gas

In atomic clocks based on a vapor cell, buffer gas is added to slow down the diffusion of
alkali atoms in the vapor cell that would enhance the laser-atom interaction time. This would
also help in minimizing relaxation due to atom-wall collisions. However, collision between
buffer gas and alkali atoms influence the excited state decay rate of alkali atoms and thus the
CPT resonance characteristics.

The relaxation rate due to collision between alkali atom-buffer gas is given by [59], [62]

P

Y286 = LoVrb—NeORb-Ne P_o (2.29)

Here, Ly is Loschmidt’s constant (2.6867774 x 10%® m?®), Vgp_ne =

Boltzmann’s constant, T is cell temperature and p is reduced mass of alkali-buffer gas atoms)
is relative velocity of alkali and buffer gas atoms, og},_ne IS Collisional cross section for Rb
atoms with Ne buffer gas (5.55 x 102® m? [9], [63], P is buffer gas pressure in the vapor cell
and P, is reference gas pressure (760 x 133.323 Pa).

Variation of y,p With buffer gas pressure is plotted in Figure 2.13a and it can be noted
that y,g¢ increases linearly with buffer gas pressure, as expected from Equation 2.29. Further,
Y2 Values are also computed as function of cell temperature at constant buffer gas pressure
(P =40, 50 and 60 Torr). As seen in Figure 2.13b, for a given buffer gas pressure, y,g¢ also
increases with temperature. However, rate of change of y,g¢ with buffer gas pressure is more
compared to its change with respect to temperature. Consequently, FWHM of CPT resonance

is highly sensitive to buffer gas pressure.
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Figure 2.13: Effect of buffer gas and cell temperature on relaxation rate. (a) Relaxation rate due to the
collision between alkali atom-buffer gas (y,g¢) with respect to buffer gas pressure at T=71 °C. (b) The

variation of y,gg With respect to vapor cell temperature at constant buffer gas pressure.

From Equations 2.29 and 2.28 it is observed that y,g. varies linearly with buffer gas
pressure whereas y,y, varies inversely. Therefore, to optimize the contribution of these two
relaxation rates to the CPT resonance broadening the pressure would need to be carefully
chosen such that combined effect of y,g; and y,, onto the ground state relaxation is
minimum. Figure 2.14 shows the values of (y,5¢ + y2w ) at different buffer gas pressures for a
cell with radius, R = 12.5 mm maintained at 71° C. As can be seen in Figure 2.14, y,,, affects
the ground state relaxation significantly at lower buffer gas pressure while y, 5 dominates at
higher pressures. It is also observed that the combined effect of alkali atom collision with buffer
gas and cell wall contributes minimally to the ground state relaxation rate in the intermediate

pressure range, i.e.,15 - 50 Torr.
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Figure 2.14: Contribution of y,g¢ and y,w to the ground state relaxation rate at different buffer gas

pressures in a cell with radius, R=12.5 mm with temperature = 71° C.

The overall ground state relaxation (y,) due to all the three collision mechanisms, i.e.,
Y286, Yasg and y,y, 1S calculated as function of cell temperature and dimension (see Figure

2.15). v, decreases with increase in cell dimension.
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Figure 2.15: The overall ground state relaxation rate due to all the three collisional effects,

n (Hz)

(Yape ¥ Yase * Yau) /

Y,/

Y2 (= Y2Bc + Y2sg + Y2w), With respect to cell temperature filled with buffer gas at pressure, P = 50

Torr.
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Additionally, buffer gas induces the temperature dependent frequency shift owing to the
temperature dependent interaction between buffer gas and alkali atoms [62], [63]. These
interactions would shift the hyperfine splitting because of the combined effects of attractive
long-range Van der Waals interactions and repulsive short range Pauli exclusion forces [63],
[100] in the vapor cell.

Whilst Van der Waals interactions reduce the hyperfine splitting by decreasing the
electronic density at the nucleus, Pauli exclusive forces increase hyperfine splitting by
increasing the electronic density at nucleus. These effects cause either a negative or positive
frequency shift which depends on the type of buffer gas, its pressure and operating temperature
[63], [101]. The lighter buffer gases, such as Helium (He), Ne and Nitrogen (N2), produce
positive frequency shift dominated by Pauli exclusion forces, whereas the heavier buffer gases
like Argon (Ar), Krypton (Kr) and Xenon (Xe) produce a negative frequency shift dominated
by Van der Waals interactions [63]. The empirical formula that represents the frequency shift
produced by buffer gas (Avg) is given by Equation 2.30 [63], [102]. Here, P, is buffer gas
pressure measured at the reference temperature T,. Bgs, dps, and yg; are the pressure
coefficient, the linear temperature coefficient, and the quadratic temperature coefficient of

given buffer gas, respectively.

Avgg = Po[Brc + 656(T — To) + ve (T — To)?] (2.30)

A detailed analysis on the effect of buffer gas pressure on CPT resonance characteristics
is described in Chapter 4. The experimental analysis is carried out by considering different

buffer gas types (Ne and mixture of Ar and N2) and magnitude of pressure.

2.3.5 Modulating RF field

In the work presented in this thesis, CPT resonance is realized by generating two resonant
optical laser fields by modulating the laser drive current at Radio Frequency (RF) field such
that, the separation between first harmonics corresponds to the ground state hyperfine
separation in alkali atoms (Rb) (see Section 3.4). The amplitude of RF field contributes to the
intensity of first harmonics, and thus it influences the CPT characteristics similar to that of
laser intensity. In addition, every side band generated by modulation contributes to light shift

similar to first harmonics but with different magnitudes depending on their individual
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intensities [103], [104], [105]. Thus, the sum of intensities from all subharmonics contributes

to the total light shift which can be expressed as [105]

Avwml =4 AV_Z + Av_l + AVO + AV+1 + AV+2 + .- (231)

Aviotar = =+ Cplp + Cql1 + Colo + Cyqlyq + Ciplyp + - (2.32)

Here, Av,,, is the light shift due to side bands, +n. Cy, is the coefficient of side band +n,

and I, is the intensity of corresponding side band.

Therefore, the CPT resonance characteristics such as contrast, FWHM and frequency shift
depend on various control/operating parameters as explained above. Thus, it is important to
understand the underlying physics and then carefully optimize the configuration of system.
This thesis reports an experimental investigation on understanding the impact of these critical
parameters on the quality factor and frequency shift of CPT resonance and their optimization,

which would lead to achieving superior frequency stability of CPT based atomic clock.
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Chapter-3

Experimental Methods

This chapter discusses the experimental methodologies employed in this study to excite
CPT resonance, its measurement and characterization for application in atomic clock. A brief
introduction is provided on the various CPT excitation schemes and application of CPT in both
atomic clock and magnetometer. The chapter then discusses the architecture of CPT scheme
implemented in this study and its practical realization. A detailed methodology is established
for conducting experiments with various combinations of operating parameters to excite CPT
resonance in Rb atoms. An in-house MATLAB software is devised to extract the CPT
resonance characteristics using batch least square technique. The chapter concludes with
discussion on characterization of CPT atomic clock and development of processing algorithms
to evaluate the performance CPT clock.

As explained in Section 2.1.1, CPT phenomena occurs when two coherent laser fields
couple the two ground states of alkali atoms to a common excited state. VVarious schemes exist
to generate these coherent laser fields, either from two independent laser sources or from a
single laser source, each of which have their own advantages and disadvantages. A brief
description on these different methods is provided below.

One of the approach would be to utilize two independent laser sources. In this
configuration, two different laser sources with optical phase locking are used to generate the
coherent optical fields [84], [106], [107], [108]. The phase of second laser is precisely
controlled with respect to the first laser. An Optical Phase Locked Loop (OPLL) synchronizes
the phases of two laser fields, allowing an adjustable frequency difference while maintaining a
constant phase relationship. Phase locking of two lasers is a complicated system and limits the
application for miniaturization. Fig 3.1 shows the experimental setup demonstrating optical

phase locking of two lasers referred to as master and slave, as documented in reference [106].
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Figure 3.1: Experimental setup showing optical phase locking of two laser sources for CPT excitation.

Figure is extracted from Reference [106].

Another method involves employing a single laser source. Coherent optical fields from a
single laser source can be generated in two distinct mechanisms such as external modulation
and direct modulation. External modulation is when the modulation is imposed on the output
of laser source. Conversely, direct modulation involves the modulation of input source to the
laser itself.

Electro-Optic Modulation (EOM) and Acousto-Optic Modulation (AOM) represent two
modulation techniques to modulate laser output using electric fields and sound waves,
respectively. Thus, laser source undergoes external modulation through either EOM or AOM
to generate the coherent optical fields [85], [109]. Figure 3.2 shows the experimental setup,
wherein the laser light is externally phase modulated at half of the ground state splitting by an
electro-optic modulator [85]. This results in the generation of two side bands resonant with
transitions from two ground states to excited state. External modulator leads to complexity in

the system architecture and thus limits the implementation for compact atomic clocks.
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Figure 3.2: Experimental setup illustrating generation of coherent optical fields for CPT excitation using

external modulation (EOM). Figure is extracted from Reference [85].

An alternative approach involves the utilization of a single laser source with direct
modulation. It is the simplest method to implement, where, typically, a Vertical Cavity Surface
Emitting Laser (VCSEL) diode generates the coherent optical fields by modulating its injection
current with radio frequency (RF) [47], [110], [111]. The work carried out in this thesis is based

on this method for its ease of implementation and potential for miniaturization.

Figure 3.3a depicts the simplified functional block diagram of the CPT excitation scheme
employed in this study. In this approach, coherent optical fields are generated by a VCSEL
diode through the modulation of its injection current (DC) with RF frequency (f,,), i.e., half of

the hyperfine ground state splitting (f,, = V’;fs) [47], [110]. For example, the injection current

of laser diode emitting light at ~ 794.8 nm is modulated with % ~ 3.417 GHz such that the

separation between resulting first-order sidebands is equal to the hyperfine ground state
splitting (v,s) of 8"Rb as shown in Figure 3.3b. These sidebands in the laser output are resonant
with the transitions from ground states to the excited state (Figure 3.3c). The atomic a-system
needed for CPT excitation used in this study is formed by the D1 transitions (52S12 — 5°P1s2)
in 8’Rb atoms in which the two hyperfine ground states (F=1 and 2) couple to a common excited
state (F'=1) as shown in Figure 3.3c.
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Figure 3.3: (a) Functional block diagram of CPT excitation scheme. (b) Laser spectrum with RF
modulation. v, is laser carrier frequency and f,, (~3.417 GHz) is modulation frequency. (c) Hyperfine

energy levels in 8Rb.

The bi-chromatic coherent light field thus generated passes through an atomic vapor cell
placed in a controlled magnetic field environment at elevated temperature. The transmitted
light is recorded by a photodetector. When the RF modulation frequency is scanned such that
the first order-sidebands in the emitted laser field are resonant with two ground state hyperfine
transitions of 8’Rb atoms (as shown in Figure 3.3c & 3.4a), CPT resonance is observed [55],
[112]. A series of CPT resonances (Figure 3.4b) are generated when the laser field is made
resonant with transitions from magnetic field independent as well as field dependent Zeeman
levels (Figure 3.4a).

65



Chapter-3 Experimental Methods

2 1 0+ +2  (m)

e -

—_— CPT resonance for clock
F=1 —

Rb-87 Frequency separation « B,
D1-Transition

F=2 [
~6.835 GHz | I 1]
F=1 l

2 1 0 s 2 (m) RF frequency

| num
(a) (b)

Figure 3.4: (a) CPT excitations from magnetic field independent (me=0) and field dependent (mr0)
Zeeman levels in 8Rb. (b) Corresponding CPT resonances. The frequency separation between the

consecutive resonances correspond to the external magnetic field (By).

The CPT resonance is employed in realizing miniaturized precision atomic sensors,
including atomic clocks [46], [47], [80], [113] and atomic magnetometers [77], [78], [79], [80].
CPT resonance originating from transitions involving magnetic field independent Zeeman
levels serves as reference for atomic clock and is thus called as clock resonance. This clock
resonance is used to lock the crystal oscillator to stabilize its output frequency as shown in
Figure 3.5. The presence of external magnetic field (B;) induces shift in the Zeeman levels
(Figure 3.4a) leading to the separation between CPT resonances (Figure 3.4b). This frequency
separation is used to calculate the external magnetic field using Breit-Rabi formula [114].

The performance of CPT based atomic clock or magnetometer is primarily depends on the
CPT resonance characteristics, i.e., amplitude, linewidth, shift in center frequency etc. The
CPT resonance with large amplitude and narrow line width results in better short-term stability
[48] for clock and superior sensitivity for a magnetometer [79]. The shift of center frequency
from theoretical reference influences the long-term stability of atomic clock [90] and accuracy
of magnetic field measurement [114]. The work discussed in this thesis is mainly focussed on
experimental study of CPT resonance characteristics for improved stability of CPT based

atomic clock.
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3.1 Architecture of CPT based atomic clock
Figure 3.5 shows the architecture of CPT based atomic clock [115] employed in this study.

The constituents of CPT based atomic clock are classified into three main sections, namely
physics package, laser stabilization and crystal oscillator stabilization. Physics package
consists of source assembly, atomic cell assembly and detector assembly, mounted onto a

common base plate.

Clock CPT

RF Synthesizer signal
(Atomic reference Resonance PSD + Servo
(correction signal)
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Crystal Oscillator
Stabilization

Crystal Oscillator

VCSEL Laser -
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(correction signal)
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Figure 3.5: Architecture for CPT based atomic clock which includes three major sections: physics

package, laser stabilization and crystal oscillator stabilization.

In this CPT architecture, the output of a crystal oscillator (10 MHz) is fed to frequency
synthesizer to generate required RF frequency for modulation via a Bias-T as shown in Figure
3.5. Any fluctuations in the emission frequency of laser diode leads to instability of the CPT
resonance. This emission frequency of laser diode primarily depends on the injection current
and the junction temperature. Laser frequency stabilization includes its temperature control and
drive current stabilization. Stabilization of laser drive current is achieved by locking its
frequency to a chosen atomic hyperfine transition by employing phase-sensitive detection
(PSD) and a servo mechanism, as shown in Figure 3.5.

The stability of a CPT based clock would depend primarily on the characteristics of the
CPT resonance and its interrogation. The CPT resonance characteristics are influenced by
various control/operating parameters such as laser intensity, cell temperature and its dimension,

RF power, buffer gas, and its pressure (see Section 2.3). To improve the stability of CPT based
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clock, it is essential to study and understand the effect of all these parameters and then optimize
the CPT resonance characteristics. Therefore, the experimental realization of CPT resonance,
its measurement and extraction of resonance characteristics are very crucial. The following
sections describe the implementation scheme (experimental setup), CPT resonance

measurement, and characterization methodology.

3.2 Experimental setup

The block diagram of the experimental setup for CPT scheme used in this study is shown
in Figure 3.6 [112]. A phase locked loop (PLL) RF synthesizer seeded by crystal oscillator
(OCXO) @ 10 MHz is used to generate the required modulating radio frequency (f, ). The
collimated laser light with beam diameter of ~3 mm first passes through a neutral density (ND)
filter to change the laser intensity to a desired value. The attenuated laser light then passes
through a quarter-wave (A/4) plate which converts the polarization of light from linear to
circular for state selection. The circularly polarized light passes through a vapor cell filled with
Rb and buffer gas at elevated temperature. A silicon photodetector then detects the transmitted
light. A solenoid coil is used to generate a constant magnetic field that is applied along the

direction of laser beam for exciting CPT among field independent Zeeman lines (my = 0).
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Figure 3.6: Detailed functional block diagram of CPT scheme employed in this study.
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The characteristics of CPT resonance are investigated experimentally by measuring its
quality figure and frequency shift by varying different operating parameters mentioned in
Section 2.3. The description on the physics package, RF frequency synthesis and laser
frequency stabilization scheme which are crucial for the realization of CPT resonance, is

provided in the following sections.

3.3 Physics package

The physics package is very crucial in atomic clock where the interaction of laser field
with atomic medium leads to the excitation of CPT resonance. It consists of laser excitation
source, collimating and polarizing optics, atomic cell assembly, and photodetector. Figure 3.7
shows the engineering model of physics package. The individual elements of physics package

are described in the following sections.

Cell assembly

Collimating & \

Polarizing optics

Figure 3.7: Photograph showing the engineering model of physics package.

3.3.1 Source assembly

Source assembly consists of laser source, collimating and polarizing optics. A VCSEL
diode is used to generate the required optical fields for atomic excitation. VCSEL is a type of
semiconductor diode laser in which the light is emitted vertically from the surface of the
semiconductor. Typical VCSELSs are with GaAs substrate, side n-contact and top annular p-
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contact featuring a circular light output aperture (see Figure 3.8). It has several advantages as
mentioned below:

e Works at low operating currents and hence, lower power consumption.
e Ease of its current modulation at RF frequencies.

e Higher modulation bandwidth which ensures a significant amount of optical power in
first sidebands even with small RF modulation power.

e Its compactness is advantageous for application in miniaturized clocks.

Laser Emission

f Top contact
d

| — e

——— pDBR ———

_Oxide layers
7

Active region _ -~/

:—/
n-DBR

n-GaAs substrate

Bottom contact

Figure 3.8: Internal structure of a typical VCSEL diode [115]. DBR: Distributed Bragg Reflector.

In this work, an oxide-confined VCSEL diode (see Figure 3.8) [116] from the Frankfurt
company is used. VCSEL diode consists of an inbuilt thermistor and Thermo Electric Cooler
(TEC). Emission frequency of VCSEL corresponding to the desired atomic transition can be
achieved by tuning its junction temperature and injection current. Its emission wavelength
(frequency) can be varied by tuning both injection current (@ 0.6 nm/mA) and junction
temperature (@ 0.06 nm/K). The linewidth of VCSEL diode is around 30 MHz and optical
power is about 500 uW. The junction temperature is maintained within 5 mK by using a
Proportional Integral (PI) temperature control. The wavelength is tuned by changing the diode
injection current using a drive control. Generally, a drive current ~2 mA and junction
temperature ~45 °C would result in an emission frequency that corresponds to D1 transitions

in 8Rb atoms. However, these values can vary among different units of laser diode.
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3.3.2 Atomic cell assembly

Atomic cell assembly includes atomic cell, cell chamber as well as solenoid, mu metal
shield for magnetic shield and heating foil (see Figure 3.9). Atomic cell is securely placed
within the cell chamber using lock nuts and RTV moulds which can withstand high
temperature. Atomic cell assembly is placed in between source and detector assembly and
mounted on to the common base plate (see Figure 3.7).

Rb cells with different dimensions (length=25 mm, radius=5, 7.5 and 12.5 mm) and buffer
gas pressure values (Ne@50 Torr, Ar+N>@15 to 22 Torr) are used in the experimental analysis.
More details about these Rb cells are provided in section 3.6. The cells are heated using a foil
heater. Heater has bifilar heating element with equivalent resistance of 42 Q. Cell temperature

is maintained well within +0.01 °C by using a PI controller. Thermistor is mounted on the

surface of the cell to monitor its temperature.

Low emissivity tape

Low emissivity tape

Foil type heater
Internal magnetic shield

Thermal isolator

RTV mould

Solenoid coil

Figure 3.9: Integrated structure of atomic cell assembly (left) and cross-sectional view of its design

structure (right).

Magnetic shields

External non-homogeneous magnetic fields can split the magnetic levels that affect the
laser-atom interaction in Rb vapor cell and thus the CPT resonance. High permeability mu-
metal shields are used to isolate the Rb vapor cell from external magnetic fields. These shields
are made of nickel-iron alloy. Two layers of magnetic shields are used with thick ness of 0.8
mm and an attenuation ~ 80 dB.
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Solenoid

Rb atomic cell is placed inside a solenoid that provides a constant magnetic field along the
Z-direction of the cell. Applied field separates the magnetic field dependent states (mz #0)
from field independent states (mz=0). The length and radius of solenoid are 34.5 mm and 28.5
mm, respectively, with 34 number of turns, over two number of layers. The magnetic field is
produced by passing a constant current through the solenoid and its magnitude is proportional
to the magnitude of the current. The constant magnetic field maintained in the experimental

setup is ~50 uT.

3.3.3 Detector assembly

The detector assembly comprises the silicon photodetector and detector drive electronics.
The current generated in the photodetector is converted into a voltage signal using a Trans-
Impedance Amplifier (TI1A). A commercial silicon photodetector (Thorlabs) with responsivity

of approximately 0.5A/W is used for photodetection.

3.4 Synthesis of RF frequency for laser modulation

The injection current of the laser diode is modulated by RF frequency ( f, =
3.417341305 GHz) as shown in Figure 3.3b. This modulating RF frequency is generated by

RF synthesizer. Figure 3.10 shows the block diagram for generation of required RF frequency.

Phase
comparator  Loop Filter

Tune voltage Crystal F ~341F, Phace To bias-T
— oscillator ;—)[ (1)} ]—[D_cho _ Modulator )
(0CX0)
Ditherl

Frequency Synthesizer

Figure 3.10: Schematic showing the generation of required RF which would modulate the laser drive

current via bias-T.

In this scheme, a crystal oscillator generates 10 MHz frequency which has provision to
adjust its output frequency up to 3 Hz by changing its input tuning voltage. Crystal oscillator

output is provided to a Phase locked Loop (PLL) frequency synthesizer which is designed to
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generate required RF frequency by configuring the appropriate multiplication factor. The PLL
consists of phase comparator, loop filter and VCO to synthesize desired frequency (fp,)-
Synthesized RF frequency, f,,, is achieved by configuring a multiplication factor of ~341.7.
This RF signal is provided to a phase modulator to modulate with a dither frequency for phase
sensitive detection. Modulated RF signal is couple with DC drive current in a Bias-T which
combines the two for driving the laser diode. By changing the input tuning voltage of crystal

oscillator, the output RF frequency can be scanned.

3.5 Laser frequency stabilization

8"Rb absorption spectrum is obtained by varying the laser frequency which is achieved by
scanning the injection current of laser diode. The output of the photodetector, i.e., absorption
spectrum, as function of sweep current is monitored on the oscilloscope as shown in Figure
3.11a. Two transmission dips (or absorption peaks) are observed as a result of hyperfine
transitions from ground states to excited state.

In general, the absorption spectrum is affected by laser frequency fluctuations. The
instabilities associated with these laser frequency fluctuations can be minimized by locking the
laser frequency to a chosen atomic hyperfine transition [54], [55]. As discussed in the previous
section, the laser diode generates the coherent optical fields by modulating its laser injection
current with half of the ground-state hyperfine splitting of 8’Rb. A series of resonance peaks
(complex spectrum) are observed as the RF modulated laser’s drive current is swept from low
to high frequency. This is due to the transitions from each of the ground states to the excited
state caused by both the carrier and sidebands. However, the complexity of the spectrum also
depends on the RF power. Figure 3.11b shows the typical absorption spectrum observed when
the laser is modulated with RF frequency of ~3.417 GHz which is also referred to as RF coupled

spectrum.
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Figure 3.11: (a) Absorption due to D1 transitions in 8Rb atoms detected by photodiode as function of
laser drive current (un-coupled spectrum), (b) Corresponding RF coupled hyperfine absorption
spectrum. The complex absorption spectrum is due to the transitions from ground states to excited state

by laser carrier and sidebands.

To stabilize the laser emission frequency, laser drive current would need to be controlled
precisely which can be done by locking its injection current to the peak of RF coupled hyperfine
absorption spectrum. To facilitate this, Phase Sensitive Detection (PSD) technique is employed
to lock the laser drive current. This is achieved by modulating the laser current with a reference
frequency of ~ kHz (also known as dither frequency) and then demodulating the detector output
with reference dither using a PSD scheme. The output of PSD would serve as input to the servo
control wherein the correction signal generated which subsequently employed as feedback to
the injection current. The PSD implementation scheme employed for laser frequency
stabilization is explained below.

PSD is a sensitive detection technique to detect and amplify very weak signals that are
buried in noise. The functional block diagram of PSD scheme employed in this study is shown
in Figure 3.12. Laser current is modulated with a dither signal (sinusoidal wave @ ~10 kHz)
that is generated by a Wien bridge oscillator. The frequency modulated laser light passes
through atomic cell and the transmitted light is collected by the photodetector. The output
signal from TIA passes through a band-pass filter (BPF), mixer, low pass filter (LPF) and an
amplifier. BPF is designed to be centred around modulation dither frequency such that any
unwanted frequency can be attenuated (~ 50 dB). Filtered signal is directed to multiplier, where
it undergoes multiplication with a reference signal to generate both sum and difference
frequencies. To optimize the output of the multiplier, a phase shifter is employed to adjust the

phase of input value with respect to reference dither. Higher frequency components are
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removed by using two stage Sallen-key configuration of LPF (80 dB roll off) such that only
DC component of the signal is allowed to pass through. This DC signal is further amplified
using DC amplifier and fed to servo controller. This input PSD signal is compared with a
reference PSD value (set point) to generate an error signal. The error signal is fed to a Pl

controller which provides the required servo control signal (correction) to the laser drive

current.
bk Phase Sensitive Detection (PSD)
Physics | output Band pass |
Package filter
. Low pass DC
. M L —
| Bias-T RF xer filter amplifier
—>| Laser drive (DC) | Phase
i shifter
| Attenuator |
Wein bridge
Dither signal Oscillator

Servo control

Figure 3.12: Functional block diagram of laser frequency stabilization by implementing PSD technique
[115].

Figure 3.13 shows the measured hyperfine absorption spectrum and its corresponding PSD
signal in 8’Rb atoms. It can be observed that PSD signal appears as a differential of absorption
spectrum. Hence, the peak of absorption spectrum corresponds to zero crossing of PSD signal.
When the system is put in servo-control mode, the measured PSD signal is continuously tracked
and compared with the reference voltage (corresponding to chosen absorption peak). The
deviation in PSD signal due to any drift or fluctuation in laser frequency is generated as an
error signal and fed to PI controller in a feedback manner. Pl controller provides the servo
signal (correction) that is added to the laser drive voltage to correct for any fluctuation and

stabilize the laser frequency.
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Figure 3.13: RF coupled hyperfine absorption spectrum of &Rb and its corresponding PSD output
signal. The black square box indicates the zero crossing of PSD output signal corresponding to the

chosen coupled absorption peak.

Following the laser frequency stabilization, CPT resonance can be observed by sweeping
RF modulation frequency via scanning the tune voltage of OCXO. For application in atomic
clock, OCXO frequency stabilization is carried out with reference to the peak of CPT resonance
using PSD and servo control in a mechanism similar to that used for laser frequency
stabilization. Figure 3.14 shows the measured CPT resonance along with the corresponding
PSD signal. OCXO tuning voltage is locked to the peak of the CPT resonance, i.e., zero
crossing of the PSD signal. Any deviation with respect to this zero crossing is provided as a

correction signal to stabilize the OCXO output frequency.
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Figure 3.14: Typical measured CPT resonance (left y-axis) with corresponding PSD signal output (right

y-axis) as function of Raman detuning. Zero crossing of PSD output signal is used as a reference for

OCXO stabilization.

Figure 3.15 shows the table top experimental setup utilized to investigate the CPT

resonance characteristics with respect various operating parameters discussed in this thesis.

RF Frequency
Synthesizer

Figure 3.15: Photograph showing the experimental setup for realization and characterization of CPT

resonance.
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3.6 Investigation Plan

The work carried out in this thesis emphasizes the experiments with respect to vapor cell
dimension, laser intensity, cell temperature, RF power, and buffer gas pressure. Preliminary
experiments are carried out to derive the nominal operating range of these parameters to
observe the CPT resonance in Rb atoms. Table 3.1 shows the experimental range of the above

parameters considered for the experimental analysis.

Table 3.1: Range of operating parameters used in the experiments for each cell.

Parameter Range
Laser intensity 4 to 22 W/m?
Cell temperature 48t072°C
RF power 0.5to 4 dBm

Seven Rb vapor cells with different dimensions and buffer gas pressure values are used in
the experiments. The first three cells have different radii (R=12.5 mm, 7.5 mm and 5.0 mm)
but same length (L=25 mm) and are filled with Ne buffer gas at a pressure of 50 Torr. The
remaining four cells have the same dimension (R=12.5 mm and L=25 mm) and are filled with
the mixture of Ar+N> buffer gas at different buffer gas pressure values varying from 15 to 22
Torr. Figure 3.16 shows the list of various combinations operating parameters considered in
the experiments. The characteristics of all CPT resonances are extracted as explained in Section
3.7 and analyzed. If the CPT characteristics are deviated from expected behaviour, the
corresponding measurement is repeated before changing to the next parameter value. This

process is iteratively performed for all the operating parameters of the cell.
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Figure 3.16: Various combinations of different operating parameters chosen for experiment. X;

indicates the cell number (i=1,2...7). LI is laser intensity, T is cell temperature and RF indicates power
of RF.

3.7 Extraction of resonance parameters

Subsequent to the measurement of CPT resonance, the acquired data undergoes processing
to extract its characteristics and study their behaviour with various operating parameters. CPT
resonance follows a Lorentzian form as shown in Figure 3.17. The mathematical formula

defining the Lorentzian curve is given in Equation 3.1 [117], [118].

(xXe¥e)

Amplitude

Raman detuning (Hz)
Figure 3.17: Geometrical shape for Lorentzian curve. Here, (Xc, Yc) is the peak point, yo is background,

FWHM is full width at half maximum and amplitude is given by (yc-Yo).
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Here, y, is background, A is the area under the curve, w is the FWHM, x. is the center
frequency. At the center frequency i.e., at x = x., the amplitude corresponding to peak point is
Ve =y0+%. Therefore, amplitude of the resonance is given by y. — vy, :%. The

characteristics of CPT resonance are given by, ¢ = %2 (contrast), q = ¢
Yo FWHM

(quality

figure), and x. (center frequency). Thus, y,, x., w and A are the required parameters to
compute the characteristics of CPT resonance.

In order to extract these characteristics, Lorentzian fit has to be performed on each CPT
resonance. As discussed in Section 3.6, multiple combinations of experiments are considered
and at least four measurements are taken for each of these combinations to ensure data
consistency. An in-house software is developed in MATLAB to process and extract the
characteristics of all CPT resonance from the acquired measurement data. This software is
designed to handle the input data collected from the oscilloscope for each combination of
measurements (Figure 3.16) in file mode. It partitions the input data into discrete sets
corresponding to four CPT resonances and extracts their characteristics by performing
appropriate curve fitting. Furthermore, the software computes the mean value for each
characteristic parameter extracted from four CPT resonances.

Lorentzian curve fitting is performed on each of the CPT resonances using batch least
square technique and then extracted the parameters, such as y,, x., w and A. Same procedure is
applied to all the measurement data sets provided as input to the software. The concept of batch

least square technique and its implementation is discussed in the following sections.

3.7.1 Batch least square technique

The batch least square (BLS) technique is used to estimate the optimal values of variables
in a model that represents the given data set. The variables corresponding to a chosen model
that represent the given input measurement data set are indicated by a vector known as state
parameters or the state vector indicated by X. Likewise, the measurements are represented by
a vector called as measurement vector Y. The measurement model matrix (H) provides the

relationship between measurements and state vector as shown in Equation 3.2.
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Y = HX+€ (3.2)

Here, € is the measurement noise vector. In general, an exact solution for X is not possible
due to uncertainty in the measurements and model. However, the closest possible estimate of
X (denoted by X) is possible using the measurements and a suitable model. Estimated state
parameters (X) of model are used to construct the data referred to as model data. Estimation is
said to be optimum if the error (also referred to as residuals) between true data, Y (observed
measurement data) and model data, ¥ = HX (computed data using X) is minimum. More
specifically, X is estimated to minimize the sum of the squares of the residuals, indicated by a
performance index (called the cost function) as given in Equation 3.3.

1

_ T, _
J=sey ey =

: [Y — HX]T[Y — HX] (3.3)

N| =

Here, e, = Y — ¥ is error vector. A necessary condition for a minimum of ¢J” is that its first
derivative with respect to X should be zero that is %:O, leads to the solution as given in

Equation 3.4 [119]. Equation 3.4 is implemented in an iterative process until the value of ‘)’ is

minimized.

X = (HTH)"*HTY (3.4)

3.7.2 Implementation of the batch least square technique

The mathematical model used to represent the CPT resonance is Lorentzian curve as given
in Equation 3.1. The state vector matrix that contains the required parameters to be estimated
is given by Equation 3.5.

Yo
xC
w
A

X = (3.5)

The measurement model matrix (H) is constructed by taking the partial derivative of model

with respect to each variable of the state vector as given in Equation 3.6.
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Equation 3.4 together with Equations 3.5 and 3.6 are employed in an iterative process to
fit the measured CPT resonance data with Equation 3.1 and estimate the state vector parameters
(Equation 3.5). Figure 3.18 shows the CPT resonance data with Lorentzian curve fit which are

closely matched with each other.
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Figure 3.18: Typical CPT resonance data (black) and its fit (red) with the Lorentzian curve by
employing Equation 3.4 together with Equations 3.5 and 3.6. The extracted parameters are C=5.36%,
FWHM=558 Hz, q=9.6E-5 Hz! and frequency shift of 35 Hz.

3.8 Clock characterization setup

Throughout the development of CPT based atomic clock, characterization of its output
frequency performance with respect to a superior frequency reference is crucial. This
characterization provides valuable insight into understanding its behaviour with respect to
various perturbing parameters that require optimization. This section describes the test bed
setup established for the real-time characterization of CPT based clock. A Passive Hydrogen
Maser (PHM) is used as reference for evaluating the performance of CPT clock. Frequency
outputs of 10 MHz from both PHM and CPT clock are provided as inputs to the phase
comparator device. The output of this device corresponds to the phase difference between two

input 10 MHz signals. Devised and developed algorithms to process and evaluate the CPT
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clock performance with reference to PHM. These algorithms include the following processing
steps as shown in Figure 3.19.

Acquisition of phase difference: Real-time acquisition of phase difference from the phase
comparator to a computer with a sampling period of one second.

Conversion of phase difference to fractional frequency: The acquired phase difference
is converted into fractional frequency, serving as input for clock characterization.

Processing fractional frequency data: Outliers are removed from the fractional
frequency data using statistical measures such as mean and standard deviation. Further,
frequency drift is computed from outlier free fractional frequency data.

Computation of frequency stability: Frequency stability is computed using Overlapping
Allan deviation (OADEV) technique (Equation 1.11) from outlier free fractional frequency
data.

Real-time graphical display: Real time graphical presentation illustrating the

performance of fractional frequency and frequency stability.

Phase difference to
fractional frequency
conversion

|

Processing fractional
Passive Hydrogen Maser frequency
(Reference) 10MHz l

B —

Phase Computation of

comparator Phase frequency stability
_—
10MHz difference l
CPT clock

Clock characterization

Real time display

|

Frequency Fractional
stability frequency

Figure 3.19: Characterization setup for CPT clock. Here, phase difference is the difference of phase

between two 10 MHz signals from passive hydrogen maser and CPT clock.

Figure 3.20 shows the preliminary output frequency and corresponding frequency stability

of CPT clock during its initial testing.
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Figure 3.20: Preliminary data measured using the characterization setup. (a) Fractional frequency of

CPT clock during initial testing. (b) Corresponding frequency stability.

This chapter provided a detailed description of the experimental methods employed for the
realization of CPT resonance. An experimental procedure is evolved and implemented to
characterize the CPT resonance by considering various combinations of the operating
parameters. Detailed methodology on CPT resonance data processing is provided. The data
processing algorithm is implemented by developing in-house software to extract the CPT
resonance characteristics with respect to all operating parameters. The impact of various
operating parameters on CPT resonance characteristics is thoroughly studied using these
experimental methods, as discussed thoroughly in chapter-4. Furthermore, the chapter

concludes with a description on the test bed setup for characterization of CPT clock.
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Chapter-4

Parametric Study of CPT Characteristics

As explained in Section 2.3, the characteristics of CPT resonance are influenced by various
operating parameters such as dimension of vapor cell, laser excitation intensity, cell
temperature, RF power, buffer gas and its pressure inside cell. A systematic study on the
variation of CPT characteristics is essential for optimizing these parameters. This chapter
discusses the experimental investigation carried out to study the CPT resonance characteristics,
particularly focusing on the variation of quality figure (q), frequency shift, and rate of
frequency shift with respect to the operating parameters. The experiments mainly focus on two
objectives. The first objective involves the optimization of cell dimension by studying CPT
characteristics in cells with different dimensions (radii). The second objective aims to optimize
the operating parameters with respect to buffer gas pressure in an 8’Rb atomic cell filled with
Ar+N; buffer gas mixture. The mixture of Ar and N2 was chosen such that their combination
provides a minimum net frequency shift owing to their complementary (negative and positive)
temperature dependent frequency shift values, as detailed in Section 2.3.4. Table 4.1 shows the
details of the Rb vapor cells used in the experimental investigation. The cell numbers specified

in this table are referred as their identifier throughout this chapter.

Table 4.1: Details of the Rb vapor cells used in the experimental study.

Cell Length Radius Atomic vapor | Buffer gas | Total pressure
number (mm) (mm) (Torr)
C1l 25 12.5 Natural Rb Ne 50
C2 25 7.5 Natural Rb Ne 50
C3 25 5.0 Natural Rb Ne 50
C4 25 12.5 Enriched ®'Rb Ar+N; 15
C5 25 12.5 Enriched 8'Rb Ar+N; 17
C6 25 12.5 Enriched 8’Rb Ar+N; 20
c7 25 12.5 Enriched ®Rb Ar+N; 22
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This chapter further addresses the theoretically computed g with different dimensions of
cell, cell temperature and buffer gas pressure. Theoretical computation of g is based on four-
level atomic model as discussed in Section 2.2. Excited state decay rate (I'*) and ground state
relaxation rate (y,) are the primary inputs to this model which are derived from measured
FWHM with respect to laser intensity. Following sections provide a systematic description on
the experimental investigation of CPT resonance characteristics in Rb cells as mentioned in
Table 4.1.

4.1 Quality figure

According to Equation 2.12, the short-term frequency stability depends mainly on q. To
achieve the improved short-term stability g must be maximized. As discussed in Section 2.1.2,
q is the ratio between contrast and FWHM of CPT resonance (See Equation 2.11). Thus, short-
term stability is improved when CPT resonance exhibits increased contrast and reduced
FWHM, which depends on operating parameters. The variation of g is investigated
experimentally and the appropriate operating parameters are derived that provide its optimum

value.

4.1.1 Laser excitation intensity

The effect of laser excitation intensity on g of CPT resonance is studied experimentally by
measuring laser light transmitted through the vapor cell under resonant excitation condition as
function of excitation intensities while maintaining the vapor cell at a constant temperature.
Theoretical computation of quality figure is carried out and compared with experimental
results. To compute the theoretical quality figure, y, and I'* must be extracted from
experimental data using the relationship between FWHM and laser excitation intensity (See
Equations 2.18 and 2.7). Using equations 2.7 and 2.14, mathematical expression for FWHM
can be represented by Equation 4.1. Thus, measured FWHM with respect to laser intensity is
used to derive the values of y, and I'* using Equation 4.1 and the extraction methodology as

explained in the following paragraphs.

2
21,d;j ) (4.1)
cegh?T™

1
Avpywpm = p (y2 +

FWHM is extracted from CPT resonances measured at different laser excitation intensities
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while maintaining the cell temperature at 71 °C. Figure 4.1 shows the variation of FWHM with
incident laser intensity, measured in vapor cells with radius, R = 12.5 mm, 7.5 mm and 5 mm
(cells C1, C2 and C3). It is observed that the FWHM increases linearly with laser intensity
which agrees well with the theoretical fit (solid line) according to Equation 2.7.
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Figure 4.1: FWHM of CPT resonance (linewidth) with incident laser intensity for vapor cells with radius
(R) values of 12.5 mm, 7.5 mm and 5.0 mm (cell numbers C1, C2, and C3). Data symbols indicate the
measured values and solid lines correspond to theoretical fits (Equation 2.7). The cell temperature is

maintained at 71 °C during the measurements. Av, ; is linewidth threshold.

Figure 4.1 shows that each linear fit has its corresponding slope and intercept at 1. = 0.

These intercept values represent the minimum FWHM of CPT resonance (Linewidth

Threshold, LT), i.e., Av;r = ’;—2 = 220.48 Hz, 286.55 Hz and 311.74 Hz for cells with radius

(R) values of 12.5 mm, 7.5 mm and 5 mm, respectively. These values also reflect the life time
of the dark state. These values indicate the lower limit of FWHM under the experimental
conditions (i.e., choice of cell dimension, temperature, and buffer gas, etc.). Av,; is higher for
cells with smaller radius. This is due to the higher y, as a result of increased atom-wall
collisions in cells with smaller dimension which would affect the coherence. The slope and
intercept at I = 0 from experimental data shown in Figure 4.1 are used to derive y, and I'*
using Equation 4.1. These derived values are used in the theoretical computation of CPT

resonance and its characteristics.

Theoretical quality figure for cell numbers C1, C2 and C3 is computed as follows. For

each incident laser excitation intensity, the Rabi frequency of the transmitted laser light at the
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exit of the vapor cell (L=25 mm) is calculated using the theoretical model explained in Section
2.2. When this estimated Rabi frequency is plotted as function of Raman detuning, it represents
the CPT resonance, like in Figure 2.8. The quality figure of the corresponding CPT resonance
IS extracted by performing a Lorentzian fit (see Section 3.7).

Figure 4.2 shows the graphical representation of the experimental and computed q as
function of incident laser excitation intensity. The variation of the measured g with excitation
intensity is consistent with the theoretical predictions. In addition, q decreases as cell size
(radius) decreases due to higher FWHM in cells with lower dimension. As shown in Figure
4.2, although q value improves by reducing the laser excitation intensity, measuring CPT
resonances at lower intensities would require a more sensitive detection scheme. In this study,
the optimum laser intensity with maximum quality figure is 4.25 W/m? for the cell with radius
of 12.5 mm. However, the computation of theoretical values is extended to even further lower
intensities, and it is observed that the quality figure deteriorates below an optimum laser

intensity, as shown in Figure 4.2.

1.2E-04

s 8.0E-05 |-

4.0E-05

T

Quality figure, q (Hz™")

0.0E+00

| " 1 " 1 L 1 " | ! 1 " 1 " 1 " 1

0O 2 4 6 8 10 12 14 16 18 20

Laser intensity, |, (W/m?)

Figure 4.2: Variation of the experimentally measured quality figure with incident laser intensity for
three cells with radius (R) values of 12.5 mm, 7.5 mm, and 5 mm (cells C1, C2, and C3) all keptat T =
71° C. Solid lines are computed from the theoretical model using Equations 2.18 and 2.23 as explained

in Section 2.2.

The buffer gas pressure inside the Rb vapor cell also influences the variation of g with

respect to laser intensity. Figure 4.3 shows the variation of g with laser intensity at different
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buffer gas pressure (Ar+N;) while maintaining a constant cell temperature (63 °C) and RF
power (1.51 dBm). Data points with symbols represent the experimental values, and the dotted
curves are computed from the theoretical model. The results indicate that g increases with
buffer gas pressure at lower intensities but decreases with buffer gas pressure at higher laser
intensities. Furthermore, the peak of g shifts towards lower intensity as the pressure of buffer
gas increases.
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Figure 4.3: The variation in the quality figure with respect to laser intensity at different buffer gas
pressure (Ar+N,). Data points in solid symbols represent the measured values, while the dotted lines
are computed from the theoretical model. Arrows indicate the direction of increase and decrease in

magnitude of quality figure.

The behaviour of quality figure with laser intensity also exhibits dependence on the cell
temperature. Figure 4.4 illustrates the variation of both measured and computed g for cell C4
at different temperatures as function of laser intensity. Data points with solid symbols indicate
the experimental data, while the 3D surface represents the theoretical model. Experimentally,
laser intensities varied from 5 W/m? to 20 W/m?, and the measured and theoretical data are in
good agreement. At lower temperatures, g increases with laser intensity until it reaches a peak
value, beyond which it decreases with further increases in laser intensity. However, as the cell

temperature increases, the trend of g variation changes, and at high temperatures, it increases
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with laser intensity. More details on variation of g with cell temperature is discussed in the

following section.
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Figure 4.4: The behaviour of the quality figure with respect to laser intensity at different cell temperature
while keeping the RF power constant (1.51 dBm) and maintaining the buffer gas pressure inside the
cell @ 15 Torr. Data points with solid symbols connected with dotted lines represent the experimental

data, while the 3D surface is simulated using the theoretical model.

4.1.2 Temperature of vapor cell

The amplitude of CPT resonance, and thus its contrast, depends on the number of atoms
participating in the CPT phenomena. This atomic number density varies with cell temperature
(T) (see Equation 2.27). In this regard, the influence of cell temperature on the characteristics
of CPT resonance is studied experimentally in Rb cells.

Figure 4.5 shows variation of g and the corresponding contrast (shown in inset) with cell
temperature for three cells (C1, C2, and C3). In each cell, the contrast increases with
temperature and reaches a maximum value (Cpk), from which it decreases with temperature
[76], [92], [93], [120]. Contrast reaches maximum value at optimum number density. The
temperature at which this optimum number density is attained is defined as Optimum
Temperature (Topt). Topt Varies depending on cell dimension (R) and laser excitation intensity
(Iu). At cell temperatures below Topt, contrast increases with temperature, as more and more

atoms are available for interaction with the laser field. At temperatures above Topt, the contrast
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reduces with increase in temperature due to the ravaging contribution of number density
dependent mechanisms such as enhanced spin exchange collision and increase in optical
thickness of medium [58], [62], [76], [92], [93], [121]. Therefore, at higher temperatures, the
absorption of light increases along the length of vapor cell as a result of increase in optical

thickness that leads to reduction in contrast [122].
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Figure 4.5: Measured quality figure (data symbols) as function of temperature for three cells, C1, C2,

and C3 (filled with natural Rb and Ne buffer gas @ 50 Torr) at a laser intensity of 7.08 W/m?. The solid
curves indicate the Gaussian fit to the experimental data. Inset: The corresponding CPT resonance

contrast as function of temperature.

For a given cell dimension, the variation in magnitude of g with temperature is determined
primarily by changes in contrast. This contrast has a characteristic temperature dependent peak
at Topt as explained above. However, when compared between cells with different dimensions,
the value of Topt shifts to a higher temperature for cells with lower dimension. The magnitude
of Qmax at Topt decreases for lower dimension cells, whereas magnitude of corresponding
contrast at Topt is similar for all the cells. The reduction in overall magnitude of g among lower
dimension cells is attributed to the increased FWHM (see Figure 4.7). Detailed description on
variation of FWHM with cell temperature is provided subsequently. At a given temperature,
the effect of wall collision is more pronounced for cells with lower dimension. The increase in

temperature affects the confinement time of the atoms within the laser beam. In order to achieve
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a similar contrast value as in larger cells, the temperature of smaller cells would have to be

increased which leads to a higher optimum temperature (Topt) [92].

The solid curves shown in Figure 4.5 are the curve fit to measured data points using the
Gaussian function according to Equation 4.2 [117], [118], [123].

1 /T —Tope\2
q(T) = Qmax-exp[_E(T—Om) ] (4.2)

where fitting parameter gmax is the optimum q value, i.e., the peak amplitude of quality figure
at Topt and T,, represents the peak width (1-sigma). The values of fitting parameters are
extracted from the curves shown in Figure 4.5 and provided in Table 4.2. Amplitude of gmax
reduces with decrease in cell dimension due to increase in FWHM as shown in Figure 4.7. The
optimum q value is maximum for cell with higher dimension. Therefore, cells with larger
radius are ideal for realizing CPT with optimized resonance characteristics which in turn helps

in improving the frequency stability of atomic clock.

Table 4.2: Fitting parameters for the curve fittings in Figure 4.5.

Cell radius (mm) | Qmax (Hz}) Topt (°C) Tw (°C)
12.5 1.0E-4 73.93 5.66
7.5 8.9E-5 77.15 5.19
5.0 5.3E-5 78.58 5.04

The value gmax and the corresponding temperature, Topt, also depend on laser intensity
[121], [124]. Similar to Table 4.2, the values of gmax and Topt are extracted at different laser
intensities for all the three cells. Figure 4.6 depicts the variation of fit value of gmax (solid line,
left y-axis) and its corresponding Top: (dotted line, right y-axis) as function of laser excitation
intensity for three cell dimensions. It is observed that the value of gmax is higher and Topt value
is lower for cells with higher dimension at lower excitation intensity. Thus, the optimum values

of gmax and Topt are achieved with higher dimension cell at lower laser excitation intensity.
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Figure 4.6: The plot of the maximum quality figure, qmax, (Solid lines, left y-axis) of CPT resonance and

corresponding optimum temperature, Ton, (dashed lines, right y-axis) as function of laser excitation
intensity for cells C1, C2 and C3 (filled with natural Rb and Ne buffer gas @ 50 Torr).

Figure 4.7 shows FWHM as function of cell temperature at a laser excitation intensity of
7.08 W/m? for cells with three different dimensions. FWHM is higher for cells with lower
dimension due to enhanced wall collisions which destroy the coherence. For a given cell size,
FWHM decreases marginally with increase in temperature. A higher cell temperature increases
the collision between Rb-Rb atoms and Rb-buffer gas. The higher Rb-Rb collision rate would
lead to an increase in FWHM of CPT resonance. On the other hand, the higher Rb-buffer gas
atoms collision results in a tighter confinement of the Rb atoms in the probing volume which
leads to an increase in the transit time (interrogation time) and thus a reduction in FWHM. The
net reduction in the FWHM observed in this experiment indicates that Rb-buffer gas collision
has a greater influence on CPT resonance characteristics under these operating conditions,
especially the temperature range. Furthermore, a similar variation of FWHM with respect to
temperature is also reported in Reference [121]. In addition, the rate of reduction in FWHM is
higher in cell with lower dimension due to stronger confinement effect with increase in

temperature.
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Figure 4.7: Measured FWHM of CPT resonance as function of temperature in cells C1, C2, and C3
(radius, R=12.5 mm, 7.5 mm and 5.0 mm) at a laser excitation intensity of 7.08 W/m?. FWHM is higher
for lower dimension cells. Here, the solid lines represent the corresponding linear fit.

For a given cell dimension, the gmaxand Topt also depend on the pressure of the buffer gas
inside the cell. Like in Figure 4.6, gmax and Topt are determined at all laser intensities for four
cells (cell numbers C4, C5, C6, and C7) with different buffer gas pressures. Figure 4.8 depicts
the relationship between Topt and laser intensity in these cells. The experimental data is fitted
using a linear model and represented by solid lines. The results indicate that Topt increases with
laser intensity and buffer gas pressure. From Figure 4.8, the observed Topt at lower intensity is
around 60 °C. Conversely, at similar laser intensity, Topt for cell number C1 is around 72 °C as
shown in Figure 4.6. Possible reason for this difference in magnitude of Topt IS attributed to the
type of Rb filled in these cells (see Table 4.1). Cell numbers from C4 to C7 are filled with
enriched 8'Rb, facilitating the availability of optimum number density at lower temperature. In
contrast, cell numbers from C1 to C3 filled with natural Rb (containing 28% of 8'Rb + 72% of
8RDb), achieve optimum number density at higher temperature due to lower percentage of 8’Rb

i.e., around 28%.
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Figure 4.8: Variation of optimum temperature with respect to incident laser intensity for four cells with
buffer gas pressure, 15 Torr (square), 17 Torr (circle), 20 Torr (diamond), and 22 Torr (right triangle),

all kept at RF power 1.51 dBm. Solid lines represent the linear fit to the experimental data.

Figure 4.9 illustrates the variation of gmax with laser intensity among four cells. Solid lines
represent the fit to the experimental data using linear or quadratic models. As the Figure 4.9
shows, gmax decreases with laser intensity, and the decrease is more pronounced for cells with
higher buffer gas pressure. The cell with a buffer gas pressure of 15 Torr is preferable as the

variation in its gmax is minimal with a change in laser intensity.

Lo = 15 Torr

N 1.4E-04 | e 17 Torr

"’a A 20 Torr

o v 22 Torr

o 1.2E-04 |

3

2

2

S 1.0E-04 |

o

£

£

% 8.0E-05 |

©

2 1 1 1 1 L
4 8 12 16 20

Laser intensity (W/m?)
Figure 4.9: Maximum quality figure (gmax) 0f CPT resonance as function of laser intensity for cells with

different pressure values, 15 Torr (squares), 17 Torr (circles), 20 Torr (up triangles), and 22 Torr (down

triangles). The solid lines are the corresponding linear or quadratic fit.
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4.1.3 RF power

The RF power that couples to laser diode also influences the CPT characteristics (See
Section 2.3.5) [103], [105], [122]. Figure 4.10 shows the quality figure as function of RF power
for cell number C4 at cell temperature 63 °C, and laser intensity of 13 W/m?. At lower RF
power, the quality figure increases with increase in RF power and reaches a maximum value,
after which it decreases. At higher RF power values, the quality figure exhibits rapid reduction.

Optimum quality figure is achieved for RF power values between 0.8 to 1.6 dBm.
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Figure 4.10: Quality figure of CPT resonance as function of RF power for cell C4 at temperature 63 °C

and laser intensity 13 W/m?. The dashed line connecting the data points serves as a guide to eye.

4.2 CPT resonance frequency shift

The deviation of CPT resonance centre (peak) frequency from theoretical reference (v;.¢)
is defined as frequency shift. The laser excitation intensity, cell temperature and RF power are
the primary contributing operating parameters to this frequency shift [53], [90], [103], [104],
[125]. Laser intensity induces frequency shift as a result of AC stark effect (see Section 2.3.1)
[90]. Temperature dependent frequency shift arises from the collisional interaction between
8'Rb atoms and buffer gas. RF power influences the amplitude of the harmonics of modulated

laser spectrum. Hence, its influence on frequency shift is in similar way to that of laser
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intensity. As discussed in Section 3.5, output frequency of atomic clock is stabilized with
reference to the peak of CPT resonance. Hence, any shift in resonance centre frequency leads
to a shift in output frequency of atomic clock. Frequency shift in atomic clock influences its
stochastic (medium to long-term frequency stability) as well as deterministic behaviour which
induces error in timing applications such as satellite navigation. Hence, optimizing CPT

resonance frequency shift is important in timing applications of CPT based atomic clock.

The fluctuations in center frequency are caused by the variations in operating parameters
[90]. In this section, an investigation is reported on frequency shift, particularly the rate of
frequency shift to study its sensitivity with respect to operating parameters. Frequency shift is
calculated by taking the difference between observed resonance centre frequency and the

reference frequency (v,..=3.417341305 GHz). Systematic study on rate of frequency shift with
different operating parameters is carried out. In this regard, following notations are used in the
subsequent sections.
The rate of frequency shift with respect to laser intensity can be computed as % , Which
L
is called as intensity light shift coefficient (a;, ) [90]. Here, v,, is frequency shift with respect

to laser intensity. Similarly, the rate of frequency shift with respect to cell temperature and RF

d -
d;R: . Here, v; and vg are frequency shift as

d
power are represented by m, = % and mpp =

function of cell temperature and RF power, respectively.

4.2.1 Frequency shift Vs Laser excitation intensity

The fluctuations in laser intensity can contribute to shift in the center frequency of CPT
resonance that could manifest as noise and drift in the clock frequency. Light shift induced by
laser intensity is a major contributor to the frequency instability. It is sum of the shifts induced
by all possible sidebands of the laser spectrum. The laser intensity shift also depends on cell
temperature [90], [124].

Figure 4.11 shows the CPT resonance center frequency shift in cell number C1 as function
of laser intensity. Here, C1 is with radius 12.5 mm and containing natural Rb with Ne buffer
gas @ 50 Torr. Measured frequency shift values are shown at two temperature values i.e., 65
OC and 83 °C. The magnitude of resonance frequency shift decreases at lower temperatures and
increases at higher temperatures with laser intensity. Computed values of rate of frequency
shift with laser intensity i.e., «;, at 65 °C and 85 °C are -8.964 Hz/Wm™ and 7.805 Hz/Wm?,
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respectively. Thus, negative and positive a;, are observed at lower and higher temperatures.

Sensitivity of a;, with respect to cell temperature is discussed in the following section.
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Figure 4.11: CPT resonance frequency shift as function of laser intensity at temperature, T = 65 °C

(squares) and 83 °C (circles) measured in C1 containing natural Rb with Ne buffer gas @ 50 Torr. Solid
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lines represent linear fit to the measured data.

4.2.2 Frequency shift Vs Cell temperature

The intensity light shift coefficient, a; values for cell C1 are computed for different
operating cell temperatures and plotted as shown in Figure 4.12. As temperature increases, a;,
changes from negative to positive value. Intensity light shift coefficient also depends on the
absorption of resonant light (first order sidebands) by 8’Rb atoms. However, the absorption
depends on number density which increases with cell temperature. As the temperature increases,
the intensity light shift coefficient induced by first order sidebands changes from negative to
positive [90]. A minimum or near zero a;, (LSmin) is observed at temperature ~72 °C. The
temperature corresponding to LSmin is termed as optimum temperature for minimum light shift
(Tis-opt) at which frequency shift due to laser intensity is minimum. From Figure 4.6, it can be
seen that for the same cell (C1) the maximum quality figure is also observed at temperature

~72 °C which also corresponds to the observed Tis-opt.
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Figure 4.12: Intensity light shift coefficient a;, as function of temperature for cell C1 with natural Rb

and Ne buffer gas @ 50 Torr. Minimum intensity light shift coefficient is observed at temperature ~ 72
°C.

The collisions between Rb atoms and buffer gas atoms in the vapor cell also induce
frequency shift in the CPT resonance. This frequency shift is known as pressure shift of the
ground-state hyperfine splitting [63] and it depends on temperature. Thus, any fluctuations in
temperature affects the frequency shift and thus long-term frequency stability [94]. Frequency
shift at a given temperature comprises the contribution arising from both laser intensity as well
as cell temperature. In order to obtain the temperature dependent frequency shift, laser intensity
contribution to frequency shift must be isolated. Laser intensity induced frequency shift at any

o vy, . .
temperature can be computed by multiplying the rate, % (i.e., a7,) at that temperature with
L

given laser intensity. Figure 4.13 shows these intensity light shift contributions with respect to

cell temperature at different laser intensity values.
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Figure 4.13: Intensity light shift contribution at each cell temperature corresponding to different laser

intensity values.
Figure 4.14 shows the temperature dependent induced frequency shift (after separating the

contribution of intensity light shift values, as shown in Figure 4.13) as function of temperature
at laser intensity of 4.25 W/m?. The observed rate of the frequency shift is +9.95 Hz/°C whose
sign (i.e., a positive slope) is consistent with the theory that the Ne buffer gas induces a positive

temperature dependent frequency shift [9], [46], [63].

9100} = Data
Linear fit
9050
z
£ 9000 |-
w
>
(&)
$ 8950 |
== )
O
o
L= 8900
8850 |-
60 65 70 75 80 85 90

Temperature (°C)
Figure 4.14: CPT resonance frequency shift as function of temperature at laser intensity 4.25 W/m?
(light shift contribution is separated with reference to Figure 4.13)). The solid line is the linear fit to the

measured data.

From Figure 4.14, the rate of frequency shift with temperature can be computed as %T,

I.e., mp at different laser intensity values. These my values are plotted as function of laser
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intensity as shown in Figure 4.15. The minimum rate of shift due to temperature is observed

for light intensity range from 9.9 to 13 W/m? for cell C1.
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Figure 4.15: Rate of frequency shift, my as function of laser intensity. Minimum rate of temperature

shift is observed for the laser intensity range from 9.9 to 13 W/m>.

4.2.3 Frequency shift Vs RF power

Intensity light shift coefficient («;, ) is also computed at different RF power values for four
cells (C4, C5, C6, and C7) and plotted in Figure 4.16. These cells are filled with enriched 8’Rb
and (Ar+N) buffer gas at different pressure values. Figure 4.16 shows that the intensity light
shift coefficient decreases with increase in RF power and is lower for cell with lower buffer

gas pressure.
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Figure 4.16: Variation of intensity light shift coefficient, a; with RF power at T=63 °C for four cells

(C4, C5, C6 and C7). Solid lines are the linear fit to the experimental data. These four cells are filled
with enriched 8Rb and (Ar+N) buffer gas.
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Figure 4.17a shows the variation of frequency shift with RF power at laser intensity 7.08
W/m? for a cell with a buffer gas pressure of 22 Torr (C7). The data indicates a linear decrease
in frequency shift with increase in RF power. The rate of frequency shift, mgp is computed at
each laser intensity for four cells and presented in Figure 4.17b. Here, solid lines are the linear
fit to the data. The results indicate that mzr depends significantly on laser intensity.
Furthermore, the magnitude of myr and its variation increases with buffer gas pressure.

Minimum rate of frequency shift is observed for the cell with buffer gas pressure 15 Torr.
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Figure 4.17: (a) Frequency shift with RF power. (b) Variation of myp as a function of laser intensity at

cell temperature 63 °C for four cells. Solid lines are the linear fit to the experimental data.

The experimental study discussed in this chapter is focused on practical ways to optimize
the operating parameters that would affect the CPT resonance which in turn impact the stability
of atomic clock. Experimental results are compared with four-level atomic model and the
results are in good agreement. Further, these experimental results are utilized to understand the
dependency of CPT resonance characteristics on operating parameters. Based on experimental
results in this study optimum cell radius is 12.5 mm and cell with 15 Torr buffer gas pressure
exhibit corresponding optimum Omax (1.2E-4 Hz1) and Topt (=59 °C) values. In addition,
minimum rate of frequency shift is observed for this cell which provides the optimum trade-
off among different operating parameters. These optimized parameters are appropriate for the

excitation scheme and Rb cells considered in this study.
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Shot-noise limited theoretical frequency stability of this scheme can then be estimated
using an optimum ‘gmax’ Value obtained from the above experimental results. Equation 4.3

provides the shot-noise limited frequency stability [48].

1/2
(1) = iwr—lﬂ (4.3)

\/i 4qvhfs

Here, RIN is the Relative Intensity Noise for VCSEL, q is quality figure, vy is 8'Rb hyper
fine ground state splitting, and t is averaging time. Optimum ‘gmax’ and RIN values considered
in the calculation are, 1.2E-4 Hz! and -120 dB/Hz [Manufacturer specification], respectively.

Figure 4.18 shows the theoretical estimated shot-noise limited frequency stability.
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Figure 4.18: Shot-noise limited theoretical frequency stability corresponding to the optimum Qmax.
This theoretical computation is purely based on the characteristics of laser source and

parametric values of Rb vapour cell employed in the system. However, in reality the

contributions from other system noises, like EM coupling, and servo control, would also affect

the long-term frequency stability significantly.

When the atomic clock is used as on-board timing source in satellite navigation, its
stochastic and deterministic behaviour is crucial for smooth functioning of navigation service.
On-board clock characterization and continuous monitoring of its performance is critical in
satellite navigation. Chapters 5 and 6 describe the real time characterization of satellite clock
and timekeeping methodology for satellite navigation to provide the uninterrupted service to

the user.
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Chapter-5

Characterization of On-board Clocks

In satellite navigation system, atomic clock is used as on-board source for the generation
of satellite time. Optimal performance of this on-board clock (satellite clock) is critical for
smooth functioning of navigation system as its performance degradation, like instability, can
directly affect the user positioning accuracy (see Equation 1.18). Typically, satellite clock
exhibits stochastic and deterministic behaviour. The stochastic behaviour is studied by
measuring the frequency stability using overlapping Allan deviation (OADEV). Satellite time
can also deviate from ground reference time due to deterministic behaviour of satellite clock.
This deterministic behaviour is characterized by satellite clock offset, §t° which is expressed
using quadratic polynomial coefficients (see Equation 1.19) referred to as clock correction
parameters. These correction parameters are predicted for a future period and broadcasted to
the user. User receiver computes its position and timing information by applying these
corrections, as explained in Section 1.5.2. More details on 6t° and clock correction parameters
are provided in Chapter-6.

Under nominal behaviour (with intended behaviour without any anomalies) of satellite
clock, the user position is maintained within the desired accuracy if the predicted clock
behaviour closely matches with the observed behaviour. Any deviation in observed clock
behaviour from predicted behaviour would lead to an error in user position [126], [127]. Hence,
accurate real-time characterization and monitoring of satellite clock behaviour is crucial in
satellite navigation system. Characterization of satellite clock includes computation of its
fractional frequency (commonly referred to as frequency in this chapter) and detection of
anomalies such as outlier (an abnormal data point), phase jump (abrupt change in clock offset)
and frequency jump (abrupt change in clock drift), as well as monitoring clock frequency
stability against desired specifications. These anomalies cannot be corrected and consequently,
the broadcasted clock parameters could become invalid after the occurrence of anomalies if

they are untreated. Hence, any deviation in the frequency of satellite clock from its nominal
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behaviour must be identified immediately and the user must be provided with a new set of
suitable correction parameters to avoid degradation in position accuracy.

This chapter discusses the detailed algorithms to characterise on-board clocks that include:
1) real-time computation of frequency of satellite clock through one-way carrier phase
measurements, 2) resolving the integer ambiguity issue associated with these one-way carrier
phase measurements, and 3) detection of anomalies. These algorithms have been devised,
implemented, and operationalized in Indian Regional Navigational Satellite System (IRNSS),
also known as Navigation with Indian Constellation (NavIC). Further, the stochastic behaviour
of satellite clocks is analysed by computing the frequency stability using OADEV and Dynamic
Allan deviation (DADEV), and identifying the noise types using Lag-1 auto-correlation
method. In essence, this chapter highlights the characterization methodology for on-board

clocks using one-way carrier phase measurement data from NavIC satellites.

5.1 Navigation with Indian constellation
IRNSS/NavIC is developed by the Indian Space Research Organization (ISRO) to provide

navigation service to users over the Indian region as well as the region extending up to 1500
km from its geopolitical boundary. Like other satellite navigation systems, NavIC also consists
of three segments, namely space segment, ground segment and user segment as shown in
Figure 5.1. The ground segment consists of IRNSS Network Timing Centre (IRNWT) to
provide the ground reference time (also referred to as IRNSS system time), IRNSS Range and
Integrity Monitoring Stations (IRIMS) which provide one-way range measurements and are
also used to monitor the reliability of navigation signals. Code Division Multiple Access
(CDMA) ranging stations provide two-way range measurements for independent orbit
determination [128]. The satellite ephemeris and clock parameters are estimated at ISRO
Navigation Centre (INC) i.e., NavIC service provider, with respect to IRNWT (NavIiC
reference time). These parameters are up-linked to the NavIC satellites via ground uplink
stations, i.e., spacecraft control centre (SCC) [129], [130].
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Figure 5.1: Architecture of IRNSS/NavIC. TTC: Telemetry, Tracking and Commanding.

The space segment consists of seven satellites such that three satellites are in
geosynchronous orbits (GSO) with an inclination of 5° and four satellites are in inclined
geosynchronous orbits (IGSO) with an inclination of 29°. Three GSO satellites are located with
longitude crossings at 32.5° E, 83° E, 129.5° E and four 1GSO satellites at 55° E and 111.75° E
as shown in Figure 5.1 [130], [131]. NavIC user segment consists of NavIC receivers that
provide the Standard Positioning Service (SPS), an open service to all users, and the Restricted
Service (RS) only to authorized users.

Within the NavIC system, IRIMS reference receiver provides code (p) and carrier (¢) one
way range measurements. NavIC service provider (or INC) uses these measurement data to
estimate the satellite ephemeris and clock parameters which are referred to as primary
navigation parameters. These navigation parameters will be embedded in navigation signal
which are generated and transmitted by navigation payload on-board. One way carrier
measurement data provided by IRIMS receivers would serve as input data to the algorithms
discussed in this chapter.

5.2 NavIC navigation payload

Figure 5.2 shows the schematic of NavIC navigation payload that generates and transmits
the navigation signals. Each NavIC satellite carries Rb Atomic Frequency Standard (AFS)
whose output frequency (10 MHz) is fed to the Atomic Clock Monitoring Unit (ACMU).
ACMU converts 10 MHz to the fundamental frequency, f, (10.23 MHz) using frequency
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synthesizer. All carrier frequencies and satellite PRN (Pseudo-Random-Noise) codes are
generated using this fundamental frequency via clock distribution unit. Navigation parameters
uplinked to the satellite is received by Navigation Signal Generating Unit (NSGU) via
telemetry and telecommand (TM and TC) unit. Navigation parameters and PRN codes are
modulated on the carrier signals and then upconverted to L5 (1176.45 MHz) and S (2492.028
MHz) navigation signal frequencies [130], [131], [132], [133]. These L5 and S signals are
amplified to the required power level by high power amplifiers and then transmitted through
antenna. These navigation signals are received and processed by the NavIC user receiver on

ground and the receiver then computes its position and timing information.

Carrier signals
Clock Navigation
e signal data | Modulators & High power
RAFS — ACMU —> Distribution NSGU > e p —> Antenna -
: Up-converters amplifiers \
Unit
L5&S
Phase & Navigation
Frequency parameters
adjustments
TM&TC
A
1
: Ground
| uplink
I

Figure 5.2: Block diagram of navigation payload of NavIC satellite.

After launch, the NavIC satellite becomes operational once the satellite is put in its final
orbit. Subsequently, satellite time is synchronized with ground reference time (see Section
6.2.1) [131]. Frequency, frequency stability and drift of on-board Rb AFS are then continuously
measured and monitored on ground by processing one-way range measurement data
downlinked via L5 and S signals. The following sections describe the detailed methodology on

characterization of on-board clock using one-way measurement data.

5.3 Criticality of clock characterization

As explained in Section 1.5.2.1, satellite clock offset, §t° plays a crucial role in
computation of user equivalent range error (UERE), which determines the accuracy of the user

position (see Equation 1.20). Navigation service provider estimates the clock correction
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parameters based on the 6t accumulated over 24 hours (typically) which is called as
estimation period. Subsequently, these corrections are predicted for the next 24 hours (called
as prediction period) and uplinked to the satellite. In real-time, user receiver employs these
broadcasted corrections to derive the 6t° (see Equation 1.19) and then the computation of its
position. The alignment of predicted clock behaviour with real-time observed behaviour is
imperative for precise user positioning. However, the occurrences of clock anomalies can lead
to deviation of observed clock offset from the prediction that creates error in user position.
Hence, it is critical to detect these anomalies and promptly generate new clock parameters after
the event of clock anomaly and uplink as well as broadcast to avoid degradation in user
position.

5.3.1 Prediction error with nominal behaviour

Under nominal behaviour, observed clock offset generally aligns closely with the predicted
offset. Figure 5.3a shows typical nominal behaviour of §t° of IRNSS-1E satellite during
estimation period (say Dayl) and prediction period (say Day?2). The corresponding frequency

data is the derivative of clock offset (see Equation 1.5) and shown in Figure 5.3b.
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Figure 5.3: (a) Satellite clock offset (8t°) of IRNSS-1E during the estimation and prediction period,

with nominal behaviour. (b) Corresponding clock frequency data.

The difference between observed clock offset and predicted clock offset (computed with
clock corrections using Equation 1.19) is referred to as prediction error, which contributes
directly to the UERE. Figure 5.4a shows the schematic representation of observed and

predicted (for 24 hours) clock offset with nominal behaviour, i.e., without any anomalies.
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Figure 5.4b illustrates the typical prediction error corresponding to the data shown in Figure
5.3, for the duration of 24 hours (Day2). The prediction error is well within 5 ns over the period
of 24 hours. The prediction error under nominal behaviour is due to the contribution from both

uncertainty in the estimation model and frequency stability of clock.

H Observed clock offset
B Predicted clock offset

Satellite clock offset, 5¢° (s)
Prediction error of 5t° (ns)

Prediction error °

Time (h), 24 hours prediction period Time (h)

(@) (b)
Figure 5.4: (a) Schematic representation of observed and predicted clock offset with nominal behaviour
during the prediction period. (b) Prediction error of IRNSS-1E clock offset, 8t° over 24 hours
prediction period with respect to the data presented in Day2 of Figure 5.3.

5.3.2 Prediction error with anomalies

This section describes the impact of clock anomalies such as frequency jump and phase
jump on prediction error during the prediction period. The impact is studied by simulating
frequency jump and phase jump within the prediction period of IRNSS-1E clock data shown
in Figure 5.3. Figure 5.5 shows the clock frequency with a simulated frequency jump at Tepoch

= 2 hours during Day2 with magnitude of 1.0E-12 s/s.
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Figure 5.5: IRNSS-1E satellite clock frequency (corresponding to Figure 5.3b) with a simulated
frequency jump at epoch, Tepoch = 2 hour during the prediction period (Day?2).

Figure 5.6 shows the prediction error in the observed clock offset during the nominal
behaviour (circles) and in the presence of frequency jump (triangles). This prediction error
(triangles) is corresponding to the data shown in Figure 5.5 during the prediction period. The
error accumulates rapidly following the frequency jump. The accumulated error at the end of
24 hours is ~85 ns.
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Figure 5.6: Prediction error without any anomaly (circles) and with frequency jump (triangles). It

demonstrates the accumulation of clock offset prediction error (triangles) due to frequency jump.
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Similarly, Figure 5.7 illustrates prediction error with nominal behaviour (circles) and with
the phase jump (squares) in the observed clock offset. Here, the phase jump is simulated at
epoch, Tepoch = 2 hours during Day2, in data shown in Figure 5.3a with a magnitude of 10 ns.

Due to this phase jump, same magnitude is observed in prediction error as an offset as shown

in Figure 5.7.
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Figure 5.7: Prediction error of satellite clock offset with nominal behaviour (circles) and with a phase

jump (squares) at the 2" hour (epoch) within the prediction period.

Figures 5.6 and 5.7 clearly indicate that the clock prediction error increases rapidly
following the anomaly events which invalidates clock corrections after the occurrence of
anomaly. The magnitude of this error depends on the size of anomaly event, and the accuracy
of user position thus degrades accordingly. These events must be detected immediately and
followed by the generation of new clock correction parameters and their up-linking to the
satellite to maintain the user position accuracy within the desired limit. The following sections
provide the real-time characterization of clock using NavIC navigation signals and detection

of anomalies.

5.4 Computation of on-board clock frequency

NavIC satellite provides one-way code and carrier range measurements on L5 and S

frequencies. Code measurements are accurate but noisy, while carrier measurements are precise
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but ambiguous [134], [135], [136]. Therefore, standalone carrier phase measurements are
preferable for clock characterization as they are less noisy compared to code measurements.
Carrier phase measurement by a receiver is the measure of phase difference between the
navigation carrier signal received and the reference signal generated by itself. It is the sum of
accumulated number of cycles and the instantaneous phase difference. The initial value of
integer number of cycles is unknown and is called as integer ambiguity and denoted by N. For
a given line of sight from satellite to receiver, this N remains constant until the receiver
continuously tracks the satellite without any interruption. If tracking is interrupted, the N
changes to a new value N', which is referred as cycle slip [137], [138]. The possible reasons
for occurrence of cycle slip are, severe ionospheric conditions, low signal to noise ratio, high
multipath, high noise due to interference, and failure of receiver processing software [137],
[139], [140]. Thus, the limitation with carrier phase measurement is that it contains unknown
integer ambiguity [141], [142]. In this study, a new methodology is proposed in which the
effect of integer ambiguity can be eliminated by using clock frequency data computed from

carrier phase measurements. Detailed description of this methodology is provided below.

The carrier phase range measurement from NavIC satellite to IRIMS receiver is

represented by following equation known as “observation equation” [141].

Pj =T+C(6tu—5t5)+T—Ij+Aj1Vj+€(p,j (51)

Here, j is the signal identifier (L5 or S), ¢; is carrier phase range measurement, r is true
(geometric) range, c is speed of light, &t,, is receiver clock offset, 6t° is satellite clock offset,
T is tropospheric delay, I; is ionospheric delay, 4; is wavelength of signal j, N; is integer
carrier-phase ambiguity, and &, ; is unmodeled error. Figure 5.8 shows the carrier phase range

data of IRNSS-11 satellite measured by IRIMS receiver at L5 and S frequencies.
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Figure 5.8: Carrier phase range data of IRNSS-11 satellite measured by IRIMS receiver at L5 and S

frequencies.

In this range data, ionospheric delay is the dominant source of error which can be
eliminated by a linear combination of dual frequency measurements, known as iono-free linear
combination [133], [143], [144], [145]. The iono-free carrier phase (¢,;r) measurement is given
by Equation 5.2, in the units of metres [133].

@ir = Crs@rs — Css
=r++ C[é‘tu - 5t5] + T + CLSALSNLS - CSASNS + SQD,IF

(5.2)

where @, s and @g are carrier phase range measurements at L5 and S frequencies indicated

by fis and fs, A5 and Ag are corresponding wavelengths, N;s and N are corresponding

. 1
unknown integer number of cycles, and ¢, ;r represents unmodeled errors. Here, €5 = fst—sfsz
2
and Cs = fzfsfz are frequency dependent scale factors. Equation 5.2 can be rearranged as
Ls™JS

shown in Equation 5.3.

C(Sts(p = cots — CLSALSNLS + CSASNS = (T + C[atu] +T+ E(p,IF) — QIF (53)
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Here, c6t®, is the satellite clock offset along with the integer ambiguity terms. Therefore,
the satellite clock offset computed from carrier phase measurements (c6t®,,) is equivalent to
the observed satellite clock offset (c5t%) summed with unknown integer ambiguities. These
ambiguities are multiplied by corresponding wavelengths, as given in Equation 5.3. This c6t°,

is computed from carrier phase measurement by correcting it with known/computed values of
r, 6t and T [131].

True range (r) is calculated using satellite ephemeris [128] and known coordinates of
IRIMS. Precise value of §t,, is available for selected IRIMS. The Sastamoinen model is used

to correct for tropospheric delay [146]. The value of c6t°,, in units of seconds is computed

using Equation 5.4.

St = 6t5+1(c/1N — CycAicN;c) (5.4)
o = c L shstls L5Ls5IVL5 :

§ts, = 6t5 + 6ty (5.5)

Here, §t55 = %(CSASNS — C15A.5N5) is the bias due to the integer ambiguities present in

the carrier phase measurements data. The existence of integer ambiguities (N5 and Ng) in
Equation 5.4 can be resolved by using satellite clock frequency data. This frequency can be

computed by taking the derivative of clock offset as given below (see Equation 1.5).

dst’, does 1 dNs dNs

_ 1 (5.6)
dt dt (CSAS dt CLSALS dt)

y:

If there is no cycle slip (i.e., no change in integer ambiguity) in carrier phase measurements

from both signals, then the rate of N, or N (i.e., dgt“ or

%), is zero. Therefore, the satellite

clock frequency is not affected. If there is a cycle slip in L5 or S, or in both, then the frequency

is affected by an outlier with a magnitude represented by y, .

dNps dNg dNLs

1
Here, yav = —-(CrsAs—,") oOr ‘(Csfls ) 0 or (Csﬁs dt — Cslys

respectively. Hence, the frequency can alternatively be represented using Equation 5.7.

)
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dét’ . .
, Without cycle slip
dt (5.7)

+yan,  With Cycle slip

Y=\ dsts
dt

Satellite clock offset and frequency for IRNSS-11 satellite are computed using equations
5.5 and 5.7. Carrier phase measurement data shown in Figure 5.8 is input to this computation.
Figure 5.9 shows the typical satellite clock offset and its frequency corresponding to data

shown in Figure 5.8.
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Figure 5.9: (a) IRNSS-11 satellite clock offset computed from carrier phase measurement data shown
in Figure 5.8. (b) Corresponding frequency. These offset and frequency are computed using Equations

5.5 and 5.7, respectively.

Figure 5.10 shows the satellite clock offset in the presence of a cycle slip. This data
corresponds to IRNSS-11 satellite (Figure 5.8) in which 10 cycles are simulated on L5 carrier

phase measurement data.
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Figure 5.10: IRNSS-1I satellite clock offset in the presence of simulated cycle slip in carrier phase

measurement. The inset shows the zoomed region around the cycle slip.

5.5 Clock anomalies
5.5.1 Classification of clock anomalies

Satellite clock offset (5¢*) can exhibit anomalies such as outlier, phase jump and frequency
jump mainly due to environmental variations and internal malfunctioning. A single algorithm
is developed for real-time detection of these anomalies. Frequency data derived from carrier
phase measurements is the input to the developed methodology. Therefore, it is crucial to
understand the relationship between clock offset and frequency data with respect to different
anomalies. To understand this relationship, the anomalies are simulated and compared between
clock offset and corresponding frequency data. These anomalies are simulated using the real

clock data from one of the NavIC satellites.

Figure 5.11 indicates the presence of outlier in clock offset and its effect on corresponding
frequency data. The presence of an outlier in clock offset is validated through the identification

of successive outliers with opposite polarity in the clock frequency data.
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Figure 5.11: IRNSS-1D clock offset and frequency data with respect to simulated outlier during the
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first 4 hours.

Figure 5.12 shows the presence of phase jump in clock offset and corresponding frequency
data. A phase jump in clock offset is reflected as a single outlier in frequency data. From
Figures 5.10 and 5.12, it is observed that the presence of both cycle slip in the carrier phase
measurement and phase jump in clock offset would impact the clock frequency data with a
similar outlier. Thus, cycle slip also can be identified as a phase jump as they are
indistinguishable. In order to mitigate this issue, frequency data derived from multiple receivers
are processed to distinguish between phase jump and cycle slip in satellite clock offset data. If
multiple receivers detect a phase jump at the same epoch, it is confirmed as an actual phase
jump in satellite clock. Conversely, if a phase jump is not observed by multiple receivers, it is

identified as a cycle slip occurred in that particular receiver.
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Figure 5.12: IRNSS-1D clock offset and frequency data with respect to phase jump during the first 4
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Figure 5.13 shows the presence of a simulated frequency jump with magnitude 1.0E-11
s/s in both clock offset and frequency data. The frequency jump is detected by continuously

verifying that the frequency error is beyond the threshold value.

@ 1E-06

"506- L

é 1E-06

- i 1

S N e

O 9E-07 = Frequency jump

O n 1 L 1 I 1 L 1
0 1 2 3 4

D Time (h)

& 3E-11

[ =

o)

o 2E-11 i

o

= 1E-11

S

w3 0OE+00

L(L’E ' | ' | L | \ |
0 1 2 3 4

Time (h)

Figure 5.13: IRNSS-1D clock offset and frequency data with respect to simulated frequency jump

during the first 4 hours.
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5.5.2 Detection of clock anomalies

Detection of clock anomalies in frequency data is developed based on a linear prediction
method. Satellite clock frequency can be well predicted using a linear model [147]. In the
absence of anomaly, the observed and predicted frequency data are close to each other.
Conversely, in the presence of an anomaly, the observed frequency data deviates from the
predicted value. Anomalies are detected based on an error threshold limit between observed
and predicted frequency data. Additionally, smoothening is applied to the computed raw
frequency data using Equation 5.8, to enhance the confidence in detecting anomalies. The
parameter f in Equation 5.8 indicates the smoothening constant which decides the amount of
smoothing of raw frequency data. y; and 9; are the raw and smoothened frequency values at i*"

epoch. Smoothened frequency data is input to the algorithm for anomaly detection.

Vier =Vi + B — i) (5.8)

The anomaly detection methodology can be divided into three sequential steps. Initially,
the process involves in performing a linear fit to smoothened frequency data. Subsequently,
statistical analysis would be performed on the fitting residuals. Finally, the presence of
anomalies is detected based on these statistics. The detailed flow chart illustrating the
methodology for detecting anomalies is presented in Figure 5.14. Following are the

corresponding steps involved in the procedure.
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Figure 5.14: Flow chart for detecting and removing anomalies in satellite clock frequency data.

Step 1: Satellite clock frequency data is computed from carrier phase measurements with
a sampling period of one second using Equation 5.7. Subsequently, the obtained frequency data
is smoothened using Equation 5.8 which is input to the algorithm for anomaly detection. The
frequency data is populated in a fitting array (Ywm) up to a predefined duration, M, to start the

initial fitting, as shown below.
Yl:j;la Y2::)72, ........... ,YM: yM

Where M is the duration of the data for fitting. Consider Ny = M+1 as the current epoch in
real-time. The removal of outliers in the initial fit period of M is carried out by deriving
threshold value from mean (y) and three times of standard deviation (STD) ‘a’ on smoothened

frequency (Ywm) data as given in Equation 5.9.

Threshold =y + 30 (5.9)

Given y; is treated as an outlier if its absolute value i.e., |y;| is more than threshold. After
removing any possible outliers, linear fitting is performed on fitting array, Ywm.
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Step2: Statistical analysis is performed on fit residuals (y,) to compute mean (y,) and STD
(o,.) for the fit residuals of fitting duration M. Positive and negative threshold values are then
determined based on fit residuals statistics as given in Equation 5.10, referred to as upper bound
(UB) and lower bound (LB), respectively. In real-time, frequency value for the current epoch

Ny is predicted (yNy) using linear fit coefficients generated from frequency data of length M.
Prediction error, i.e., the error between predicted (y,vy) and observed (yNy) frequency data is

then computed at current epoch.

UB =y, + 30,

(5.10)
LB = j, — 30,

Step-3: Prediction error is compared with the upper and lower bound values to determine
the categorization of the observed frequency data. When prediction error falls within the
bounds, the observed frequency is classified as good data or non-anomalous. Conversely, if the
magnitude of the prediction error exceeds the bound values, the observed frequency data is
considered as anomalous. An array of length K is populated with error index E;j =+/-1 (i=0,1,2,
...., K). Here, +1(-1) represents the prediction error is above (below) the upper (lower) bound.
In this context, K represents the predefined optimum duration to confirm the occurrence of a

frequency jump.

If the frequency data is not anomalous at current epoch, the fitting array (Yw) is populated
with the sliding frequency data, as illustrated below. The process then proceeds iteratively from

step 1.
Y]_:j}z ’ Y2:y3 gerecsceaaas :YM:j’\Ny .

Upon addition of each new epoch, the dynamic computation of mean and STD on fitting

residuals is carried out without incorporating all fitting residuals data, as shown below.
_ _ 1 _
Yny = Yu + 37 0e = Yu)

M-1 . 1 _
Sy = M [UM +M(ye_yM)]

121



Chapter-5 Characterization of On-board Clocks

Here, y, is the fitting residue with respect to current epoch. y,, and o), are previously

calculated mean and STD of fit residuals for length M.

As an example, the scheme for identification of anomalies using error index array is
depicted in Figure 5.15 by considering the prediction error is above UB. In this representation,
green and red colours correspond to error index values +1 and -1, respectively. An anomaly is
identified as an outlier if the adjacent Ex values are +1 and -1, respectively as shown in Figure
5.15a. A phase jump is detected when the last three Ex values are 0, +1 and O (Figure 5.15b).
Finally, a frequency jump is detected when the sum of all Ex values is equal to +K (Figure
5.15c¢). If the outlier or phase jump is confirmed, the corresponding epoch is discarded without
storing it in Ym and proceeds to the next epoch. However, if the frequency jump is confirmed,
the fitting array Ym and error index array Ek are reset to zeros and the procedure as explained
above restarts again. If the prediction error is below the LB, the above explanation changes by

interchanging the green and red colours in Figure 5.15.
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Figure 5.15: Graphical representation of anomaly detection with error index array (Ex). Green and red
colours represent error index values of +1 and -1, respectively. Parts (a), (b) and (c) highlight the
anomalies with outlier, phase jump, and frequency jump. The corresponding anomalies in frequency

data are shown in the right side against (a), (b) and (c), respectively.
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To validate the developed algorithm, frequency data from IRNSS-1D with frequency jump
is considered. Figure 5.16 indicates the frequency computed using Equation 5.7 for IRNSS-1D

satellite clock, where a frequency jump is observed at around 20 hours.
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Figure 5.16: Satellite clock frequency data for IRNSS-1D with an observed frequency jump around 20

hours.

Data shown in Figure 5.16 is used to demonstrates the efficacy of frequency jump detection
algorithm as explained above. Figure 5.17 indicates that the prediction error along with lower
and upper bounds, computed using Equation 5.10. It can be observed that around 20 hours, the
prediction error is consistently above the threshold value (upper bound) for successive epochs
up to K, as shown in Figure 5.17. Thus, it is detected as a frequency jump. Here, the considered

K value is 60 s.
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Figure 5.17: Prediction error of IRNSS-1D satellite clock frequency data shown in Figure 5.16 with
corresponding lower and upper threshold values. The prediction error exceeds threshold value and

confirms the presence of frequency jump.

5.6 Monitoring on-board clock performance

Algorithms for computing satellite clock frequency and detecting anomalies as explained
above are successfully implemented and operationalized in NavIC constellation. These
algorithms facilitate the routine characterization and monitoring of satellite clocks in
operational satellites. Long term behaviour of clock frequency and frequency drift is
systematically monitored. In addition, algorithms implemented to analyse the stochastic
behaviour using overlapping Allan deviation (OADEV), dynamic Allan deviation (DADEV)
and identification of noises present in frequency data. The following sections provide the
aforementioned analysis using data from NavIC operational satellites (IRNSS-1C and IRNSS-
11).

5.6.1 Frequency

NavIC satellite clock frequency computed using Equation 5.7 is used to study its long-
term behaviour. Figure 5.18a shows the frequency data computed from one-way carrier phase
measurements for one of the GSO (IRNSS-1C) and IGSO (IRNSS-11) satellites over a six
months period from 21 May (MJD: 59720) to 17 November (MJD: 59900), 2022. Figure 5.18b
shows the typical overlapping Allan deviation for these data. Here, frequency with drift
removed is input to compute the frequency stability based on Equation 1.11. Frequency
stability value for averaging time of one day is approximately 3.0E-14.
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Figure 5.18: (a) Satellite clock frequency data for IRNSS-1C (bottom) and IRNSS-11 (top) for six
months from 21 May to 17 November 2022. (b) Typical frequency stability (OADEV) of Rb AFS (drift
removed) used in IRNSS-1C (circles) and IRNSS-11 (squares) measured on ground.

Figure 5.19 shows the frequency drift values for IRNSS-1C and IRNSS-11 during the
period mentioned in Figure 5.18a. Each data point in Figure 5.19 represents the computed
frequency drift value, derived from the frequency data of previous seven days. IRNSS-11 is
observed to have a negative frequency drift value during this period and its magnitude is higher
than that of IRNSS-1C. Frequency drift for IRNSS-1C is negative during the initial period and

then changed to a positive value.
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Figure 5.19: Variation of frequency drift for IRNSS-1C (circles) and IRNSS-11 (squares) computed

from the frequency data indicated in Figure 5.18a.
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Additionally, an algorithm based on DADEYV [28], [29], [30], [31] is employed to monitor
the influence of instantaneous clock frequency variations on frequency stability. It provides the
real-time frequency stability corresponding to the frequency. Figure 5.20 shows the three-
dimensional DADEV (refer to Section 1.3.3) for the frequency data shown in Figure 5.16. It
shows a peak during the occurrence of frequency jump, while indicating nominal behaviour for
the remaining duration. DADEYV is useful for real-time monitoring of clock frequency stability
performance in the presence of frequency jump, phase jump and sudden increase in noise. Its
ability to capture such dynamic variations makes it valuable tool for continuously monitoring
the frequency stability of clock in operational satellites.
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Figure 5.20: DADEYV for frequency data corresponding to Figure 5.16. During frequency jump (at ~20
hours), DADEV shows a peak with increasing magnitude, while remaining period exhibits nominal

behaviour.

5.6.2 Noise identification in frequency

As discussed in Section 1.3.2, different types of noises present in on-board clock frequency
data such as White phase modulation (PM), Flicker PM, White frequency modulation (FM),
Flicker FM, Random walk FM and Random run FM (or frequency drift). Generally, these
noises are derived by computing the slopes of averaging time versus modified Allan deviation
graph. This manual process of noise identification depends on frequency stability. Analytical
algorithms that are independent of frequency stability data are implemented to identify the
noises in NavIC satellite clocks (refer to Section 1.3.4). Figure 5.21 shows the noise coefficient,

alpha (o) obtained using both non-overlap (squares) and overlap (circles) Lag-1 autocorrelation
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methods [16], [36] at different averaging times for IRNSS-1C and IRNSS-1l, respectively. o
values computed using non-overlap Lag-1 method show frequent variations with increase in
averaging time, which is resolved by overlap method. Figure 5.21a illustrates that Rb AFS in
IRNSS-1C shows a values corresponding to white frequency modulation (FM) up to 1000 s
averaging time, Flicker FM and Random walk FM from 1000 to 10000 s and white phase
modulation at around 100000 s. Similar observations of noise types are also evident in the case
of IRNSS-11 as shown in Figure 5.21b.
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Figure 5.21: Variation of alpha (o)) value using non-overlapping samples (squares) and overlapping
samples (circles) with respect to averaging time for (a) IRNSS-1C and (b) IRNSS-11.

In this chapter, a methodology for clock characterization based on carrier phase
measurement data is discussed. Described a single algorithm that is used to detect outliers,
phase jumps, and frequency jumps. As part of routine characterization and monitoring, the
frequency and frequency drift behaviour of the on-board clock for IRNSS-1C (GSO) and
IRNSS-11 (IGSO) are provided over a period of six months. In addition, the performance of
on-board clock stochastic behaviour is presented using the OADEV technique to study the
long-term frequency stability and DADEYV technique to monitor instantaneous clock stability
which reflects variations in the frequency data. Finally, the Lag-1 autocorrelation method is
implemented using overlap method to identify the noises present in the clock.

In every GNSS/RNSS, a predefined maximum range (i.e., broadcast limit) is allocated for
the satellite clock correction parameters broadcasted by the navigation satellites. Satellite clock

offset accumulates gradually over time due to its frequency drift and ageing. To provide
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uninterrupted service to the user, satellite clock offset must be maintained within the allocated
broadcast limit. Chapter-6 provides a detailed methodology for maintaining clock offset within

the broadcast limit, specifically considering NavIC constellation.
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Chapter-6

Satellite Timekeeping Methodology

Many of the global and regional satellite navigation systems use atomic clocks as their
stable on-board frequency reference (see Table 1.2) to generate satellite time (on-board time)
[148]. NavIC satellite time is generated from Rb AFS. This chapter discusses the NavIC
satellite time, initial time synchronization of satellite clock and methods to apply frequency
corrections to mitigate satellite clock errors with respect to ground reference. The discussion
includes computation of satellite clock offset, 6t (considered as error due to the difference
between ground reference time and satellite time that needs to be corrected/maintained) and
strategy for up-linking of clock correction parameters (as given in Equation 1.19). Even though
&t® is made close to zero during the initial synchronization, it tends to accumulate over time
due to drift in clock frequency and ageing [149]. However, §t° needs to be maintained within
the broadcast limit allocated by navigation system which is referred to as satellite timekeeping.
This chapter describes the designing and development of a reliable satellite timekeeping
methodology that is employed in NavIC constellation. This involves the development of a new
mathematical model to compute the optimal correction to be applied that would reduce the
service outage. The detailed methodology for timekeeping is discussed using the observed

satellite clock offset data from NavIC satellites.

6.1 NavIC satellite time

Navigation Signal Generating Unit (NSGU) on-board navigation satellite generates the
NavIC satellite time using fundamental frequency (10.23 MHz) generated from 10 MHz output
of Rb AFS (refer Section 5.2). This satellite time is defined with respect to Week Number
(WN) and Time of Week Count (TOWC) [132] and generated using a set of three time counters
as shown in Figure 6.1. Time in counter-1, which receives fundamental frequency as its input,
is incremented after every ~ 100 ns, i.e., time period of fundamental frequency (10.23 MHz) is

97.7517 ns. The output of counter-1 is provided as input to counter-2. Time in counter-2 is
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incremented after every one millisecond and is therefore also referred to as millisecond counter.
The millisecond counter input enables counter-3 to increment after every 12 seconds i.e.,
increment in TOWC. The Week Number is then incremented by one when TOWC count
reaches 50400 (i.e., 604800/12, here 604800 is total number of seconds in a week). Thus, the
satellite clock (Rb AFS) is the frequency source for satellite time generation. The IRIMS
receivers on ground extract the WN and TOWC of satellite time from navigation signals

broadcasted at L5 and S frequencies.
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Figure 6.1: Schematic of NavIC satellite time generation and provision for applying corrections to
NSGU. ATOWC: Difference between ground and satellite TOWC. NSGU and INC are Navigation
Signal Generating Unit and ISRO Navigation Centre.

6.2 Initial time and frequency corrections to NavIC satellite clock

This section addresses the initial time and frequency corrections applied to NavIC satellite
once it is placed in the designated orbit. Once the navigation payload is powered on the satellite
time counters that are sourced from on-board atomic frequency standard start incrementing

time from zero. In order to achieve valid one-way range measurements, the satellite time needs
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to be synchronized with ground reference time initially which is referred to as initial satellite
time synchronization. Additionally, fractional frequency of satellite clock measured using
ground receivers also exhibits an offset with respect to ground reference due to relativistic
effects. Thus, prior to the operationalization of a navigation satellite, initial corrections
corresponding to both time and relativistic frequency offset need to be applied to navigation

payload.

6.2.1 Initial satellite time synchronization

Satellite time synchronization is achieved by synchronizing three time counters in the
NSGU (see Figure 6.1) with respect to ground reference via a three-step process. These three
steps are referred to as coarse correction (setting WN and TOWC), millisecond correction (time
setting with accuracy one millisecond), and fine correction (time setting with accuracy less
than 100 ns). In each step, the difference between ground reference time and satellite time is
computed and uplinked to the satellite to adjust the corresponding counter [131] as shown in
Figure 6.1.

IRIMS receiver driven by ground reference time provides WN and TOWC of both ground
reference time and satellite time. The difference between ground and satellite TOWC
(ATOWC) is computed. This ATOWC together with WN of ground reference time are uplinked
as coarse corrections to NSGU (see Figure 6.1) which corrects its WN and TOWC to match
with those of ground reference.

Millisecond and fine corrections are generated by computing difference between satellite
time and ground reference, i.e., satellite clock offset (6t°) using one-way range measurements
(see Section 6.3). For millisecond correction, 6t is converted to an equivalent number of
millisecond count and uplinked to the satellite as correction count to adjust the time counter-2
as shown in Figure 6.1. After this correction, the satellite time is set with an accuracy better
than one millisecond. Following this §t° is computed again and converted to an equivalent
correction count of ~100 ns and uplinked to the satellite which corrects the time counter-1 as
shown in Figure 6.1. With this final correction, satellite time is synchronized to ground
reference with an accuracy better than 100 ns. Figure 6.2 illustrates typical time

synchronization carried out for IRNSS-1B satellite with ground reference.
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Figure 6.2: Initial synchronization of NavIC (IRNSS-1B) satellite time with respect to ground reference
[131]. A, B and C represent the satellite clock offset (8t°) after coarse, millisecond and fine corrections,

respectively.

6.2.2 Initial correction to clock frequency offset

Atomic clocks in an orbiting satellite experience relativistic effects due to satellite orbital
velocity and its altitude. According to the special theory of relativity (STR) a clock in a moving
reference frame tics slower than clock in rest frame. As per general theory of relativity (GTR)
clock in weak gravitational field tics faster than the clock in strong gravitational field.
Following equation provides the fractional frequency offset due to the above effects for circular
orbits [150], [151].

Af —3GM GM ]2) (way)?
— —_ (142 + L 6.1
fo 2ac? = a;c? ( + 2 + 2c? (61)

Where, i—f,a, ¢,GM,w,a, and J, are fractional frequency offset, semi major axis, speed of
0

light, gravitational constant for Earth, Earth rotation rate, equatorial radius of Earth and Earth’s

quadrupole moment coefficient, respectively. The values of these parameters are provided in

Table 6.1 and the calculated i—f for NavIC satellite is 5.3877E-10 s/s. Thus, due to the

0

relativistic effect, a frequency offset of +5.5115 mHz (Af—f * fy) can be observed in NavIC
0
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satellite’s fundamental frequency when received on ground which would result in an error of
46.55 us/day (i.e. 13.95 km/day) if not corrected.

Table 6.1: Parameters considered to compute relativistic fractional frequency offset for NavIC satellite.

Parameter Value
Gravitational constant for Earth 3.986004415E14 m®/s?
Semi major axis 4.2164E7 m
Speed of light 299792458 m/s
Equatorial radius of Earth 6.3781363E6 m
Earth’s quadrupole moment coefficient 1.0826269E-6
Earth rotation rate 7.2921151467E-5 rad/s

Provision exists in NavIC payload to provide frequency offset correction to ACMU
through telecommands (see Figure 5.2). This correction is applied to frequency synthesizer
which will change the fundamental frequency accordingly. To compensate the error due to
relativistic effect as discussed above, frequency offset correction value of -5.5115 mHz is
applied to ACMU in which f; is adjusted accordingly.

Practically, the orbits of NavIC satellites are eccentric (non-circular). However, Equation
6.1 is for a circular orbit and hence, the effect of orbit eccentricity needs to be corrected. User
receiver computes correction to this eccentricity as per signal in space interface control
document [133] and Equation 6.2.

At, = FeVAsin Ej (6.2)

where, e, A and Ej, are eccentricity, semi-major axis and eccentric anomaly, while F is a

constant given by -4.442807633E-10 s /v/m [133].

6.3 Clock correction parameters for NavIC satellite

After the initial satellite time synchronization with ground reference, 6t° tends to deviate
with respect to ground reference over time due to drift in clock frequency which is an inherent
characteristic of on-board atomic clock and its ageing over time [149]. NavIC ground control
facility (service provider) computes §t° using one-way code range data measured by selected

IRIMS. The receiver clock offset (6t,) of these selected IRIMS with respect to ground
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reference is known precisely. The pseudo range equation for any given ground IRIMS receiver

with respect to satellite can be represented as in Equation 6.3 [39]
p=r+c[ft,—6tS|+1+T+¢ (6.3)

where p is pseudo range (code measurement), r, I, and T are as defined in Equation 5.1, and ¢
represents the unmodelled error. The noise in code range measurement can be reduced by
employing code-carrier smoothening based on Hatch-filter [135], [136], [152], [153] .

6t° is computed using smoothened pseudo range data by correcting the known/computed
values of r, 6t,, [ and T as explained in section 5.4. This computed &t° is used to estimate
satellite clock correction parameters, namely time offset or clock time bias (af,), fractional
frequency offset or clock drift (af;) and frequency drift or clock drift rate (af;). These
correction parameters would be predicted for the next 24 hours and broadcasted to the user.
Estimation of these clock correction parameters is carried out by employing a quadratic
polynomial model (Equation 1.19) using standard batch least square technique [147]. Input to
this estimation technique is §t° collected over a period of 24 hours.

In NavIC, predicted satellite clock correction parameters for next 24 hours are up-linked
to satellites during their continuous visibility via up-linking ground station. Figure 6.3 indicates
the strategy for generating and up-linking satellite clock correction parameters employed in
NavIC. Here, Group-1 indicates 12 sets of clock correction parameters predicted for next 24
hours starting from n™ hour on any arbitrary day with each set valid for 2 hours. However, after
4 hours, i.e., at n+4 hours, the next set (Group-2) of clock correction parameters are estimated
again by incorporating measurement data from recent 4 hours and freshly predicted for the next

24 hours. This procedure is repeated every 4 hours in sliding mode as shown in Figure 6.3.

Group-1

|
|
|
|
|
! ! i i i i i ! i i i i i

| | ' 1 ] ' 1 E 1 ' 1 ' ' !
| | 1 1 1 1 1 1 1 1 1 [ 1
| | 1 1 ' 1 1 ] L] [ ' 1 1

| |

|
|
|
I
|
|
il& * * alt >
n n+4 n+8 n+12 n+ 24 tsys (hours)
Figure 6.3: Strategy for generating and up-linking of clock correction parameters in NavIC. Group-1,
Group-2 and Group-3 indicate predicted clock correction parameters of 12 sets with a sliding time

interval of four hours.
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In each navigation satellite system §t* accumulates over time due to frequency offset and
frequency drift. Figure 6.4 shows the accumulation of §t° due to clock coefficients af; and
af, with time tg,,; expressed in days. Here, t,,, is ground reference time as explained in
Section 1.5.1. Consider an arbitrary day d,, where the clock coefficients are given by af,(n),
af;(n) and af,(n) corresponding to the start of that day. As shown in Figure 6.4, at the start
of day d,;, coefficient afy(n + 1) would be the accumulated clock offset (§¢t5(n)) by the

end of previous day (i.e., d,,).

afo(n +1) = 8t°(n)
afiin+1) =
afo(n+1) 2
afo(n) =6t°(n—1) / ;
afi(n) g
afo(n—1) =8t5(n—2) af,(n) %
afi(n—1) <
af,(n—1) GO
dp-q dn dn+1 --}-ir;:e(f,\y\)

Figure 6.4: Schematic representation of typical accumulation pattern of satellite clock offset (8t°).

In any navigation satellite system, the §t° is allowed to accumulate only up to the pre-
allocated broadcast limit. The range measurements by a user receiver are not reliable if the
satellite clock offset is beyond maximum allocated broadcast limit and the clock offset would
become invalid (see Equation 1.18). This situation leads to a large error in user position. Hence,
the clock offset needs to be maintained within the allocated broadcast limit which is referred
to as satellite timekeeping. Satellite timekeeping is done by applying corrections to navigation
payload on-board the satellite. Based on provisions available on-board various methods are
available to apply the corrections, such as 1) Re-initializing time offset, 2) Adjusting fractional
frequency offset, 3) Adjusting time offset together with fractional frequency offset, and 4)
Adjusting frequency drift. Method (1) is implemented in GPS-11A block satellites [154], GPS-
IIR block satellites employ method (4) [155] and Beidou uses (2) and (3) [156], [157], [158]

for satellite timekeeping.
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During the implementation of correction to the satellite using any of the methods
mentioned above, navigation service from corresponding satellite is not available to the user
for a certain period. In addition, the service outage from satellite also depends on how
frequently these corrections are applied. Hence, satellite service outage is influenced by two
factors. First is the time elapsed from application of the correction to the resumption of services,
which depends on type of method chosen for the correction. Second, the number of corrections
applied during the lifetime of the satellite which depends on change in frequency drift but
primarily the magnitude of correction. The magnitude of correction would be such that the time
interval between two consecutive corrections should be as long as possible. Such correction is

called as optimum correction.

Table 6.2: Maximum permissible values allocated for individual clock coefficients in NavIC satellites.

Parameter Maximum value
afo +9.76560E-04 s
afi +3.72529E-09 s/s
af, +3.72529E-09 s/s

Table 6.2 shows the allocated limit for broadcast parameters af,, af; and af, in NavIiC
satellites [133]. The accumulated af; over time i.e., satellite clock offset, would need to be
maintained within the broadcast limit (+9.7656E-04 sec). The following section provides the
description on optimum timekeeping methodology devised and employed in NavIC

constellation.

6.4 Timekeeping methodology

Based on the provisions exist on-board, two approaches are employed in NavIC satellites
to maintain the satellite clock offset (§¢°) within the broadcast limit: 1) re-initializing satellite
time (i.e., re-initializing 6t°) and 2) correcting the fractional frequency offset (af;) which in

turn modifies §t° as described in Equation 1.19.

6.4.1 Reinitializing satellite time

In this approach, satellite clock offset is synchronized (re-initialized) with ground

reference time whenever it is approaching close to the broadcast limit. In this method
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corrections to NSGU are provided by a three-step process as discussed in Section 6.2.1. Each
time, the implementation of this synchronization process lasts for about 4-6 hours during which
the satellite service is unavailable for users. Frequent satellite time synchronization is not
recommended as it leads to discontinuity in the range measurements (due to adjustment in
NSGU time counters, see Figure 6.2) as well as long downtime of satellite’s service. Therefore,
this scheme is employed in NavIC only during the initial operational phase following the

launch of satellites and not for subsequent satellite timekeeping.

6.4.2 Correcting fractional frequency offset

In this method, correction to af; is done by applying an appropriate frequency offset
(Af = af; * f,) to ACMU which then synthesizes corresponding revised f,, so as to maintain
&t* within limit (see Figure 5.2). This method requires only couple of minutes to implement
the corrections and the satellite service can be resumed within 20 minutes. The sign and
magnitude of correction to the frequency offset depend on the accumulated values of §t° and
af, at the time of correction. The value of the frequency offset (FO) correction would be
optimized such that the time interval between two consecutive corrections should be as long as
possible. Such correction is called as optimum frequency offset correction.

The mathematical expression employed in computing optimal value of af; is described
below. The quadratic polynomial that is used to predict the clock offset (as given in Equation

1.19) can also be represented in a generalized form as given by Equation 6.4.

§t5(tsys) = afa(t — to)? + 6t5¢, (6.4)

where, t = tg,,s — t., t.is the time t,,; at which the recent clock correction parameters are

applicable and (¢, 6t°,;) is the vertex of this polynomial such that,

Zafl Aafoaf, - aflz) (6.5)
lez 4'af2

(tor, 6t°01) = (—

Here, t, is the time at which §t° reaches the maxima/minima and is denoted as §t°,;, (See
Figure 6.5). The §t°,, corresponds to the Operating Limit (OL) of 6t° which is positive when
af, < 0 and negative for af, > 0 as shown in Figure 6.5. Setting up of OL is necessary to keep

a safe margin with respect to the broadcast limit (BL) and avoid any overshooting of §t° due
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to the random variation of af,. From Equation 6.5, the optimum value of af; corresponding

to the desired operating limit (i.e., 6t,;) is given by

(6.6)

+2+/afy(afy — 6t5o1), af; <0
af; =

_2\/af2(afo —8to), af, >0

The parameters af, and af, in Equation 6.6 are the observed values whereas §t°,; is a
desired set parameter. The magnitude of af, and af, at any given time depend on the

characteristic behavior of observed 6t°.

1.2E-03 .
BL=+0.7656E-04 sec | af,<0

F

8.0E-04

—_

T
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[ BL=-9.7656E-04 sec |

-1.2E-03 1 N 1 \ 1 . 1 . 1 N 1 N 1
0 100 200 300 400 500 600
Time (day)

Satellite clock offset, t° (sec

Figure 6.5: A representative data plot on the variation of §t5 as function of time, computed using
Equation 1.19 and 6.6. The computation uses a typical value of af, (+ 2.57E-13/day) and desired
magnitude of 8t° ;. Here, 8t°y; = +8.0E-4 sec if af, <0 and -8.0E-4 sec if af, >0.

6.5 Implementation of frequency offset correction

Initially, the computed values of §t° and the corresponding af; and af, are closely
monitored for a certain period of time. At a suitable time, by incorporating appropriate
magnitude of af; but with a sign opposite to that of af,, an optimum FO (corrected af;) is
estimated which depends critically on the sign and magnitude of af, at the time of applying
correction (see Equation 6.6). After the FO correction, &§t° is then predicted for future time
using Equation 1.19 which accumulates over time with a rate and direction proportional to the

magnitude and sign of corrected af;, respectively.
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The implementation of satellite timekeeping methodology is described using a typical case
of IRNSS-1B satellite. In this satellite, §¢t° was first observed closely over a period of 8%
months (from January 1, 2019 to September 16, 2019). On September 17, 2019, the observed
values of af;, af; and af, were -2.50E-4 sec, -4.01E-11 s/s and -3.30E-14/day, respectively.
Using the above values of af,, and af,, an optimum value of af; (+4.0E-11 s/s) is computed
by setting 6t°,; = 8.0E-4 sec as the desired operating limit in Equation 6.6. Here, the corrected
value of af; is positive since af, is negative. The FO correction was then applied on
September 17, 2019 which is termed as correction date/time, T.. With the above correction,
the predicted &6t using Equation 1.19 is plotted in Figure 6.6 (curve C1). The curve CO is the
prediction of uncorrected 6t which would have reached the broadcast limit after a time period

of only 185 days.
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4 af =4.0E-11 (C1)
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Figure 6.6: Prediction of satellite clock offset in IRNSS-1B satellite without any correction (C0) and

with an optimum correction value at T (C1). The plot ToT T ¢, Shows observed clock offsets before

and after the correction.

It can be observed that the applied optimum FO correction provides a maximum time
period (1400 days) to reach the broadcast limit. However, the behavior of observed &t* after
FO correction depends on the variation of af, over time. The plot TT¢,, as shown in Figure
6.6 is the observed §t° after correction which is in good agreement with the predicted offset
up to 490 days. After that, the observed offset slowly deviates from the predicted value owing
to change in the magnitude of af,. Consequently, the maximum value of observed &t (plot
T.T.,) changes to 8.45E-04 s, which is higher than §t°,, but still within the broadcast limit.
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The selection of suitable time to apply the FO correction is based on the trade-off between
magnitude of correction and the estimated time period for the accumulated §t° to reach the
broadcast limit following the application of correction. The correction applied too quickly (for
example, much before T as in Figure 6.6) would result in shorter time interval between the
two corrections. On the other hand, this time interval could increase if the correction is applied
much later compared to T, as in Figure 6.6. However, this would necessitate a correction with
higher magnitude. Additionally, in the latter case, the accumulation of §t° becomes more
susceptible for any changes in af, over time.

The efficacy of applied optimum correction as explained above depends on the variation
of af, over time. After the correction, both 5§t and af, are monitored continuously. If the
observed variation of af, is significant, §t° accumulates rapidly to reach the broadcast limit.
In such cases, intermediate corrections are applied to arrest the accumulation of §t° within the
broadcast limit. For example, in the case of IRNSS-11 satellite, an optimum correction was
applied at T, as shown in Figure 6.7. The data plot T, T, indicates the observed 5t* after
this correction. Owing to variation in af, over time, 6t° deviated from its predicted
characteristic behavior and required further correction at T, (349 days after T,) to arrest the
accumulation of 8¢5 within the broadcast limit. Data plots P1 (T, P;) and P2 (T, P,) in Figure
6.7 are the predictions of §t° without and with variation in af, over time. The mismatch
between these two data is due to the change in af, and untreated variation due to af, would

have resulted in accumulation of §t° beyond the broadcast limit (as shown in data plot P2).
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1.2E-03 |

8.0E-04 |-

+9.7656E-4 sec

4.0E-04

0.0E+00

T

-4.0E-04

T

-8.0E-04 |-

e Prediction without af, variation ~ -9.7656E-4 sec
-1.2E-03 | a Prediction with af2 variation
1 1 1 1 1 1 1 1

Satellite clock offset, 5t° (sec)

1 " 1 1

0 200 400 600 800 1000 1200 1400
Time (Day)

Figure 6.7: Observed and predicted 8t° in IRNSS-11 satellite. Data plots T¢T ¢4 and T¢1 T, are the
observed &t° before and after applying the FO correction, respectively. Plots P; and P are the predicted

6t without and with variation in af,, respectively.

In this chapter optimum satellite timekeeping methodology is described for NavIC satellite
constellation. The strategy for generation and up-linking of NavIC clock correction parameters
is discussed. Details provided on provisions available in NavIC navigation payload for satellite
timekeeping and their limitations. A new strategy is devised and implemented in NavIC
satellites by applying optimal frequency offset correction to maintain the satellite clock offset
within the broadcast limit. The methodology for NavIC satellite timekeeping discussed in this

chapter reduces the satellite operational time outage, and hence the performance degradation.
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Chapter-7

Summary

CPT phenomena in 8Rb atoms is employed in this study to characterize the performance
of CPT resonance for application in atomic clock. CPT excitation scheme implemented in this
study is based on the direct current modulation of drive current of a VCSEL diode. CPT
resonance characteristics are studied in vapor cells containing natural Rb with Ne buffer gas
and enriched 8’Rb with Ar+N, buffer gas mixture. An inhouse developed MATLAB software
is utilized to extract and analyse the CPT resonance characteristics.

Experimental study is carried out to investigate the dependence of CPT resonance
characteristics i.e., quality figure (q) and frequency shift on critical operating parameters.
These parameters include laser excitation intensity, cell temperature and RF power for Rb
vapor cells with different dimension and buffer gas pressure. CPT resonance and its
corresponding q are modelled with respect to cell length and radius using a four-level atomic
system. A new scaling parameter (f) is introduced to account for the cell dimension (radius)
which would reflect the influence of collisional dynamics, particularly wall collisions.
Developed a mechanism to extract the excited state decay rate (I'*) and ground state relaxation
(y2) parameters which are inputs to the four-level atomic system.

The study revealed that, for a given laser intensity, magnitude of g value decreases with
decrease in cell radius due to higher FWHM. Higher FWHM in cells with lower dimension is
due to increased atom wall collisions which would affect the coherence. For a cell with given
radius, the g value decreases with increase in laser intensity. However, the variation of g with
laser intensity depends on cell temperature. The dependency of g on laser excitation intensity
and cell temperatures is in good agreement with the theoretical model. This study shows that
q exhibits a maximum (gmq,) at an optimum temperature (T,,.) that depends on laser
excitation intensity, cell dimension (radius) and buffer gas pressure. The quality figure also

exhibits a maximum at an optimum RF power.
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Experimental investigation of CPT characteristics in Rb cell (R=12.5 mm, L=25 mm)
filled with natural Rb and Ne buffer gas at 50 Torr pressure shows that the intensity light shift
coefficient is temperature dependent and is minimum at an optimum temperature 72 °C at
which quality figure is also optimum. The observed temperature shift for Ne buffer gas is
positive and its value is minimum as well as less sensitive to laser intensity when operated from
9.9 to 13 W/m?. Further, investigation is carried out on rate of frequency shift in Rb cells
(R=12.5 mm, L=25 mm) filled with Ar+N> buffer gas mixture at different buffer gas pressures
to derive optimum operating parameters. Rate of frequency shift is measured in these cells with
respect to laser intensity, cell temperature, and RF power. Further, cell filled with enriched
8’Rb and Ar+N; buffer gas at pressure 15 Torr shows the optimum performance with respect
to quality figure as well as frequency shift. The optimum quality figure achieved in this study,
i.e., Omax ~ 1.2E-4 Hz%, would enable short-term stability of CPT clock < 2 x 1072 per sec. In
essence, this study facilitated the understanding of light absorption, collisional dynamics in
atomic vapor cell and then enabled the optimization of operating parameters of CPT based
atomic clock.

Further, a methodology for real-time characterization and continuous monitoring of on-
board clock using one way carrier phase range measurement is developed. This methodology
addresses the issue regarding the presence of integer ambiguity in carrier phase measurement
data. Devised and developed a single algorithm to detect outliers, phase jump and frequency
jumps. Stochastic behaviour of on-board clock is characterized by implementing the OADEV
technique to study the long-term behaviour and DADEV to monitor instantaneous clock
stability that reflects the variations in the frequency data. Additionally, Lag-1 autocorrelation
method using overlapping samples of frequency data is implemented to estimate the types of
noises exhibited by the on-board clock. All these algorithms are implemented and
operationalized in NavIC constellation. As part of routine characterization and monitoring the
frequency and frequency drift behaviour of the on-board clock for IRNSS-1C (GSO) and
IRNSS-11 (IGSO) are analysed over a period of six months which validated the efficacy of
implementation of these algorithms. Finally, typical results of frequency stability and different
types of noises in NavIC on-board clocks are presented.

Satellite clock offset accumulates over time due to its frequency offset and frequency drift.
The strategy for generation and up-linking of NavIC clock correction parameters is discussed.
Devised and developed an optimal satellite timekeeping methodology that is implemented in
NavIC constellation. This timekeeping methodology is successfully demonstrated utilizing
IRNSS-1B satellite offset data. Further, successfully demonstrated the additional intervening
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frequency correction when the observed satellite clock offset deviates from the predicted clock
offset due to change in frequency drift. The developed methodology for NavIC satellite
timekeeping discussed in this thesis reduces the satellite operational time outage and hence,

minimize the performance degradation.

Scope for future work

CPT clocks with superior frequency stability are highly desired for application both on
ground as well as space. In this regard, investigation on other variants of CPT clocks would be
pursued in future.
Ramsey interrogation technique

This technique is widely used as it reduces the frequency shift due to AC stark effect and
power broadening. In Ramsey CPT, the interaction with the CPT driving field is split into two
pulses, separated by a delay time say Tr. The first pulse pumps the atoms in to the dark state.
After the first pulse turned off, the atoms under go free evolution during time Tr. A second
pulse of light acts as a probe used for the detection of transmitted beam under CPT condition.
This technique could enable the development of clocks with frequency stability in the order of
103 to 1024,
CPT maser

The self-sustained oscillations in masers are established through stimulated emission when
the ensemble of atoms is placed in a microwave cavity that is tuned to the resonant frequency
of these atoms. CPT maser is also based on the similar scheme. CPT masers are reported to

give superior frequency stability.
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