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ABSTRACT

In the field of agriculture, seeds play a crucial role since they enable the domestication
of a wide variety of plants and the creation of technical developments in the field of biotech-
nology. The quality of seeds, including their physical, genetic and physiological attributes, is
crucial for their expression and impact on agricultural processes. High physiological quality
seeds have influenced the development of major crops and have been essential in meeting the
demands of a growing world population. Germination testing is crucial for evaluating seed
quality, but it may be challenging. Precise environmental conditions are necessary for the
procedure, and they must be carefully regulated to guarantee precision. The germination test
findings might be influenced by temperature and humidity. Existing growth chambers are
used to maintain a uniform temperature and humidity level, facilitating the germination of
seeds. The prolonged time frame for germination testing, which may span from several days
to weeks, is an additional concern, possibly causing delays in making germination testing.
The manual examination in seed testing laboratories, the limited number of quality testing
facilities makes the time limitation even more severe, creating a bottleneck that makes it im-
possible to scale up and fill the demand for rapid testing and agricultural decision making.

The proposed system is an automated growth chamber using Artificial Intelligence (Al)
and Internet of Things (IoT) that will precisely regulate temperature and humidity to ensure
optimal seed germination. The purpose of this method is to enhance the accuracy of pre-
dicting seed germination, hence facilitating the evaluation of seed quality, thereby enhancing
agricultural production. Proposed system also assists in collection of large datasets. These
datasets are essential for developing and improving Al models that predict seed germination.
A novel two- stage network is developed that uses multiple Convolutional Neural Networks
(CNN) to automate seed recognition and evaluation of germination condition evaluation. The
Detectron2 framework is employed in the first stage for instantaneous seed segmentation, and
this Region of Interest (Rol) is then fed into the proposed CNN model for germination pre-
diction in the second stage with an accuracy of 84%. To increase the efficiency a novel

seed segmentation and classification model uses U-Net and CNN architectures were used.

v



The suggested method analyses seed germination using U- Net’s segmentation of images
and CNN’s classification. The suggested fusion model has 0.91 pixel accuracy, 0.84 IoU,
and 0.90 precision. Seed Encoding and Decoding Network (SeED-Net) achieves 0.94 ac-
curacy with proposed encoding and decoding segmentation methods. Although the model
has considerable analytical capabilities, model weights around 1.8 MB of size are suited for
implementation on the Jetson Nano embedded GPU. This technology provides significant
advantages to farmers by allowing them to assess and evaluate the germination viability of

seeds prior to the planting season.
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Chapter 1

Introduction

In the modern era of agriculture, ensuring the highest quality of seeds is paramount for max-
imizing crop yield and sustainability. The thesis titled "Design and Development of Seed
Germination Classification System using Al and IoT" embarks on innovating seed testing by
integrating Artificial Intelligence (AI) [1] and the Internet of Things (IoT). To accurately clas-
sify seed germination potential, this approach aims to revolutionize traditional methodologies
by offering precision, efficiency, and scalability in assessing seed quality. Seed testing is a
critical process that evaluates the quality of seed lots, focusing on aspects such as physical
purity, moisture content, germination rates, and overall health. The objective is to eradicate
the risks associated with planting low-quality seeds, which can adversely affect agricultural
output. The importance of seed testing is underscored by its ability to identify quality prob-
lems, determine seeds’ suitability for planting, and ensure adherence to established quality
standards.

The quality of seeds is assessed based on various attributes: purity (physical and genetic),
moisture content, germination, vigor, and freedom from diseases insect infestation. Sam-
pling in seed testing laboratories involves a systematic approach to obtaining representative
seed samples. This process is crucial for conducting accurate tests, and it employs methods
like mechanical dividing, modified halving, hand halving, the random cup method, and the

spoon method to achieve homogeneity and the desired sample size for analysis. Incorporat-



CHAPTER 1. INTRODUCTION Section 1.0

ing Al and IoT into seed germination classification systems presents an innovative solution to
automate and refine the seed testing process. This technology will advance real-time data col-
lection, analysis, and decision-making, enhancing the accuracy and reliability of seed quality
assessments.

By leveraging Al algorithms, it is possible to predict germination outcomes and clas-
sify seeds based on their viability and quality efficiently. Meanwhile, IoT devices facilitate
continuous monitoring and data gathering throughout the testing phases, ensuring compre-
hensive analysis and insights. This thesis endeavors to explore the intersection of technology
and agriculture, specifically focusing on improving seed quality evaluation through the de-
velopment of an Al and IoT-based germination classification system. The integration of these
technologies promises to bring about significant improvements in agricultural practices, seed
quality control, and ultimately, crop production. Seed is of great importance in agriculture
and plays a fundamental role in the development of crops. It is essential for domesticating
plants and introducing new cultivars and hybrids into the market [2]. Producing high-quality
biological products for public health relies on using suitable seeds based on standard princi-
ples [3]. Seed development, including embryo genesis and seed maturation, determines the
quality of sown seed, especially under abiotic stress [4]. Seeds are vital for sustainable food
and feed production, public health, and the development of agriculture.

The quality of seeds is crucial in agriculture since it has a direct impact on crop yield
and the security of food supply. It is influenced by various factors including genetic factors,
environmental cues, and growing conditions [5]. The evaluation of seed quality involves as-
sessing parameters such as physical and genetic purity, physiological quality, seed vigour,
and health [6]. Seed quality testing should be done following standard procedures to ensure
consistent and reproducible results [7]. Enhancing seed quality through various technologies
is crucial for optimal crop performance under different environmental conditions and stres-
sors [8]. Overall, seed quality assessment and enhancement play a vital role in achieving
sustainable agriculture and meeting the nutritional needs of the growing population.

Seed quality detection methods have been a focus of research to optimize crop establish-

ment and improve agricultural practices. Seed quality evaluation is an essential component
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of seed testing laboratories. The accuracy and precision of sampling and testing procedures
are crucial for reproducible and reliable results. Measurement uncertainty is evaluated for
seed quality indicators, such as thousand-seed weight, in accredited testing laboratories [9].
Physical and physiological quality tests are necessary to estimate the efficacy of seeds, and
the deterioration of seeds can affect their quality [10]. Computer vision-based systems can
automate the quality assessment process, providing accurate results for physical purity test-

ing of seed samples [11].

1.1 Motivation & Objectives

1.1.1 Motivation

Germination testing of seeds is an important process to determine their viability and qual-
ity. Various methods and techniques have been explored to assess germination rates and
seed characteristics. Authors conducted a study on turi seeds and found that pre-treatments
such as soaking seeds in sulfuric acid improved seed viability [12]. Djurdjic et al. investi-
gated the effects of low temperatures and other abiotic factors on seed germination in winter
wheat varieties [13]. Image processing techniques are used in several studies to enhance seed
germination testing [14]. Image processing has potential applications in seed germination
testing. Digital image processing techniques can accurately predict seed defects by analyz-
ing seed pictures. Furthermore, radiographic image processing can be used to associate seed
morphology and tissue integrity with the physiological potential of seeds, allowing for the
identification of seeds with low physiological potential [15].

Deep learning models based on convolutional neural networks (CNN) can analyze RGB
image data to classify seeds based on germinability and usability, allowing seed companies
to avoid wasteful disqualification of seed lots [16]. Additionally, deep learning models can
be trained on X-ray images to monitor the quality of seeds based on their internal tissues,
germination, and vigor, providing non-destructive and robust classification [17]. These mod-

els can accurately discriminate seeds based on their internal tissue integrity, germination,
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and vigor, providing relevant information on the physical and physiological parameters of
the seeds [18]. Secondly, the amount of data received from sensors in smart farms can be
utilized to make informed decisions for optimal planting, land use, yield improvement, and
disease/pest control using deep learning models [19]. Additionally, deep learning combined
with seed imaging and machine- learning based phenotypic analysis can automate large-scale
germination scoring, providing reliable analysis of germination-related traits [20].

Using IoT and deep learning to improve seed germination offers several potential benefits.
It allows for automatic monitoring of the germination process, eliminating the need for man-
ual intervention thereby reducing labor and time requirements [21]. It also enables accurate
detection and classification of germination status, even in complex situations such as water
stains or impurities [22]. Facilitates seed classification based on germinability and usability,
allowing seed companies to avoid wasteful disqualification of seed lots and financial losses.

Additionally, the integration of IoT sensor data, high-resolution imagery, and manual in-
tervention data in a synchronized time-series database environment provides a comprehensive
view of plant conditions and better means for intervention [23].

lustrative figure 1.1 presents a multifaceted approach to agricultural innovation, focusing
on seed germination studies and the application of Al to enhance crop health and sustainabil-
ity. At the heart of this initiative lies the existing and proposed growth chamber systems,
designed to simulate and monitor the environmental conditions affecting seed germination
dynamics. These chambers play a critical role in the in-depth analysis of seed germination

processes and the factors influencing them.

1.1.2 Objectives

The research objectives are formed based on the identified gaps in the literature. The sum-

mary of the research objectives are given as follows:

Objective 1: To design and implement growth chamber for seed germination dataset using
IoT interface.

Objective 2: To predict seed germination using two stage CNN network.
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Seed Germination Study
In-depth analysis of seed germination
dynamics and associated factors.

Disease and Stress Monitoring
Continuous monitoring for potential threats to
seedlings and early detection of anomalies.

Reimagining seed testing for breeders,
testing labs, and researchers, the

Existing and Proposed Growth Automated Growth Chamber

Chamber System

Al Application & Quality
Analysis
Utilizing Al algorithms for
predictive, adaptive, and preventive
optimization of germination

conditions. UNCE

AGRO INFOMEDIA

Gujarat, Maharashtra, India
ANNAPURNA SEEDS & FARMS
Warangal

Maximizing Crop Yield and Health
and Sustainability

Employing Al-driven germination techniques
to enhance agricultural productivity.

Al based Disease Remediation
Swift responses to any diseases or stresses that affect seedlings.

Figure 1.1: Graphical representation showing automated seed germination detection system

Objective 3: To detect seed germination and evaluate using semantic segmentation tech-

niques and enhancing performance metrics.

Objective 4: Deploy a proposed deep learning model on embedded GPU in real time analy-

Sis.

1.2 Summary of the Contributions

In this section, an overview of chapter-wise contributions to this thesis is presented. Each
subsection presents a summary of the contributions of the corresponding chapter. The thesis
consists of seven chapters as follows. The content of each of these chapters is described
briefly below:

Chapter 2: The chapter starts by presenting a comprehensive summary of the literature
study, which establishes the framework for the future topics. The literature review presents
key topics and ideas, providing an overview of the existing knowledge of the study issue. The
work discusses noteworthy studies and research results, highlighting the progress achieved in
the subject. In addition, the chapter assesses the current level of understanding, highlighting

any deficiencies and constraints in the existing body of research that justify the need of the
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current study.

Chapter 3: This part of the chapter presents a model that utilizes the capabilities of Mask
RCNN, a powerful framework, to accurately identify and classify different types of seeds in
images. The use of sophisticated technology to identify different seed varieties is crucial for
streamlining the automation of seed quality evaluation and optimizing the environment for
germination.

Chapter 4: This chapter presents a two-stage network that uses CNNs to automate seed
detection and germination evaluation. In the first step, Mask R-CNN framework segments
seeds instantly, and in the second stage, the CNN model predicts germination using this
Region of Interest (Rol). This method improves Mask-RCNN performance by applying dual-
stage deep learning.

Chapter 5: This contribution proposed a seed detection and germination fusion model. The
proposed seed segmentation and classification model uses U-Net and CNN architectures. The
proposed method analyses seed germination using U-Net’s image segmentation and CNN’s
classification. By using the Nvidia Jetson Nano embedded GPU platform, the model is op-
timized for real-time processing and applications. This method improves detectron perfor-
mance by using semantic segmentation. A jetson nano ported fusion model predicted seed
germination. Fusion model improves seed germination accuracy.

Chapter 6: This contribution proposed a deep learning architecture Seed Encoding-Decoding
Instant Segmentation Network (SeED-Net) accurately segments and classifies seeds and ger-
mination. Pixel-level analysis on seed datasets is done utilizing an encoder-decoder technique
and an integrated GPU.

Chapter 7: This section concisely outlines the primary findings and conclusions gained from
the study. Furthermore, it offers a concise assessment of potential areas that require further
examination. The seed germination experiment using IoT and deep learning has a broad
potential. It involves adapting the technology to different crop kinds to improve its integration
into smart farming systems for better agricultural decisions. More powerful GPUs will enable
real-time analytics by processing data quickly and precisely. Cloud computing will allows

huge data to be used for more accurate agricultural predictions, while AI’s adaptive learning
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will improve models over time.



Chapter 2

Literature Survey

A comprehensive literature review of different works is presented in this chapter. Germina-
tion testing of seeds is an important process to determine their viability and quality. Various
methods and techniques were explored to assess germination rates and seed characteristics.
The usage of machine vision technology has been extensively implemented across diverse
domains of agricultural production [24]. Many studies presented digital image processing for
non-destructive rice seed modification, with most rice seed pictures processed utilizing three
key aspects: texture [25], color [26], and morphological features [27] [28]. The author has
presented an approach that utilizes the Hue Saturation Value (HSV) colour model for the pur-
pose of classifying the germination status of seeds based on the disparities in colour between
the seeds and roots. This method was effectively employed in the germination process of

seeds with an accuracy of 96.37% [29].

2.1 Handcrafted Features

An automated monitoring system was developed to oversee the complete sunflower seed
growth process. The system employed colour, edge, and other relevant data, and was im-
plemented under controlled lighting, temperature, and humidity conditions. This system can
serve as a foundation for designing environmental parameters during the breeding process

[30]. The methods are predicated upon established image analysis techniques that predomi-

8



CHAPTER 2. LITERATURE SURVEY Section 2.1

nantly evaluate the germination status through the chromatic attributes of the seed coat and
sprout. As a result, their applicability is limited to seed types and requires precise experi-
mental conditions. In addition, the utilization of these methodologies necessitates advanced
image acquisition apparatus, thereby restricting their extensive application. In addition, the
market offers a limited number of automated solutions specifically developed for the pur-
pose of performing seed germination assays. The germination scan alyzer is a sophisticated
automated apparatus that was created in Germany to detect seed germination. The present
system employs distinctive blue or grey filter paper as a substrate for the placement of seeds.
The process involves the determination of the center of mass through the measurement of
seed weight, while the length of germination is ascertained by analyzing the color character-
istics of seeds, buds, and the background. Subsequently, this data is utilized to ascertain the
state of germination. The efficacy of the Germination Scanalyzer’s methodology has been
demonstrated to fulfil pragmatic criteria in regard to its consistency and precision [31] . It
is important to acknowledge that this approach possesses constraints and distinct utilization
prerequisites. The procedure necessitates the use of colour filter paper and entails precise cri-
teria for seed and bud hues, thereby rendering it appropriate for examining solely particular
seed varieties.

The Wanshen seed automatic counting instrument, which was domestically developed, is
another automated tool used for seed germination testing [32]. This device aids in the au-
tomation of the process of counting seeds. In contrast to the previously mentioned approach,
this method does not necessitate a prerequisite for the colour of the seed. Rather than man-
ual counting, this method utilises shape-fitting algorithms to achieve precise seed counting
automatically. Nonetheless, in the case of this apparatus, it is imperative that the seeds be
positioned on a designated plate that emits white light. Although the device is capable of
automatically providing the total number of seeds, it lacks the ability to automatically assess
the germination status of said seeds. Seed germination testing using image processing faces
several challenges. One challenge is the shortage of expertise, time consuming training, and
the need for large numbers of reference specimens, which hinders seed identification . An-

other challenge is the difficulty in segmenting uniform and homogeneous objects from the
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background in seed images, which is crucial for extracting morphological and colorimetric
features [33].

In contrast to Al and IoT-based systems, which are gaining traction in other agricultural
applications for their automation and precision, the existing frameworks for seed germination
testing lack significant integration of such advanced technologies. These traditional systems
do not capitalize on the potential of machine learning algorithms to learn and improve over
time, which could otherwise address the issue of accuracy in non-destructive testing. Nor do
they employ 10T devices for continuous, real-time monitoring and data collection at a large
scale. Overall, the current landscape of seed germination testing is marked by a gap in the
adoption of newer technologies that could lead to more efficient, accurate, and less subjective
methods. Moving forward, integrating Al to intelligently analyze images and IoT to facilitate
constant data gathering and analysis could revolutionize seed quality testing, making it faster,

scalable, and more reliable.

2.2 Deep Learning Features

The agriculture domain [34] lacks explicit reference to the utilization of Al-based autonomous
monitoring and predictive tasks [35]. Furthermore, in terms of autonomous operation, the re-
stricted energy storage and elevated power consumption have been a significant area of focus.
As previously observed, the integration of computer vision [36], [37], and machine learning
[38] has the potential to effectively tackle the issue of seed germination control in the context
of industrial automation. Most of the methods do not incorporate an automated data collec-
tion model for acquiring various germination states.

In Agriculture, horticulture, and ecological studies, seed germination, the process by
which a dormant seed sprouts into a new plant, is a crucial step in plant development [47]. In
current agricultural research, there has been an increasing focus on enhancing the evaluation
techniques for seed quality through the utilization of sophisticated imaging technologies and
machine learning algorithms. The study carried out in this field is noteworthy as it showcases

the potential of these methods in improving the precision and effectiveness of seed quality
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Table 2.1: Summary of research work done in the area of seed germination prediction.

Year, [ref]

Methods Used

Outcomes

(2022) [39]

Linear regression, Random For-
est, Artificial Neural Networks,
REPTree, and M5P methods.
Temperature and storage dura-
tion as input variables.

Machine learning techniques correctly
predicted the quality of stored soybean
seeds. Combining temperature and
storage time produced the best reliable
prediction.

(2021) [40]

Deep learning-based object de-
tection with Faster R-CNN. De-
velopment of SeedQuant.

Developed an automatic seed census
tool with 94% accuracy. Reduced the
time required for counting seeds from
5 minutes to 5 seconds per image.

(2022) [41]

DCNN, LSTM,
mechanism.

Attention

The  attention  mechanism-based
DCNN-LSTM model performed bet-
ter. The model’s prediction accuracy
outperformed alternative approaches
by a large margin.

(2023) [42]

Deep learning for rapid estima-
tion of maize seedling emer-
gence using RGB images from
UAVs.

With an accuracy of 92% and an aver-
age R2 value of 0.96, the system per-
forms well in maize seedling count pre-
diction.

(2022) [43]

X-ray imagery and CNN-based
models for predicting tomato
seed viability.

Accurate predictions of tomato seed
viability are made via CNNs and X-
ray imaging. The CNN-based model’s
accuracy is higher than the image-
processing-based model (86.01%).

(2021) [44]

GAN for forecasting future im-
age frames. Developed with Py-
Torch.

The suggested approach performs well
in predicting the segmentation of plant
leaves and roots.

(2021) [45]

Deep learning, RGB image
data, Word2vec, Domain2vec,
GO2vec encodings with RCNN
and MLP models.

The research offers a general germi-
nation prediction system. Seven veg-
etable crops’ disqualified seed batches
were successfully classified.

(2023) [46]

Disinfectants evaluation with
MLP, RBF, GRNN networks.

The GRNN algorithm had superior pre-
dictive accuracy. The NSGA-II was ef-
fective in optimizing disinfectant levels
and immersion time.
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assessments, thereby resulting in increased crop yields and overall agricultural productivity
[48].

Accurate and effective seed germination detection is crucial for a number of applications,
including seed quality evaluation [49], agricultural production optimization, and plant growth
dynamics monitoring. Traditional techniques for detecting seed germination some- times de-
pend on labor-intensive, inaccurate human counting, or observation. By using convolutional
neural networks (CNNs), deep learning (DL) techniques have shown promising results in
automating seed germination detection in recent years [50]. Providing crucial knowledge on
seed quality and management, covering all areas of seed germination, dormancy, and technol-
ogy in the field of seed research [51]. Temperature and water potential conditions necessary
for the successful germination of various chickpea cultivars are examined, thereby enhancing
cultivation practices [52].

To enhance chickpea farming, the appropriate temperature and water potential for ger-
mination must be determined [53]. Various applications of DL in agriculture, such as crop
monitoring, yield estimate, and precision farming, are examined [54]. The purpose of using
CNN is to improve agricultural processes by improving reliability and efficiency. Machine
learning uses contemporary artificial neural networks and region suggestions to identify seed
germination accurately in high-throughput tests. A machine vision system for seed germi-
nation analysis is presented in this work. The hardware configuration and image processing
methods utilized to extract pertinent information from seed pictures are described. To dis-
tinguish between seeds that have germinated and those that have not, the authors use con-
ventional techniques, such as color analysis, texture analysis, and shape-based characteristics
[55]. To differentiate between seeds that have germinated and those that have not, the authors
use a CNN-based architecture and form descriptors.

The findings demonstrate how DL techniques are successful at precisely recognizing seed
germination phases [56]. A two-stream DL architecture for segmenting and counting leaves
from 2-D plant photos encompasses size and shape differences [57]. Different plant pheno-
type models are discussed in [58] and [59]. Simpler empirical modthat incorporate microcli-

mate and soil parameters may be able to forecast seedling emergence with adequate accuracy
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[60]. Real-time strawberry detection using deep neural networks on embedded system, It
improves deep neural network detection by revamping the neural structure and decreasing
parameters, making it ideal for edge computing [61]. George-Jones et al. [62] automated
vestibular schwannoma development detection with U-Net, demonstrating its medical image
processing capabilities. Karimi et al. [63] built a pixelwise U-Net model to evaluate wheat
planting success in agriculture. Qian et al. [64] also improved the U-Net framework for
quantitative melon fruit phenotypic trait analysis, demonstrating its versatility for agricul-
tural applications.

SDDNet is a neural network that has been developed specifically for the purpose of real-
time crack segmentation, which is a critical task in the context of industrial infrastructure
maintenance [65]. An attention-based generative adversarial network uses thermography to
emphasize and identify interior structural defects [66]. The use of a dual encoder—decoder
deep model has been shown to improve the accuracy of polyp segmen- tation in colonoscopy
images. This helps move colorectal cancer prevention [67]. Res-UNet for classification of
tree species using U-Net and ResNet. Res-UNet uses ResNet’s feature extraction while keep-
ing U-Net’s geographical information by changing the final layers to multiclass classification
instead of semantic segmentation [68]. However, for researchers interested in this field of
inquiry, there is a lack of publicly accessible benchmark datasets particularly created for in-
vestigating the germination of seeds. In contrast to conventional approaches that depend on
manual examination and subjective evaluation, the utilization of advanced imaging and ma-
chine learning methodologies for seed quality evaluation presents enhanced objectivity and
standardization. Consequently, this approach yields heightened precision and consistency
in the identification of crucial seed attributes. In addition, the automated characteristics of
these contemporary methodologies allow for expedited and more effective examination of
seed samples, thereby facilitating extensive assessments to cater to the requirements of con-

temporary agricultural practices [69].
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Chapter 3

AI-Enhanced Seed Quality Assessment
with Environmental Control using Mask

RCNN

In this chapter the proposed model uses the features of MASK RCNN, a robust framework,
to properly recognize and categorize distinct seed types in an image. This sophisticated
seed-type identification technology is critical for automating seed quality evaluation and op-
timizing growing conditions. Our methodology uses a seed image and the MASK-RCNN
architecture to detect and classify different kinds of seeds accurately. The suggested ap-
proach automatically adjusts the temperature, moisture, humidity, and light based on the type
of seed. The model performs an accuracy of 86% compared to state-of-the-art pre-trained
models such as VGG-16, Google Inception, and ResNet-50, which are used as the backbone
of the proposed MASK RCNN architecture.

Chapter Organization: Section 3.1 presents the proposed methodology. Section 3.2 dis-

cusses the experimental settings. Section 3.3 discusses the experimental results and analysis.
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3.1 Methodology

In our proposed work,

1. To automate and optimize temperature, humidity, light, and moisture for optimal ger-

mination.

2. To develop an Al-growth chamber using deep learning to recognize varied seed vari-

eties.

The proposed Mask RCNN architecture model is shown in figure 3.1. The 2-level pro-
posed model is described in this section.
Initially, the data set will be pre-processed using IQR. Then, the dataset underwent further

experiments to determine the best oversampling technique for class balance.

3.1.1 Architecture of the Proposed Model

The Mask R-CNN [70] architecture is built for object identification and instance segmen-
tation, and its use in seed detection illustrates its accuracy is shown in figure 3.1. Mask
R-CNN is built on a pre-trained convolutional neural network which is essential for feature
extraction. This backbone network uses a sequence of convolutions and pooling operations to
capture different degrees of information, ranging from simple edges and textures in the early
layers to more sophisticated patterns in the deeper layers. This network is good at catching
subtleties in seed forms, sizes, and textures in the context of seed identification, laying the
groundwork for subsequent research. The RPN (Region Proposal Network) [71] lies above
the backbone network. This network is critical in analysing the backbone’s feature map and
suggesting possible object areas or bounding boxes known as ROIs (Region Of Interest).
The RPN is critical in finding probable seed sites within an input image for seed identifi-
cation. It creates various area suggestions with varying sizes and aspect ratios and classifies
them as seed or no-seed, while also revising their coordinates for greater precision. The
addition of the ROI Align layer to Mask R-CNN over its predecessors is a significant im-

provement over its predecessors. ROI Align, as opposed to ROI Pooling, employs bilinear
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Figure 3.1: Architecture of the proposed Mask-RCNN for the type of seed and
environmental parameters monitoring

interpolation to properly map the extracted features to the ROI, correcting misalignments and
guaranteeing that the features match exactly to the original picture. This accuracy is critical
in seed detection to guarantee that each seed’s characteristics are precisely recorded, which
is required for accurate classification and mask prediction. In addition, fully linked layers for
classification and bounding box regression are included in the network. These layers take the
perfectly aligned ROI features and execute two crucial tasks with them. They begin by classi-
fying each ROI and identifying whether it contains a seed. Second, they adjust the bounding

box coordinates to snugly encapsulate the identified seed. This phase is essential for correctly
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identifying and delineating each seed inside a picture. Mask R-CNN'’s notable feature, par-
ticularly relevant to seed identification, is its mask prediction branch. This branch generates
a high-resolution binary mask for each class in each ROI using a convolutional neural net-
work that operates on the ROI-aligned features. However, only the mask associated with the
projected class is considered. This corresponds to thorough, pixel-level segmentation of each
seed in seed detection, a vital skill for accurate seed analysis and classification.

The architecture of the proposed model is shown in table 3.1. The proposed model’s ini-
tial phase is feature extraction, a Conv2D layer (3x3, stride 1, output 224x224x64). This layer
filters the input picture with 64 distinct 3x3 filters, successfully capturing fundamental ele-
ments such as edges and textures. This primary layer is critical for seed recognition because
it begins the process of separating seeds from the background and determining fundamental
seed features. The stride of 1 maintains the original spatial resolution, guaranteeing that no
important information is lost at this step. A convolutional layer calculates output Z for each
filter by convolutioning input image X with filter W and a bias term b. One output pixel is

shown in equation 3.1.

Zigh = Y X(ism)(inpk-Wonnk + b 3.1)

3.1.1.1 Regional Proposal Network (RPN)

The RPN is a critical component of Mask R-CNN, responsible for creating high-quality item
proposals. RPN functions as a compact FCN (Fully Convolutional Network) that accurately
forecasts possible object areas in an image. The input is a shared convolutional feature map,
usually obtained from a pre-trained model such as ResNet, and the system carries out two

main tasks that is prediction of objectness score and the other is bounding box regression.

3.1.1.2 Predicting the Objectness Score

RPN uses a binary classifier to forecast the probability that each prospective zone will have

an object. The equation expresses this mathematically in equation 3.2.
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pObJ'(QJ) = (fcls(x)) (32)

The equation 3.3 calculates the probability of an object being present at position X by

applying the sigmoid function to the output of the classification function at x.

ti(w) = ;" (freg (7)) (3.3)

where the function p,;(z) denotes the probability of an item being present in an area
located at x. The symbol represents the sigmoid activation function, which transforms input
values into a range between 0 and 1. The function f.(x) represents the output of the classifier

branch of the RPN at point x.

3.1.1.3 Anchor Boxes

RPN uses a predetermined set of anchor boxes with variable scales and aspect ratios to detect
seeds of varying sizes and forms. Anchor boxes are utilised throughout the whole feature
map to enable the network to learn objectness scores and bounding box offsets for each po-
sition. The function in the Mask R-CNN architecture is a Shared Feature Extraction. RPN
utilises convolutional features that are also used in later stages of Mask R-CNN, which helps
enhance performance by preventing repetitive feature calculations. RPN creates object pro-
posals and assigns objectness scores to them. Further stages of Mask R-CNN utilize the ideas
as input for performing classification and mask segmentation tasks. Because of shared fea-
ture extraction, RPN is notably faster than, enhancing the efficiency of Mask R-CNN. RPN
improves the selection of top-tier object regions, resulting in enhanced performance for ob-
ject detection and mask segmentation tasks. Ultimately, the RPN is crucial in Mask R-CNN
for effectively producing object proposals using shared feature extraction and anchor boxes.
This enhances the model’s overall accuracy and efficiency in seed detection and precise in-

stance segmentation tasks.
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3.1.1.4 Bounding Box Regression

RPN simultaneously adjusts the placement of predefined anchor boxes by regressing their
coordinates to align them more accurately with the real object boundaries. Mathematically

representation of the regression is shown in equation 3.4.

tl<x) = tzeg(freg(m)) (34)

Li(z) 1s the forecasted bounding box adjustment for the i-th anchor box at position x.

reg
ti

(z) is the result of the regression branch of the RPN for the anchor box at the "

position X.

3.1.1.5 Mask Branch

Anchor boxes are utilised throughout the whole feature map to enable the network to learn
objectness scores and bounding box offsets for each position of seed.

The Mask branch of Mask R-CNN refines seed proposals generated by the RPN into
pixel-wise masks, properly delineating the contours of particular seeds in an image. The
RPN sends ROIs to the Mask Branch. The ROIs represent possible seed positions together
with their respective bounding boxes. Convolutional processes can cause the ROIs to not line
up properly with the feature map grid. This misalignment may result in imprecise feature
extraction. To tackle this difficulty, the Mask Branch uses ROI Align, which is a critical step
after the RPN’s output. ROI Align makes sure that ROIs and the feature map are in the same
place by splitting each ROI into smaller areas and using bilinear interpolation to get features

from within each area.

3.1.2 Convolutional Layers

The convolution layer uses a filter to extract the features of the input seed image. Performing
multiple filter applications on the image generates a feature map of seed images that aids in

the classification of the seed image. For expediency, a 2D input image with normalised pixels
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is used.

ololo 1|11 o |l 4l 4
oo o 1] 1]1 il M s 0| 4|4
o lolol o] 1|1 |22l 217 0 4]
ololo 1|11 e S B

3X3

6X6

Figure 3.2: Convolution of 6x6 seed pixel image with 3x3 feature detection filter

4ax4

The 3x3 feature detection filter processed a 6x6 input image. While a single filter was

used in this case, it is common practice to employ multiple filters to extract information from

seed images. Applying the filter to the input image generates a 4x4 feature map containing

information about the image. It generates numerous feature maps. In the first stage, the filter

was applied to the highlighted image. Multiplying the pixel values of the image by the filter

values and subsequently summing them yields the final value, as depicted in the figure 3.2.

As shown in the figure 3.3, move the filter by one column. In this instance, we denote the

transition from one column or row to the next as a "stride." At this location, we use a stride

of 1 to indicate a column shift of one.

Figure 3.3: Illustrating the movement of 3x3 filter by one
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The final feature map is the consequence of the filter traversing the entire image. An
activation function introduces non-linearity into the feature map. It is critical to acknowledge
that the feature map acquired is proportional to the dimensions of the image. A decrease in

the feature map’s dimensions is the consequence of augmenting the stride value.

3.1.2.1 Pooling

After the convolutional layer, the pooling layer cuts down the size of the feature map. This
helps to keep important information in the input seed image while also accelerating the com-
putation. Pooling produces a variant of the input with a reduced resolution that preserves the
essential characteristics of the original seed image. The two most common types of pooling
are maximum pooling and average pooling. The figure 3.4 shows the methodology employed
in max pooling. Pooling is executed using the feature map acquired from the previous illus-
tration. We are making use of a pooling layer that has a stride of 2 and dimensions of 2x2.
Selecting the maximum value from each highlighted region generates a new rendition of the

input image with dimensions of 2x2. Pooling reduces the feature map’s dimensions.

0| -4]|-4]0

0| -4]|-4]0 o | o

Figure 3.4: Performing maxpooling on seed image
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3.1.2.2 Batch Normalisation

BatchNorm is carried out after the Conv2D layer as shown in equation 3.5 and 3.6. This
layer standardizes the inputs to the next layer, which is critical for preserving numerical
stability and speeding up the training process. BatchNorm guarantees that the network’s
learning process is efficient and effectiveness of network’s learning process by normalizing
the output of the preceding layer, which is especially crucial for complicated tasks like seed

type categorization.

Xijk — M
X = -8 % 3.5
ik oL2 + € (3-5)
Yiik = Xk + B (3.6)

Following that, the ReLU (Rectified Linear Unit) activation function is used in equaltion
3.7, which introduces non-linearity into the model. This phase is critical as it enables the
network to recognize complicated patterns in data that linear models cannot. In the case of
seed detection, ReLLU assists the network in distinguishing between varied seed shapes, sizes,

and textures, which is crucial for correct classification.

Aijk = max(O,Xijk) (37)

Following that, the design includes a MaxPooling2D layer (2x2, stride 2, output 112x112x64).
This layer reduces the feature map’s spatial dimensions in half, essentially summarising the
characteristics in each area. MaxPooling aids in seed recognition by concentrating on more
relevant characteristics and lowering the influence of small fluctuations and noise in the pic-
ture.The process of MaxPooling involves the application of a 2x2 window, where the resulting
output for each window is determined by selecting the maximum value contained inside that
window. In the context of a feature map, consider a window that starts at point (i, j) shown in
equation 3.8.

Pij € MAT 1, n0,1] Z(z’+m)(j+n) (3.8)
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Additional Conv2D, BatchNorm, and ReLU layers are added to the network, gradually
increasing the depth of the feature map. These layers enable the model to capture more com-
plicated characteristics. As the network’s depth rises, it begins to recognize more particular
properties of seeds, such as distinct patterns or textures that distinguish one sort of seed from
another. The feature maps get increasingly abstract in the latter stages, following multiple
cycles of Conv2D, BatchNorm, and ReLLU, followed by MaxPooling. The network now has
a better knowledge of the many characteristics that distinguish distinct seed kinds. These
higher-level characteristics are critical for differentiating between different seed types, par-
ticularly when the variations are minor. The network is prepared for classification by the last
set of Conv2D, BatchNorm, and ReLU layers, followed by the final MaxPooling2D layer
(2x2, stride 2, output 7x7x512). The spatial dimensions are further lowered, and the feature
maps are rich in the information required for effectively categorizing various kinds of seeds.

The network then moves to a flattened layer, which turns the 3D feature map into a 1D
vector. This transformation is required to feed the convolutional features into fully connected
(Dense) layers that oversee classification. The network’s ultimate tiers include the Dense and
Dropout layers. Dense layers make judgments based on the characteristics collected by the
convolutional layers, categorizing the seeds. The Dropout layers are used for regularisation,
randomly removing a fraction of the connections (neurons) during training to avoid overfit-
ting and ensure that the model generalizes effectively to new, previously unseen pictures of
seeds.

The process of flattening involves transforming a three-dimensional tensor into a one-
dimensional vector. If the tensor possesses dimensions. The length of the flattened vector is
equal to the product of the dimensions h, w, and d, denoted as hxwxd is shown in equation

3.9.

V(i)=Y WiyX;+b; (3.9)

J
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3.1.2.3 Common Feature Extraction

The Mask Branch enhances the RPN’s efficiency by utilizing the shared convolutional feature
map obtained from the backbone network (ResNet) used by the RPN. The shared feature
map contains a wealth of semantic information about the entire seed image, offering crucial
context for tasks like seed classification and mask segmentation. Branching for prediction,
Distinct branches process the common feature map for additional processing, similar to the
RPN. Classification Branch, This branch, like the one in the RPN, uses fully connected layers
to categorize each ROI, estimating the likelihood that each item seed class will be present in

the ROI. The class probability for the c-th class as shown in equation 3.10.

p(c|z) = softmaz(fas(x)) (3.10)

Calculate the probability of class C given input x by applying the softmax function to the
output of the classifier function f.(x).

In this context, the symbols retain their original meaning as previously described. Mask
branch uses many convolutional layers and a deconvolutional layer (transposed convolution)
to predict a binary mask for each ROI. The binary mask and the ROI have matching spatial
dimensions, where each pixel value indicates the probability of that pixel being part of the
foreground item located within the ROI. Mathematically representing the expected mask for

the ROI of x is as follows 3.11:

M (z) = sigmoid( fmask(T)) (3.11)

3.1.2.4 Rol Extraction

It enhances mask segmentation accuracy by matching the ROI’s with the feature map to en-
sure precise feature extraction. This expands on the RPN’s function in creating top-notch
proposals. Shared feature extraction enhances efficiency by preventing repetitive feature cal-
culations, complementing the RPN’s role in computational efficiency. The Classification

Branch assigns seeds to the Rol class labels. This is necessary to tell the difference be-

24



CHAPTER 3. AI-ENHANCED SEED QUALITY ASSESSMENT WITH ENVIRONMENTAL CONTROL USING MASK RCNN Section 3.1

tween object seed and no-seed categories and improve the RPN’s ability to predict objectness
scores. Mask Branch produces masks at the pixel level that precisely delineate the outlines
of individual objects within the ROIs, allowing for precise instance segmentation based on
the initial object proposals from the RPN. Non-Maximal Suppression (NMS) can be used to
eliminate duplicate or overlapping masks, guaranteeing that each item is depicted by a single,
top-notch mask.

Finally, the network includes a Dense layer and a Softmax activation function. The Dense
layer generates a vector representing the number of seed types, which the Softmax function
translates into a probability distribution. This distribution indicates the seed’s probability of
belonging to each available category, resulting in a clear and probabilistic categorization. The
aforementioned function transforms the logits present in Y into corresponding probabilities,

as shown in equation 3.12.

S(Y); = , (3.12)

3.1.2.5 Loss Functuion

During training, we use a multi-task loss function is used that combines a classification loss
(like cross-entropy) for the classification branch and a binary segmentation loss (such as
binary cross-entropy) for the mask branch. This loss function helps the model learn the best
parameters for both tasks, similar to like how the RPN uses its own loss function. Ultimately,
the Mask Branch smoothly incorporates the RPN, inheriting the task of object suggestions
and enhancing them into accurate object masks. The Mask Branch enhances Mask R-CNN by
utilising ROI Align, shared feature extraction, and specialised branches for classification and
mask prediction. This allows the model to not only identify objects but also precisely outline
their shapes in an image, providing a thorough comprehension of the visual environment. The
multi-task loss function in training Mask R-CNN optimises the model for object classification
and mask segmentation tasks simultaneously. This function usually merges two separate loss

components.
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Table 3.1: Summary of the proposed Mask R-CNN architecture

Layer Type Kernel Size | Stride | Output Size
1 Conv2D 3x3 1 224x224x64
2 BatchNorm - - 224x224x64
3 ReLLU - - 224x224x64
4 MaxPooling2D 2x2 2 112x112x64
5 Conv2D 3x3 1 112x112x128
6 BatchNorm - - 112x112x128
7 ReLU - - 112x112x128
8 MaxPooling2D 2x2 2 56x56x128
9 Conv2D 3x3 1 56x56x256
10 BatchNorm - - 56x56x256
11 ReLU - - 56x56x256
12 Conv2D 3x3 1 56x56x256
13 BatchNorm - - 56x56x256
14 ReLU - - 56x56x256
15 MaxPooling2D 2x2 2 28x28x256
16 Conv2D 3x3 1 28x28x512
17 BatchNorm - - 28x28x512
18 RelLU - - 28x28x512
19 Conv2D 3x3 1 28x28x512

20 BatchNorm - - 28x28x512
21 ReLU - - 28x28x512
22 MaxPooling2D 2x2 2 14x14x512
23 Conv2D 3x3 1 14x14x512
24 BatchNorm - - 14x14x512
25 RelLLU - - 14x14x512
26 Conv2D 3x3 1 14x14x512
27 BatchNorm - - 14x14x512
28 ReLU - - 14x14x512
29 MaxPooling2D 2x2 2 7xTx512
30 Flatten - - 1x25088
31 Dense - - 1x4096
32 Dropout - - 1x4096
33 Dense - - 1x4096
34 Dropout - - 1x4096
35 Dense - - -

36 Softmax Activation - - 1x1000
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The model penalizes inaccurate class predictions within the ROIs generated by the RPN.
One frequently used option is the cross-entropy loss, which is defined mathematically in

equation 3.13

Les = =X yilog(pi) (3.13)

The equation 3.13 calculates the cross-entropy loss. The term L.ls represents the classi-
fication loss. The symbol N, denotes the total number of object classes. The variable y;
represents the true label (0 or 1) for the i-th class, indicating if the class is present in the ROI
or not. p; is the forecasted probability of the i-th class by the classification branch of the
Mask Branch for the respective ROL.

The model is penalised for mistakes in the anticipated binary masks created by the Mask
Branch. One popular option is the binary cross-entropy loss, represented mathematically as

equation 3.14

Limask = —TayYaylog(Pay) + (1 — Yoy )log(1 — pay) (3.14)

The equation 3.14 calculates the cross-entropy loss for a binary classification task. The
variable L, represents the loss associated with the mask. x and y denote the pixel locations
inside the ROI mask. The variable y,,represents the true label (0 or 1) for the pixel located at
coordinates (x, y), indicating whether the pixel is part of seed or not. The symbol p,,, denotes
the forecasted likelihood that the pixel at coordinates (X, y) is part of the foreground item

produced by the mask branch for the respective ROI.

L = Les + *Lask (315)

The equation 3.15 expresses the comprehensive multi-task loss function, integrating clas-
sification and mask losses. L equals the sum of L. and the product of lambda and L,,,,.
The symbol "L" represents the total multi-task loss. The symbol denotes a hyperparameter

that controls the relative significance of the two separate losses in the training process.
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Wheat : 600 Imagéé'

"

Peanut :725 Images Green Gram : 300 Images |Black-eyed Bean 550 Imaged

Figure 3.5: Dataset of different varieties of seeds collected using Al growth chamber

3.2 Experimental Results

3.2.1 Dataset Collection

The chamber’s constant monitoring allows for the gathering of substantial data on the im-
pact of various environmental variables on seed development. Such information is crucial in
identifying seed quality since high-quality seeds often exhibit high germination rates, strong
development, and resistance to environmental stresses. Furthermore, the system’s capacity
to identify early symptoms of abnormalities or aberrant development, allows for appropriate
intervention. This Al growth chamber has several benefits. Its combination of precise envi-
ronmental controls and powerful Al image processing guarantees a very accurate evaluation
of seed quality. The system’s automation increases efficiency while decreasing the possibility
of human mistakes. The extensive data analysis gives greater insights into seed development
patterns and the variables impacting seed quality. The chamber’s flexibility, allows it to test
a broad range of seed varieties as shown in figure 3.5, making it a useful tool for a wide
range of agricultural applications. Furthermore, the capacity to recognize issues early in the
germination or development phase increases the success rate of seed culture.

The table 3.2 shows the distribution of seed images used for training and testing. Total
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2496 seed images have been assigned for training and 624 for testing, for a total dataset size

of 3120 seed images.

Table 3.2: Dataset of seed germination images.

Seed Type Number of Images
Wheat 600
Red Gram 495
Okra 450
Peanut 725
Green Gram 300
Black-eyed Bean 550
Total 3120

3.2.2 Data Annotation

During the annotation process, it is necessary to assign labels to each image frame that depicts
a seed with in a petri dish in order to identify the specific seed. The execution of this task
is accomplished by employing a software application referred to as RoboFlow [72]. The
process is illustrated in figure 3.6.

The first part of the figure, designated as Figure 3.6 (a), displays the "Input Image." This
photograph provides a clear, unaltered view of the seed’s environment, offering insights into
its natural state and surrounding context within the petri dish.

The subsequent section, 3.6 (b), reveals the "Binary mask Image". Unlike its counter-
part, this image undergoes digital processing to isolate the seed, presenting it against a stark,
uniform backdrop. This stark contrast is instrumental in delineating the seed’s contours, sig-

nificantly simplifying the task of annotation by clarifying which areas require labelling.

3.2.3 Experimental Setup

The Al growth chamber is a novel device in seed quality assessment, integrating modern tech-
nology such as a high-resolution camera, accurate temperature and humidity control systems,
adaptive grow lighting, a moisture sensor, and a Jetson Nano board running Mask R-CNN.

The camera, which records precise images of seeds, is at the core of this system as shown in
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Figure 3.6: Seed dataset (a). Images of the collected dataset (b). Mask images of the seeds
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Figure 3.7: Block diagram of the proposed Al-based growth chamber

figure 3.7. These images are processed using the Mask R-CNN algorithm on the Jetson Nano
board, a device well-suited for performing complicated computational tasks. The algorithm
is crucial in recognizing and categorizing each seed based on its kind. This identification is
critical since various seeds have distinct needs for optimum development, which the chamber

is meant to offer. The temperature and humidity inside the chamber are rigorously regulated,
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Figure 3.8: Prototype developed for Al-based growth chamber

producing an optimum environment for seed germination and development. This degree of
control is required because seeds from various species typically grow in certain climatic cir-
cumstances. The chamber as shown in figures 3.8 and 3.9 guarantees reliable evaluations of
seed quality by altering these environmental conditions to fit the demands of each seed type.
The grow lights inside the chamber imitate natural sunshine, giving the spectrum required for
plant photosynthesis. The ability to vary the intensity and duration of these lights is critical
for simulating diverse ambient light situations and studying how seedlings react to varied
lighting circumstances. The moisture sensor, which constantly checks the water content of
the soil, is an important component of the chamber. Proper watering is essential for seed
germination, and this sensor guarantees that the seeds get the necessary quantity of water for
effective development. After the seeds are placed inside the chamber, the quality testing pro-
cedure starts. The Mask R-CNN algorithm finds and classifies them, enabling the chamber’s
environmental controls to change appropriately. The camera continues to play its function by
capturing photographs of the seeds as they germinate,grow, and the algorithm analyzes these
images to track their progress. This examination involves determining the germination rate
and the health of the developing plants, both of which are important markers of seed quality.

This section describes the datasets, noise levels, and evaluation metrics employed to as-
sess the proposed model. The qualitative and quantitative results of the proposed model are
then compared with the existing models.

In order to assess the efficacy of the proposed model in predicting seed types, a set of
six widely used measures are employed: Pixel accuracy 3.16, Intersection over Union (IoU)

3.17, recall 3.18, and the F1 score 3.19. The metric of pixel accuracy quantifies the propor-
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Figure 3.9: Al-Based growth chamber

tion of correctly classified pixels inside an image segmentation task. The Intersection over
Union (IoU) metric is used to measure the degree of overlap between the anticipated masks
and the ground truth masks. Precision is a metric that quantifies the ratio of properly recog-
nized masks to the total number of masks predicted by the model. On the other hand, recall
measures the ratio of correctly identified masks to the total number of masks in the actual
ground truth. The F1 score, however, represents the harmonic mean of accuracy and recall,
providing a balanced evaluation of these two criteria. The formulas for these measures are

presented here to provide a thorough assessment of the network’s efficacy.

Pizelaccuracy = TP+ g; —:_ ijj\\ff PP (3.16)
ToU = TPZ—PFP (3.17)

Recall = TP}—ﬂI——PFN (3.18)

F1 — score = 5T P +2§]]j+ N (3.19)
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3.3 Experimental Results

In this section, a comprehensive analysis of the results obtained during the evolutionary pro-
cess is presented.

The proposed model is trained for 50 epochs on a partitioned dataset before being tested.
The dataset is partitioned into 80 and 20 ratios, and the training set is used for Mask RCNN.
Figure 3.10 shows the proposed model’s output semantically segmented seeds from the petri
dish, whereas figure 3.11 shows the individual binary masks created by the Mask RCNN
model for the specified petri dish. The binary mask of the input picture is produced by com-
bining these distinct binary masks. As seen in figure 3.12, these segmented pictures are then
used to extract seeds. This technique involves creating precise, pixel-level masks for each
seed in an image, effectively isolating them from the rest of the visual content, typically
against the backdrop of a petri dish. As shown in figure 3.13, after segmenting the seeds,
the segmented images serve as a data source for extracting the seeds’ characteristics. These
extracted features are then used as input for a proposed classifier. These masks highlight
the model’s ability to accurately identify and delineate various objects within an image. By
applying the MASK-RCNN technique, we have successfully demonstrated the model’s pre-
cision in segmenting objects from their background, showcasing its potential for applications

in seed recognition and analysis.

3.3.1 Comparative Analysis

In the domain of seed classification, the ResNet50, Inception, and VGG16 models have
unique performance attributes. Evaluation metrics of the classification model with differ-

ent pretrained models is shown in table 3.3

3.3.1.1 ResNet-50

ResNet50 has notable performance with a pixel accuracy of 0.87, denoting that 86% of pixels
were accurately categorized as shown in figure 3.14. This high level of accuracy is crucial

in the identification of diverse seed kinds. The Intersection over Union (IoU) value of 0.72
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Figure 3.10: Extracting the seeds using proposed model using Mask RCNN

indicates a significant correspondence between the anticipated and actual seed regions, hence
demonstrating a dependable segmentation. The model achieved an accuracy score of 0.82,
indicating that it correctly recognized seeds 82% of the time. Furthermore, it exhibited a
recall score of 0.91, indicating its efficacy in recognizing a majority of seed types. The F1
score, which measures the harmonic mean of precision and recall, demonstrates a strong and

reliable performance across all evaluated metrics.

3.3.1.2 Google Inception

It demonstrates a pixel accuracy of 0.83, which suggests a commendable performance in
the identification of seed types. A segmentation accuracy of 0.68, as measured by the IoU,
indicates a satisfactory level of performance. The precision value of 0.77 indicates that the
prediction model accurately classified seeds with an accuracy rate of 77%. Similarly, the
recall rate of 0.88 signifies that the model effectively recognized the majority of seed kinds.

The F1 score of 0.82 indicates a well-balanced performance, however, there may be rare
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Figure 3.11: Binary masks generated by the proposed model
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Figure 3.12: Semantic segmented seeds extracted from petri dish using proposed model

Table 3.3: Evaluation metrics of the classification model with different pretrained models

Model Pixel Accuracy | IoU | Precision | Recall | F1
Mask RCNN + ResNet50 0.86 0.72 0.82 091 | 0.85
Mask RCNN + Inception 0.83 0.68 0.77 0.88 | 0.82
Mask RCNN + VGG-16 0.84 0.73 0.80 092 | 0.86

errors in seed identification. The training and validation loss of Google Inception is shown in

3.15.

3.3.1.3 VGGI16

The VGG-16 model demonstrates a pixel accuracy of 0.84, indicating its proficiency in ac-
curately recognizing the majority of seed types and properly categorizing a significant pro-
portion of picture pixels. The IoU score of 0.73 indicates strong segmentation ability. The
precision of the model is 0.80, suggesting a high level of accuracy in its predictions with
a lower occurrence of false positives. Additionally, the model has a notable recall value of
0.92, demonstrating its effectiveness in identifying different types of seeds. The F1 score,
which is 0.86 in this case, demonstrates a strong balance between precision and recall. This
characteristic makes it a reliable option for the categorization of seeds. The training loss and
validation loss of VGG16 is shown in figure 3.16.

Each model has distinct strengths, with ResNet50 demonstrating a commendable equilib-

rium across all measures, Inception effectively balancing accuracy and F1 score, and VGG16
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Input Image Ground Truth Image MASK-RCNN

Figure 3.13: Masks generated using proposed MASK-RCNN model
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Figure 3.14: ResNet50’s model training and validation.
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Figure 3.15: Proposed model with Google Inception training and validation losses.
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Figure 3.16: VGG16 model training and validation loss.
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Table 3.4: Hyperparameters for proposed classification model and pre-trained models

S.No Model Total Parameters
1 Google Insception 23,851,784
2 VGG16 138,357,544
3 ResNet50 25,636,712

consistently sustaining strong recall while delivering mediocre performance in other domains.

The aforementioned disparities underscore the need to carefully choose a model that aligns

with the specific criteria in seed classification endeavors.

The table 3.4 presents the aggregate count of parameters for three distinct models, namely

Google Inception, VGG16, and ResNet50. The hyperparameters of the models indicate their

respective capacities. Specifically, Google Inception has the lowest capacity, with a total of

23,851,784 parameters. Following this, ResNet50 exhibits a slightly higher capacity, with

25,636,712 parameters. Lastly, VGG16 demonstrates the biggest capacity among the above

models, with a total of 138,357,544 parameters. The diverse range of hyperparameter values

demonstrates disparities in the complexity of the model, which in turn affects parameters

such as the duration of training and the computer resources needed.
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In summary, the chapter introduces novel way to identify and categorize seeds using Mask
RCNN, which is critical for optimizing crop productivity and health. The suggested model
employs seed pictures to leverage the enhanced capabilities of Mask RCNN, enabling for
automatic temperature, moisture, humidity, and light modification depending on seed type.
The model outperforms the state-of-the-art pre-trained models such as ResNet50, Google
Inception, and VGG16 incorporated into the Mask RCNN architecture, with an accuracy of
86%. This demonstrates the efficacy of the suggested method for improving seed quality

evaluation thereby contributing to the overall success of plant growth and development.
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Chapter 4

SeedAl: A Novel Seed Germination
Prediction System using Dual Stage Deep

Learning Framework

This chapter introduced a novel two-stage network is proposed which leverages various con-
volutional Neural Networks (CNN) to automate detection of seeds and the assessment of
their germination state. In the first stage Mask R-CNN framework is used for instantaneous
segmentation of seeds and in the next stage this Rol is given as input to the proposed CNN
model for germination prediction. This approach inherently extends the Mask-RCNN con-
cept introduced in (Chapter 3), by using dual stage deep learning framework to enhance the

overall performance.

4.1 Proposed Dual Stage Method for Predicting Seed Ger-
mination

In this section, a novel dual stage method is proposed for predicting the seed germination.
To improve the prediction of seed germination performance in this work a novel dual

stage model is proposed. The proposed Detectron and Classification framework shown in
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figure 4.1

1. A growth chamber system is designed specifically for collecting data set of seeds during

their germination stage .

2. A novel two stage network is proposed to accurately identify seeds within petri dishes

and classify them based on their germination status.
3. The proposed model is compared with other state-of-the-art models.

For effective automation of seed germination process a two stage network based on deep
learning is proposed. The proposed model consists of Detectron?2 in first stage for instanta-

neous segmentation of seed and novel CNN architecture for classification of seed germina-

tion.
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Figure 4.1: Block diagram of proposed two stage dual stage deep learning framework for
seed germination prediction.
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4.1.1 Seed Extraction using Detectron2

4.1.2 Module Selection

The first step involves selecting an appropriate anchor generator from the ANCHOR GEN-
ERATOR REGISTRY. This selection is crucial as it determines the base configuration for

anchor generation.

4.1.3 Essential Parameters

Parameters that will influence the anchor generation process are:
1. Set of anchor sizes
2. Set of aspect ratios
3. Set of strides

These parameters are essential for configuring the anchor generator.

4.1.4 Configuration

After selecting the anchor generator module, the next step is to configure it with specific
parameters. This configuration directly impacts how anchors are generated across the image.

The size and shape of each anchor can be defined using the following parameters:

- Sizes (A): A list of sizes (e.g., [64%, 1282, 256%]) representing the area of the square
anchors in pixels.

- Aspect Ratios (R): A list of aspect ratios (e.g., [0.5, 1, 2]) defining the width-to-height
ratio of the anchors.

- Strides (5): The stride of each feature map level, determining the spatial resolution at
which anchors are placed.

Given a feature map of width W and height H, and a stride S, the number of anchor

positions (grid cells) on the feature map can be calculated as:
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Number of Positions = (%) x (g) 4.1)

For each position as shown in equation 4.1, anchors are generated based on the combinations

of sizes and aspect ratios:

Anchor Width = VA X R (4.2)
A .
Anchor Height = ncho;Wzdth (4.3)

The specified anchor generator, configured with the desired parameters, is utilised within
the RPN to generate anchors across the feature map. In seed Detection, customizing the
anchor generator can significantly improve detection performance. Adjusting the sizes and
aspect ratios to match the typical dimensions of seeds can lead to more accurate detection

results.

4.2 Rol Refinement Techniques in Detectron2

Figure 4.2 illustrates the sequential refinement steps of an object detection pipeline applied
to seed detection. The pipeline is based on the Detectron2 framework, which is a state-of-
the-art object detection software system. The images represent a typical seeds in a petri dish
and demonstrate the efficacy of the post-processing techniques at the inference stage of the

model.

4.2.1 Preliminary Detection

The figure 4.2 (a) exhibits the initial detection phase, where the model has identified all
possible ROIs corresponding to potential seeds. Each ROI is demarcated with a colored
bounding box and an associated detection score. The plethora of overlapping boxes indicates

an extensive raw detection output before the application of any filtering criteria.
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Figure 4.2: Efficacy of the post-processing technique (a). Intial detection phase (b).
Reduced set of anchors (c). Single anchor box

4.2.2 Score Thresholding

In figure 4.2 (b), we observe a reduced set of bounding boxes. This reduction is the result
of applying a score thresholding technique, which eliminates ROIs with confidence scores
below a certain threshold. The threshold is determined empirically to balance the trade-off
between recall and precision in seed detection. The remaining boxes indicate potential seeds

with a higher likelihood based on the model’s confidence.

4.2.3 Non-Maximum Suppression

Figure 4.2 (c) showcases the outcome after the NMS algorithm is applied. This post-processing
step resolves the issue of multiple bounding boxes corresponding to the same seed by re-
taining only the box with the highest confidence score and suppressing the less confident,
overlapping boxes. The result is a streamlined and accurate representation of seed detections,
with minimal overlap, facilitating precise seed counting and localization.

The progressive refinement of the detection output, as depicted in these images, under-
scores the importance of post-processing in seed detection tasks. For applications such as
seed detection in ecological monitoring, these steps are crucial for ensuring the accuracy and

reliability of the results.
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4.3 Loss Functions in Detectron2

To analyze the application of loss functions, specifically L1 Loss and binary cross-entropy
loss, within the context of seed detection through machine learning models, mathematical

underpinnings and practical implications of these approaches are explored.

4.3.1 L1 Loss Function

The L1 loss, often referred to as Least Absolute Deviations (LAD) or the Manhattan distance,
quantifies the discrepancy between the predicted values (7;) by a model and the actual, ob-

served values (y;). It is mathematically represented as:

L1 Loss Function = Z |ytrue - ypredictedl (44)
=1

The equation 4.4 ensures that the loss is always a positive value, emphasizing the absolute
difference without considering the direction of the error. In the context of seed detection, L1
Loss can effectively measure the accuracy of predicted seed locations or quantities against

ground-truth data, penalizing any deviation irrespective of its nature.

4.3.2 Binary Cross-Entropy Loss

Binary Cross-Entropy Loss, also known as Log Loss, measures the performance of a classifi-
cation model whose output is a probability value between 0 and 1. It is particularly suited for
binary classification problems, such as distinguishing between seed and non-seed elements

in an image. The loss function is shown in equation 4.5

1 N
Lpce = N Zl [yi log(ps) + (1 — ;) log(1 — p;)] (4.5)

7

Here, y; is the actual label (1 for seed, O for non-seed), p; is the predicted probability of
the i-th example being a seed, and N is the number of observations. This formula penalizes

predictions that diverge from the actual labels, with the penalty increasing significantly for
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predictions that are confidently wrong.

In the context of seed detection, binary cross-entropy is particularly helpful in distin-
guishing seeds (positive class) from the background (negative class) on a pixel or object
level, depending on the task specifics (segmentation or detection).

The binary cross-entropy loss is a measure used for binary classification tasks. Mathe-

matically, it is defined for a single example in equation 4.6

L(y,9) = — (ylog(9) + (1 — y) log(1 — 9)) (4.6)

where - y is the true label (1 for seed, O for non-seed). - ¢ is the predicted probability of

the class being a seed. For a batch of [V examples, the loss can be averaged as equation 4.7

1

v 2o

Z yilog(4;) + (1 — i) log(1 — 4)) (4.7)

=1

L=-—

4.3.3 Binary Cross-Entropy Loss Function in Seed Detection
4.3.3.1 Model Output

Detectron2, when configured for seed detection, outputs predictions in terms of probabilities

indicating the likelihood of seed presence at different locations or instances within an image.

4.3.3.2 Loss Calculation

For each prediction, the binary cross-entropy loss is calculated between the predicted prob-
ability and the ground truth label (seed or no seed). This process involves comparing the

model’s output against known labels in the training data.

4.3.3.3 Backpropagation and Optimization

The calculated loss is then used to adjust the model parameters through backpropagation. The
goal is to minimize this loss, thereby improving the model’s ability to distinguish between

seeds and non-seed background.
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4.3.3.4 Training Dynamics

Throughout the training process, the model learns to reduce the binary cross-entropy loss by
improving its predictions. This involves learning features specific to seeds, such as shape,

size, and texture, which are critical for accurate detection.

4.3.3.5 Evaluation and Adjustment

The model’s performance is periodically evaluated on a validation set. Adjustments to the
training process, such as learning rate changes or data augmentation strategies, may be made

based on validation performance to further minimize loss and improve detection accuracy.

4.3.3.6 Loss Functions in Detecting Seeds

L1 Loss is directly applied to regression tasks where the goal is to predict specific attributes
of seeds, such as size or count, from image data. It is straightforward and computationally
efficient, making it suitable for models that need to run on limited hardware resources.
Binary Cross-Entropy Loss is utilized in classification tasks within seed detection, such
as distinguishing seeds from the surrounding environment in a binary manner. This loss
function is critical for training models to accurately classify pixels or regions of an image as
containing seeds or not, optimizing the model’s ability to predict with high confidence the

correct class of each input as shown in equation 4.8.

N

Hyla) =~ D" v Tog(p(u)) + (1~ y:) - log(1 — p(y,) @8)

i=1
4.3.3.7 Binary Cross-Entropy / Log Loss

The choice between L1 Loss and BCE loss depends on the specific requirements of the seed
detection task at hand. For tasks requiring precise numerical predictions, L1 Loss is preferred
due to its robustness to outliers and simplicity. Meanwhile, BCE loss is favored in binary

classification tasks for its effectiveness in handling probabilities and facilitating the model’s
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ability to learn from imbalanced datasets, which is common in seed detection scenarios where
the presence of seeds may be sparse or irregular.

The application of L1 Loss and BCE loss functions in seed detection leverages their
unique advantages, whether it’s the straightforward calculation and interpretation of L1 or
the probabilistic nature of BCE, to enhance the accuracy and reliability of seed detection
models. Through careful selection and implementation of these loss functions, researchers
and practitioners can significantly improve the performance of machine learning algorithms
in automated seed detection applications, contributing to advances in agricultural technology
and research. The binary cross entropy loss is compared with predicted probability is shown
in in figure 4.3. The model summary of Detectron model for seed and mask detection is
shown in table 4.1.

—— Binary Cross-Entropy Loss

T T
0.0 0.2 0.4 0.6 0.8 1.0
Predicted Probability

Figure 4.3: Binary cross-entropy loss vs. predicted probability

4.3.4 Seed Germination Classification using CNN

The second stage encompasses the proposed CNN model. The purpose of this model is
to classify seeds based on their germination characteristics. Architecture of the proposed

classification model is shown in table 4.2. It consists of a Conv2D layer comprising six
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Table 4.1: Model summary of Detectron with layer sizes

Component Layer Name Input Size Output Size
Backbone FPN Lateral2 (256, 200, 200) | (256, 200, 200)
FPN Output2 (256, 200, 200) | (256, 200, 200)
FPN Lateral3 (512, 100, 100) | (256, 100, 100)
FPN Output3 (256, 100, 100) | (256, 100, 100)
FPN Lateral4 (1024, 50, 50) (256, 50, 50)
FPN Output4 (256, 50, 50) (256, 50, 50)
FPN Lateral5 (2048, 25, 25) (256, 25, 25)
FPN Output5 (256, 25, 25) (256, 25, 25)
Top Block Varies Varies
Bottom Up ResNet (3, 800, 800) Varies
Region Proposal RPN Head Conv (256, 50, 50) (256, 50, 50)
RPN Head Objectness Logits (256, 50, 50) (3, 50, 50)
RPN Head Anchor Deltas (256, 50, 50) (12, 50, 50)
ROI Heads Box Pooler Varies (256,7,7)
Box Head FC1 Varies (1024,
Box Head FC2 (1024, (1024,)
Box Predictor Cls Score (1024, 2,
Box Predictor BBox Pred (1024, 4,
Mask Pooler Varies Varies
Mask Head FCN1 Varies (256, 28, 28)
Mask Head FCN2 (256, 28, 28) (256, 28, 28)
Mask Head FCN3 (256, 28, 28) (256, 28, 28)
Mask Head FCN4 (256, 28, 28) (256, 28, 28)
Mask Head Deconv (256, 28, 28) (256, 56, 56)
Mask Head Predictor (256, 56, 56) (1, 56, 56)
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filters of dimensions 3x3, which yields an output shape of (None, 28, 28, 6) and possesses
a total of 896 parameters that can be adjusted during the training process. Subsequently, a
MaxPooling2D layer is implemented, utilising a pool size of 2x2, thereby yielding an output
shape of (None, 14, 14, 6). Next, a Conv2D layer with 16 filters, each having a size of 3x3 is
appended. This layer produces an output shape of (None, 10, 10, 16) with 2416 toal trainable
parameters. A subsequent MaxPooling2D layer is implemented with a pooling size of 2x2,
which yields an output shape of (None, 5, 5, 16). Subsequently, the output tensor undergoes
flattening through the utilisation of the flatten layer, leading to a resultant shape of (None,
120). Finally, a dense layer comprising of 128 units and the Rectified Linear Unit (ReLLU)
activation function is incorporated. This yielding an output shape of (None, 84) with 320002

trainable parameters.

Table 4.2: Architecture of proposed classification model.

Layer Output shape | Parameters
Conv2d6 (Conv2D) multiple 896
Maxpooling 2D6 multiple 0
conv2d7 (Conv2D) multiple 18,496
Maxpooling 2D7 (maxpooling 2d) multiple 0
flatten3 (Flatten) multiple 0
dense multiple 320,002
Total 339,394

Lastly, the model includes a Dense layer comprising of two units and utilises the softmax
activation function to represent the output classes. The layer’s output shape is defined as
(None, 2), indicating that it produces a tensor with an unspecified number of rows and 2
columns. The proposed CNN model consists of a total of 3,39,394 parameters, all of which
are shown in table 4.2. This CNN model is used for classifying seeds as either germinated or
non-germinated.

Once the seeds in the petri dish have been detected using object detection with Detectron2,
the subsequent procedure involves the classification of each seed as either germinated or non-
germinated. The utilisation of a CNN model can facilitate the attainment of this objective.

The seed Rols that have been identified are extracted from the image of the petri dish.
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The Rols encompass the individual seed images. The seed images undergo pre-processing
by being resized to a predetermined size and having their pixel values normalised. This
process guarantees that the data is standardised to a uniform structure that is appropriate
for the CNN model. The seed images that have undergone pre-processing are subsequently
inputted into the CNN model. The CNN is composed of several convolutional and pooling
layers, which are designed to acquire and identify significant features from the initial images.
The extracted features undergo processing in FC layers, which are responsible for performing
the classification task. The layers facilitate the conversion of features into class probabilities,
which serve as indicators of the probabilty of germination for each individual seed. During
the training process, the CNN model is trained using labelled data. This labelled data consists
of seed images, each of which is associated with a germination label indicating whether the
seed has germinated or not.

The parameters of the model are optimised by employing loss functions, such as cross-
entropy, with the objective of minimising the discrepancy between the predicted labels and
the true labels. During the process of inference, the CNN model that has been trained is
utilised to take the pre-processed seed images as its input. The model then proceeds to make
predictions regarding the germination status of each individual seed. The classification label
(germinated or not germinated) can be determined based on a predefined threshold using the
class probabilities obtained from the output layer.

By employing a proposed CNN architecture and utilising a meticulously annotated dataset
comprising images of both germinated and non-germinated seeds, it becomes feasible to
effectively categorize the identified seeds within the petri dish, thereby furnishing significant

insights pertaining to their germination status.
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4.4 Experimental Results

4.4.1 Experimental Setup

The proposed system is a two-stage model utilised for the prediction of seed germination

status.

'Femp: 29°C
Humidity: 72

Figure 4.4: Prototype developed for seed germination prediction (a). Automated system for
seeds data collection (b). Raspberry Pi [28] board collecting images and displaying
temperature and humidity (c). Germinated seeds tray with temperature and humidity sensor
(d). Maintaining constant temperature and humidity and display on touch screen.

4.4.2 Dataset Collection

A automated growth chamber is setup to collect the seed germination dataset which is shown
in Figure 4.4. Figure 4.4 (a) provides an overview of the automated system set up for seam-
less data collection on seed germination rates. Figure 4.4 (b) depicts the Raspberry Pi board
in action, capturing images for data analysis while simultaneously monitoring and display-
ing the current temperature and humidity levels, essential for maintaining an optimal growth

environment. Figure 4.4 (c) shows a tray of germinated seeds where the temperature and
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humidity sensors are strategically placed to ensure accurate environmental readings. Finally,
Figure 4.4 (d) highlights the system’s capability to maintain a constant temperature and hu-
midity, crucial for seed germination, with real-time data displayed on a touch screen for easy
monitoring and adjustments. The dataset presented in this article pertains to the germination
of seeds in a growth chamber [73]. During which, the seeds underwent individual germina-
tion over a period of forty-eight hours. The experimental setup comprises a germination tray
with 4 petri dishes, each containing more than ten seeds as shown in Figure 4.5 (a). Auto-
mated system is employed to regulate and sustain consistent levels of temperature, humidity,
moisture, and light which indeed helps the seeds to germinate. Figure 4.5 (b) displays a sam-
ple image in our dataset obtained through an automated embedded system. The seeds are
captured using a Raspberry pi [74] and camera and subsequently stored in database at regular
intervals for 5 minutes. The procedure is iterated over a span of 3-4 days, depending upon the
duration required for seed to be germinated. The collected seed data is annotated to provide
a ground truth image for the purpose of training a deep learning model. The collected dataset
distribution is mentioned in the table 4.3.

The dataset encompasses the germination process of red gram seeds through the utiliza-
tion of an automated camera system. This system was programmed to record photos at regu-
lar intervals of 5 minutes. Thus, providing a granular view of the germination process. This
repeated imaging displays a thorough path from initial swelling to radicle appearance and
subsequent expansion. Quick intervals enable the early identification of germination and any
anomalies, allowing for a fast response or analysis. Furthermore, the resulting rich dataset
is invaluable for temporal research and improves the efficacy of deep learning models by
providing many data points. Overall, such a thorough monitoring system provides critical

information for both immediate observations and sophisticated analytical procedures.

4.4.3 Data Annotation

During annotation process a seed label is assigned to an image frame for the purpose of

identifying the seed in a petri dish. It is done using robo flow tool [75]. This process is
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Figure 4.5: Seed germination prediction system (a) Model to collect images of seeds (b)
Collected image by proposed model

Figure 4.6: Example of generated seed dataset (a) seeds image (b) mask image tile of seed
labels
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illustrated in Figure 4.7. Figure 4.7 (a) shows an empty Petri dish, setting the baseline for
our experiment. Figure 4.7 (b) presents the Petri dish filled with seeds, indicating the starting
point for data collection. Figure 4.7 (c) depicts the seeds isolated from the Petri dish to
emphasize the focus of our study. Figure 4.7 (d) demonstrates the meticulous annotation of
individual seeds, a critical step for training our machine learning model to recognize and

classify seed images accurately.

° seeds :
”’d@ seeds

seel®

R, S
Seeds

£.9

Figure 4.7: Annotating the seed dataset using robo flow tool. (a) Petri dish (b) Petri dish
with seeds (c) Seeds without petri dish (d) Individual seed annotation.

The proposed model is evaluated using the Pytorch framework on a Tesla V100-SXM?2
GPU with CUDA version 12.0. The Mask R-CNN is implemented the Detectron2 framework
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Table 4.3: Dataset used for the proposed dual stage SeedAl model at different stages

S.No

# Images (Seeds)

Training

Testing

Total

1

Stage 1

572

147

719

2

Stage 2

858 (Germination), 858 (No Germination) 240

1955

1.6

14

1.2

1.0

Loss function value

0.8

0.6

500 1000 1500

2000 2500 3000

Number of epochs

Figure 4.8: Proposed detectron model learning curve
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Figure 4.9: Seed classification learning curve

with a suitable backbone network architecture and conducted on the collected dataset.

4.4.4 Performance Measure

To assess the effectiveness of our proposed two stage network in predicting seed germination
six widely used metrics, namely pixel accuracy, Intersection of Union (IoU), precision, recall,
and F1 score are employed. The pixel accuracy refers to the proportion of pixels in the
image that have been accurately segmented. The term "loU" denotes the intersection between
predicted masks and ground truth masks. Precision is the ratio of successfully extracted
masks to all anticipated masks, whereas recall is the ratio of correctly recognised masks to
ground truth. Finally, the F1 score is defined as the harmonic mean of precision and recall.
These measures are already explained in chapter 3.

Proposed model demonstrates a pixel accuracy of 0.88, denoting that 88 % of the pixels
in the predicted masks correspond with the ground truth masks. When compared with state

of art models. ResNet50 demonstrates a pixel accuracy of 0.84, whereas LeNet exhibits a
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Input Image Ground Truth

Binary Mask

Stage-1 output

Figure 4.10: Models for detecting masks (illustration in a segmentation of instances)

Table 4.4: Evaluation metrics of the model with different pre-trained models

Model Pixel Accuracy | IoU | Precision | Recall | F1
Proposed Model 0.88 0.77 0.89 0.85 | 0.87
ResNet50 0.84 0.75 0.79 0.94 | 0.86
Inception 0.85 0.45 0.49 0.85 | 0.88
LeNet 0.82 0.70 0.79 0.94 | 0.82
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Figure 4.11: Input and output of the proposed SeedAl model (a). Input seed image for the
SeedAl model. (b). Mask image generated using the SeedAl model (c). A binary mask is
generated from the SeedAl model. (d). Segmented seed images from the petri dish

pixel accuracy of 0.82 and Google Inception pixel accuracy is 0.85. The Intersection over
Union (IoU) metric reveals that proposed model exhibits an IoU value of 0.77, signifying
a substantial degree of overlap between the predicted masks and the ground truth masks.
ResNet50 demonstrates an Intersection over Union (IoU) value of 0.75, whereas LeNet ex-
hibits an IoU value of 0.70 and Inception model has IoU value of 0.45 The precision score
of proposed model is 0.89., signifying that 89% of the predicted positive instances are accu-
rately classified. ResNet50 demonstrates a precision score of 0.79, whereas LeNet exhibits a
precision score of 0.79 and google inception is of 0.49. The recall score of proposed system
is 0.85, indicating that it correctly identifies 85% of the actual positive instances. ResNet50
demonstrates a recall score of 0.94, whereas LeNet exhibits a recall score of 0.94 and google
inception is 0.85. Proposed system exhibits an F1 score of 0.87, which represents the har-
monic mean of its precision and recall metrics. ResNet50 demonstrates an F1 score of 0.86,
whereas LeNet exhibits an F1 score of 0.82 and google inception is 0.82. The comparision is

done in table 4.4
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Table 4.5: Hyper parameters for proposed model and pre-trained models

S.No Model Total Parameters
1 Proposed Model 3,39,394
2 LeNet 61,326
3 ResNet50 24,637,826
4 Google Inception 23,903,010

4.4.5 Result Analysis

Further, the proposed model is compared in terms of model complexity with state-of-the-art
models. These results are furnished in table 4.5 and best values are highlighted. From the
results it is observed that proposed model achieved on-par performance 88% with Google

inception by reducing model complexity drastically by 98.5% which is significant move.

4.4.6 ROC Curve
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Figure 4.12: ROC to evaluate the performance of different models

The Receiver Operating Characteristic (ROC) curve is commonly employed in the as-
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sessment of the efficacy of binary categorization models. This diagram depicts the correlation
between the True Positive Rate (TPR) and the False Positive Rate (FPR) across different clas-
sification thresholds. To compare proposed model with ResNet50, LeNet and InceptionNet
ROC curves are plotted graphically and shown in Figure 4.12. From the figure it is observed
that our proposed model balances TPR and FPR when compared to other state-of-the-art

models.

4.5 Summary

In agricultural domain seed germination is one of the main steps to assess the seed quality.
It is used by seed industries, seed breeders and agricultural research institutes for production
of high-quality seeds. However, the current research uses image processing techniques for
seed germination and are mostly manual and labor intensive. Hence, a automatic monitoring
system is essential to speed up the testing process. A novel approach is proposed for the
automatic seed germination classification. The proposed system uses detectron? in first stage
for seed segmentation and CNN in second stage for classification.

The proposed novel two-stage network leverages various CNNs to automate detection of
seeds and the assessment of their germination state. In the first stage detectron2 framework is
used for instantaneous segmentation of seeds and in the next stage this Rol is given as input
to the proposed CNN model for germination prediction.

The proposed model is trained and tested against own collected dataset. The proposed
model got best performance in term of accuracy, loU, Precision when compared with ResNet50,
Inception Net and LeNet models. Moreover, the proposed model achieved on-par perfor-
mance 0.88 with Google inception by reducing model complexity drastically by 0.98 which

is significant move.
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Chapter 5

Real-time Seed Detection and
Germination Analysis in Precision
Agriculture: A Fusion Model with U-Net
and CNN on Jetson Nano

This chapter introduce a novel fusion model for seed detection and germination is proposed.
The proposed model combines the U-Net and CNN architectures for seed segmentation and
classification respectively. By harnessing U-Net’s capabilities in image segmentation and
CNN’s strengths in classification, the proposed approach enables effective seed germination
analysis. Additionally, the model is specifically optimized for real-time processing and ap-
plications by implementing it on the Nvidia Jetson Nano embedded GPU platform. This
approach inherently extends the Mask R-CNN concept introduced in (Chapter 3), by using
semantic segmentation to enhance the overall performance.

This chapter proposes a fusion model ported on jetson nano for predicting seed germi-
nation while fusion model shows promising results for seed germination by increasing the
accuracy. The dual stage network proposed in chapter 4 marks an important step towards

addressing this challenge. However, the fusion model optimized the process involves further
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intricacies.

To extend the groundwork laid in chapter 4, the fusion model is introduced with semantic
segmentation and proposed CNN. It aims to optimize a novel fitness function that considers
both mean accuracy and mean diversity. By doing so, it not only address the challenge of
base classifier selection as in chapter 4 but also introduce a mechanism for evaluating the
performance of different ensemble combinations.

Chapter Organization: The proposed methodology is presented in Section 5.1. The ex-
perimental results are provided in Section 5.2. A summary of the work is described in Section

5.3.

5.1 Proposed Methodology

This work integrates U-Net [76], [77] and CNN architectures [78] to form a novel fusion
model for seed detection and germination classification. Leveraging the strengths of U-Net
for image segmentation and CNN for classification, this fused approach achieves practical
seed germination analysis. The proposed hybrid model combines the U-Net architecture
for seed image segmentation with CNN for germination state and abnormality classification.
This combination technique offers improved accuracy, particularly in complicated datasets
with varying seed shapes and unclear germination phases. The model’s modular design,
which separates segmentation and classification, enables independent fine-tuning, optimising
accuracy, and successfully tackling unique difficulties.

Furthermore, the model is implemented on the Nvidia Jetson Nano embedded GPU plat-
form to facilitate real-time processing and applications as shown in figure 5.1. This showcases
the potential for practical deployment in real-world scenarios, such as monitoring in intelli-

gent agriculture systems with masks of seeds at different germination states.
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5.1.1 Semantic Segmentation of Seed using U-Net

U-Net CNN identify image pixels for semantic segmentation tasks. Its construction resembles
a "U," thus the name U-Net. The architecture of U-Net is shown in table 5.1. The U-Net
model would input a seed picture and produce a "mask" labeling each pixel as a seed. The
contraction (encoder) and expansion (decoder) paths make up the U-Net design. Encoder path
is a Convolution-ReLLU stack followed by Max Pooling operation capturing picture context.
A filter or kernel K of a given size slides across the input picture i.e seed image and conducts
element-wise multiplication during convolution. The mathematical representation of encoder

is given in equation 1.

YTi,jl = X[i +m,j+n]x K[m,n] (5.1)

where i, j are spatial dimensions and m, n kernel dimensions. ReL.U activation followed
by convolution. Max pooling reduces spatial dimensionality and controls over-fitting. Up-
convolution, skip-connection, and Convolution-ReLLU operations comprise the decoder. The
transposed convolution procedure increases feature map spatial dimensions, helping the net-

work learn to localize. The mathematical equation of decoder is given in equation 2.

Y[i, j,d] = X'[i, j,d] & K[m,n] (5.2)

where X and X’ are the decoder and encoder feature maps, and ’d’ is the feature map depth.
U-Net’s last layer is a 1X1 convolution followed by a softmax activation function to segment
the seed image.

Seed segmentation is learned using images of seeds with each pixel labeled as "seed".
The model recognizes seeds in image and applies this information. A binary mask would

highlight the image’s segmented seeds as shown in figure 5.2.

66



CHAPTER 5. REAL-TIME SEED DETECTION AND GERMINATION ANALYSIS IN PRECISION AGRICULTURE: A FUSION MODEL WITH U-NET AND CNN ON JETSON

NANO

Section 5.1

Table 5.1: Architecture of U-Net model.

Layer (Type) Output Shape Parameters
input2(Input layer) None, 640, 640, 3 0
conv2d(Conv2D) None, 640, 640, 16 448
conv2d1(Conv2D) None, 320, 320, 16 2320
maxpooling2d(MaxPooling2d) None, 320, 320, 16 0
conv2d2(Conv2D) None, 320, 320, 32 4640
conv2d3(Conv2D) None, 320, 320, 32 9248
maxpooling2d1(MaxPooling2d) | None, 160, 160, 32 0
conv2d4(Conv2D) None, 160, 160, 64 18496
conv2d5(Conv2D) None, 160, 160, 64 36928
max pooling 2d2 (MaxPooling2d) None, 80, 80, 64 0
conv2d6(Conv2D) None,80, 80, 128 73856
conv2d7(Conv2D) None,80, 80, 128 147584
maxpooling2d3(MaxPooling2d) None,40, 40, 128 0
conv2d8(Conv2D) None,40, 40, 256 295168
conv2d9(Conv2D) None,40, 40, 256 590080
upsampling2d (Upsamling2D) None,80, 80, 256 0
concatenate None,80, 80, 256 0
conv2d10 (Conv2D) None,80, 80, 128 442496
conv2d11(Conv2D) None,80, 80, 128 147584
upsampling2d1(Upsamling2D) | None,160, 160, 128 0
concatenatel(Concatenate) None, 160, 160, 192 0
conv2d12(Conv2D) None, 160, 160, 64 110656
conv2d13(Conv2D) None, 160, 160, 64 36928
upsampling2d(Upsamling2D) None,320, 320, 64 0
concatenate2(Concatenate) None,320, 320, 96 0
conv2d14(Conv2D) None, 320, 320, 32 27680
conv2d15(Conv2D) None, 320, 320, 32 9248
upsampling2d3(Upsamling2D) None, 640, 640, 32 0
concatenate3(Concatenate) None, 640, 640, 48 0
conv2d16(Conv2D) None, 640, 640, 16 6928
conv2d17(Conv2D) None, 640, 640, 16 2320
conv2d18(Conv2D) None, 640, 640, 1 17

5.1.2 Seed Germination Classification using Proposed CNN Model

CNN’s can automatically and adaptively learn spatial hierarchies of characteristics from pic-
tures, making them robust image classifiers. CNNs can classify seed pictures into germi-

nation phases. Images of seed germination would feed to the CNN in input layer. CNN'’s
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Figure 5.2: Ground truth image and segmented masks images of the U-Net model

Table 5.2: Architecture of the proposed CNN Model

Layer (Type) Output Shape | Param
Conv2d6(Conv2D) multiple 896
Maxpooling 2D6 multiple 0
conv2d7(Conv2D) multiple 18496
Maxpooling 2D7(maxpooling 2d) multiple 0
flatten3 (Flatten) multiple 0
dense multiple 320002
Total 3,39,394

initial layers are convolutional. These layers "slide" filters or kernels across input pictures
and execute element-wise multiplication to build a "feature map" or "convolved feature".
This method extracts picture elements, including edges, corners, and textures, that may in-
dicate seed germination in Convolutional Layers. The network decreases the spatial size of
the feature map via a pooling operation like max pooling to control overfitting and minimize
computational complexity in pooling layer.

Numerous rounds of convolution and pooling is performed, Then the CNN contains fully
linked layers like a neural network. These layers enable the network to learn non-linear com-
binations of high-level features from CNN convolutional output. The last fully connected
layer produces germination class probability distributions in fully linked layers. CNN classi-
fies seed germination at output layer. The architecture of proposed model is shown in table

5.2
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Table 5.3: Redgram dataset used for the proposed fusion model

Training Testing Total
29,996 Seeds | 5,875 seeds | 35,871

5.2 Experimental Results

The proposed model is a fusion of U-Net and CNN for automated seed germination analysis,

which runs on NVIDIA Jetson Nano embedded GPU as shown in figure 5.3.

5.2.1 Dataset Collection

This study utilised a combination of a Jetson Nano [79] and a camera interface [80] to col-
lect the dataset. The Jetson Nano is a Artificial Intelligence (AI) computer that enables the
efficient processing of images directly at the edge [81], thereby mitigating the necessity for
data transmission and guaranteeing the acquisition of real-time data. The camera, which
is connected to the Jetson Nano as shown in figure 5.3a, can capture high-resolution images
depicting red gram seeds at different stages of germination as shown in figure. The aforemen-
tioned configuration facilitates uninterrupted surveillance and data acquisition throughout the
germination process.

There are around 630 images in the dataset, and each contains 56 seeds. This creates
35,871 red gram individual seed images. We constituted 80% of images for training and 20%
for test dataset. Then, this dataset is divided into 28,696 seed images are used for training,
and 7,174 seed images are used as test data sets as shown in table 5.3.

The utilization of this setup for the collection and processing of data in real-time offers
significant contributions to the understanding of the seeds germination process as shown in
figure 5.3b. Consequently, it improves the precision and reliability of our model, thereby

expanding its potential applications in the fields of precision agriculture.
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Figure 5.3: Prototype of the proposed fusion model (a) Camera interfaced to Jetson nano
development board, (b) Growth chamber used for collecting data set.

5.2.2 Data Labelling

The proposed model ’ground truth images’ pertains to precisely annotated images that accu-
rately indicate the specific positions of seeds and their corresponding stages of germination.
The images that are appropriately labelled serve as the standard or reference against which
the model’s predictions are evaluated during the training process.

To produce the ground truth images, it is necessary to annotate each image in the dataset
manually. To facilitate seed detection, one approach could involve delineating each seed by
employing bounding boxes or generating binary masks to differentiate seed regions within
the image. In the process of categorising germination, each seed is assigned a distinct label
corresponding to its current stage of germination as shown in figure 5.4. Figure 5.4 (a) of
the figure showcases seeds at various stages of germination within a Petri dish, illustrating
the diversity of germination progress captured in our dataset. Figure 5.4 (b) and (c) display
the ground truth masks for these seeds, which are crucial for accurately labeling each seed
according to its specific stage of germination. These ground truth masks serve as a reference
for training our model.

The utilisation of ground truth images is a crucial component in the training procedure of
the model. The U-Net component of the model acquires the ability to distinguish seeds from

the background by comparing its segmentation output with the ground truth. In a similar
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Figure 5.4: The input image and ground truth image of the proposed fusion model (a) Seed
germination in petri dish (b)&(C) Ground truth masks of seeds.

manner, the CNN acquires the ability to classify the various stages of germination by evalu-
ating its output in comparison to the accurate labels provided. Furthermore, the utilisation of
these ground truth images is crucial in assessing the efficacy of your model. The performance
metrics of the model, including accuracy, precision, and recall, can be assessed by comparing
its predictions on new images with the ground truth. This evaluation involves combining the
model’s predictions against the actual values.

It is imperative to bear in mind that the generation of precise ground truth images can be a
laborious process and may necessitate specialised expertise. However, it constitutes a crucial

stage in the development of an efficient model.

5.2.3 Experimental Setup

The experimental setup involves the design and construction of a specialised growth cham-
ber, taking dimensions, illumination, temperatures, and control of humidity. NVIDIA Jetson
nano board is interfaced with a camera, temperature and humidity sensors with a display.
Temperature and humidity controlled to maintain germination states for the seed. The re-
tained moisture and temperature are depicted in figure 5.5 (b). The image acquired from the
growth chamber is illustrated in the reference figure 5.5 (c). The overall system is shown in
the figure 5.5 (a).

The Jetson Nano is connected to the MIPI CSI camera module. The imaging device can be

accessed and managed via Python programming language, typically employing OpenCV. A
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Figure 5.5: (a) Proposed growth chamber, (b) Temperature and humidity monitoring, (c)
Collected seed images, and (d) Display of the proposed growth chamber

Python script is developed to facilitate the process of image capturing for every five seconds.
This script continuously captures high-resolution images of the seeds as shown in in figure
5.5 (d). For classification and simple retrieval, each image is timestamped and stored as
shown in figure 5.5 (d).

The acquired seed 35,871 images are subsequently subjected to pre-processing techniques
and inputted into our fused U-Net and CNN model for the purpose of seed detection and ger-
mination classification. The compiled images provide an informative timeline of the process
of seed germination. The image patterns can then be used to train and validate proposed fu-
sion model that predicts the germination process based on the image patterns. By collecting
images for every five minutes, the model receives granular, comprehensive data that enables
it to detect and learn even subtle changes during germination and increase the accuracy of its
predictions. To record the entire growth process of seed germination.

The collected dataset is used for fusion model employing U-Net and CNN for seed detec-
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Figure 5.6: Learning curve for U-Net Model.
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Figure 5.7: Fold wise loss curve for proposed CNN model
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Table 5.4: 10 fold validation for proposed fusion model

Model | Pixel Accuracy | IoU | Precision | Recall | F1-Score
Fold-1 0.90 0.53 0.56 0.93 0.70
Fold-2 0.64 0.31 0.86 0.33 0.48
Fold-3 0.65 0.52 0.63 0.76 0.69
Fold-4 0.60 0.54 0.55 0.96 0.70
Fold-5 0.76 0.63 0.74 0.81 0.77
Fold-6 0.69 0.39 0.96 0.40 0.56
Fold-7 0.69 0.61 0.62 0.98 0.76
Fold-8 0.81 0.65 0.91 0.70 0.79
Fold-9 0.74 0.66 0.65 1.00 0.79
Fold-10 0.87 0.77 0.89 0.85 0.87
Avg 0.91 0.84 0.90 0.92 0.91

tion and classification. Using the prepared data set, the model is trained and then optimised
with an appropriate loss function, optimizer, and performance metrics. The performance of
the model is rigorously evaluated against the validation and test datasets, gauging its effec-
tiveness and deployment suitability.

U-Net model is evaluated using Keras, Tensor Flow 2.12.0 on an HP Z6 G4 Workstation
with 52 cores and 64 GB of DDR4 RAM. A U-Net model is trained using 35,871 seed images
for 50 epochs on a GPU for semantic segmentation, the proposed CNN model is trained for
50 epochs on the GPU using germination and non-germination seed images.

The proposed system is trained on a system having specification, CPU as Intel Xeon
GOLD 6226R @ 2.9 GHz, GPU as NVIDIA RTX A4000 with 64 GB internal memory.The
proposed fusion model took roughly 6 hours for 50 epochs, a 1.3 MB size of model weight
file is generated. The model weights are deployed on Jetson Nano, and it takes 35 seconds to
process the input image for germination prediction.

To support real-time applications, the model was optimised for deployment on the NVIDIA
Jetson Nano GPU, capitalising on its high computational capacity and energy efficiency as
shown in figure 5.5. To assure seamless operation on the Jetson Nano platform, the deploy-
ment procedure includes model optimisation techniques such as model pruning and quanti-

zation. Finally, the system is validated in real-world agricultural contexts, where the perfor-
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mance and robustness of the deployed model are rigorously evaluated, confirming its practical

utility and contribution to precision agriculture.

Table 5.5: Evaluation metrics of the fusion models with state-of-the-art pre-trained models

Model Pixel Accuracy | IoU | Precision | Recall | F1-score | Parameters
Proposed Model 0.91 0.84 0.90 0.92 0.91 3,39,394

ResNet50 0.76 0.65 0.72 0.89 0.79 24,637,826

Inception 0.74 0.58 0.77 0.77 0.71 23,903,010
LeNet 0.82 0.70 0.79 0.94 0.82 61,326

5.2.4 Results Analysis

The U-Net model and proposed CNN of the fusion model are trained for 50 epochs. The
collected dataset is partitioned as per the 10- Fold Cross Validation (10-FCV) for training
and testing. Then training dataset is first feed into U-Net and trained with Adam optimizer
with cross-entropy loss function. Next, output of U-Net is feed in to CNN model and trained
using Adam optimizer with cross-entropy loss function. The training performance of U-Net
and CNN is depicted in in figure 5.6 and figure 5.7 respectively. The individual binary masks
of given petri dish generated by U-Net model are as shown in figure 5.8. These individual
binary masks are combined to create binary mask of input image. These segmented images
are used to extract the seeds as shown in figure 5.9. All the extracted seeds are shown in
figure 5.11. These seeds are fed into the proposed CNN for classification of germination or

no germination state.

5.2.5 10-Fold Cross Validation (10-FCV)

The 10-FCV is employed to assess the efficacy of a deep learning model in predicting seed
germination. Initially, the data set consisting of 1200 is partitioned into ten subsets of equal
size 120. During each iteration, the training process utilizes nine subsets that is 1080 images
for training purposes, while one subset of 120 images is exclusively reserved for testing. The

model undergoes training using the training subsets and is subsequently assessed using the
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Figure 5.9: Seeds extracted from petri dishes using mask images of U-Net model.

validation subset. A computation determines an evaluation metric, such as error rate or mean

absolute error. The procedure is executed ten times, with the validation subset of 120 images
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being rotated after each iteration. Each individual data point is included in the validation set
only once, guaranteeing the comprehensive utilization of all available data i.e. 1200 images.
This particular methodology serves as a preventive measure against model over-fitting. The
ten performance metrics are computed by taking their average, resulting in a single perfor-
mance estimate as shown in table 5.4. This estimation offers a more comprehensive assess-

ment of the model’s efficacy.

5.2.6 Comparative Analysis

The proposed model is compared with three state-of-art models ResNet50, Inception, and
LeNet respectively. These results are furnished in table 5.5 and best values are highlighted.
From the table results it is observed that the proposed model performs better than the other
three state-of-art models (ResNet50, Inception, and LeNet) overall. The suggested model pre-
dicts pixels with more accuracy (0.91 pixels accurate) than ResNet50 0.76, Inception 0.74,
and LeNet (0.82 pixels accurate). The proposed fusion model has a score of 0.84 for Inter-
section over Union (IoU), which is much higher than ResNet50’s (0.65), Inception’s (0.58),
and LeNet’s (0.70) scores. This shows more overlap between the segmentation regions that
were predicted and those that were actually segmented, further demonstrating the model’s im-
proved performance. The suggested model outperforms ResNet50 (0.72), Inception (0.77),
and LeNet (0.79), achieving an accuracy score of 0.90 when measuring the model’s ability to
correctly identify relevant occurrences.Recall, a metric that gauges a model’s capacity to find
all relevant occurrences, gives the proposed model a score of 0.92. ResNet50 and Inception
fall short with 0.89 and 0.77, respectively, although LeNet is near at 0.94.

Finally, the proposed fusion model outperforms ResNet50 0.79, Inception 0.71, and LeNet
0.82 with an F1 score of 0.91. This higher F1 score suggests that the suggested model offers
a superior precision/recall balance, which is crucial in situations of class imbalance. In con-
clusion, the proposed fusion model outperforms the competition in terms of effectiveness and
accuracy, making it the best option given these performance measures. Further, It is noted

that the proposed model requires less number of parameters after LeNet. The model is carried
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out the experiments with only U-Net and proposed a model for the germination task. The out-

comes of these experiments are shown in the figure 5.12. The Proposed Fusion Model, which

achieves an accuracy of 91.00% and consists of 19,62,625 trainable parameters, exhibits su-

perior performance compared to both the UNET with Depthwise Separable Convolutions and

the UNET with Atrous Spatial Pyramid Pooling. Consequently, it is deemed the most suit-

able choice for seed germination detection as shown in table 5.6.

Table 5.6: Evaluation Metrics of the fusion models with state of art models

Model Accuracy | Parameters
UNET with Depthwise Seperable Convolutions 87.2 2,34.701
UNET with Atrous Spatial Pyramid Pooling 90.54 8,06,67,202
Proposed fusion model 91.00 19,62,625

True Positive Rate (TPR)

Receiver Operating Characteristic (ROC)

0.2 1

—— Proposed Model (area = 0.90)
LeMet (area = 0.71)

— Res50 (area = 0.76)

—— Google Inception (area = 0.75)

0.4

0.6 0.8 1.0

False Positive Rate (FPR)

Figure 5.10: ROC curve for the proposed fusion model.

The ROC curve of the proposed model with state-of-the-art model is shown in figure 5.10.

From the figure it is noted that the proposed model performance is consistently superior to

those of the LeNet, Inception, and ResNet50 models. This would indicate that the proposed
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Figure 5.11: Collection of all the segmented masks from proposed fusion model.

model performs better with various threshold settings. The proposed model appears more
capable of differentiating between positive and negative classes, resulting in a more reliable

model for seed germination prediction.

5.2.7 Model Deployment on Jetson Nano

A U-Net model with a weight of 1.3 MB, and a CNN weight of 22KB, predict seed germi-
nation on the Jetson Nano in real time. A red bounding box indicates that the seed has not
germinated, and a green bounding box indicates that it has germinated. We have trained our
model using red gram seeds and tested with chickpea seeds and our model detected germina-
tion of chickpea seeds effectively as shown in figure 5.13 and 5.14. The U-Net’s complicated

design, which incorporates convolutional and max pooling layers in its contracting route and
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UNET for Germinated UNET for Seed
Seed Segmentation Segement.ation

Figure 5.12: Comparision of U-Net only for germination and fusion model

an expanding path for exact localization, makes it more significant. The CNN model is lighter
and quicker, but less precise.

These models continually analyze seed pictures to predict germination in less than 0.26
milli seconds. Real-time analysis might give farmers and researchers rapid feedback, enhanc-

ing their operations.

Though vital for its size, the Jetson Nano is resource limited. Thus, the implementation’s
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Figure 5.14: Germination prediction on Jetson nano board for 100 to 150 chickpea seeds.

efficiency depends on model complexity, picture resolution, and other parameters. Optimize

your models and image pre-processing for device performance.
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5.3 Summary

This chapter introduces a novel fusion model for seed detection and germination classification
is proposed that combines the U-Net and CNN architectures. By harnessing U-Net’s capa-
bilities in image segmentation and CNN’s strengths in classification, the proposed approach
enables effective seed germination classification. Additionally, the model is specifically op-
timized for real-time processing by implementing it on the Nvidia Jetson Nano embedded
GPU platform.The model is tested on real time environment and the measured latency is
0.26 milli seconds. The proposed fusion model obtained 0.91 pixel accuracy, 0.84 IoU, and
0.90 precision which are best when compared to state-of-the-art models. Also, the proposed
model requires less number of trainable parameters after LeNet. Further, the proposed model

is tested in real-time and achieved 0.26 ms latency.
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Chapter 6

SeED-Net: Seed Encoding Decoding
Network for Enhancing Seed Quality

Analysis through Automation

In the previous chapter 5, we explored the application of the UNet architecture for the task
of seed detection, which, despite its widespread use in image segmentation tasks, resulted in
suboptimal accuracy levels for our specific application. This led us to the development of
a customized Encoder-Decoder CNN architecture tailored specifically for the task at hand.
Our novel approach builds on the foundational principles of CNNs but introduces several
key modifications designed to enhance feature extraction and pattern recognition capabilities
specifically for seed detection. Through a series of experiments, we systematically evaluated
the performance of our custom-designed model against the UNet baseline, demonstrating
significant improvements in detection accuracy. This chapter delves into the architectural
nuances of our Encoder-Decoder CNN, including the rationale behind each design choice,
the implementation details, and a comprehensive comparison of its performance against the
UNet model. Our findings suggest that the customized Encoder-Decoder CNN not only sur-
passes the UNet in terms of accuracy but also offers insights into the potential for specialized

architectures in addressing domain-specific challenges in image segmentation tasks.
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6.1 Proposed Encoder Decoder

The Encoder Decoder CNNaaq model is specifically engineered for the task of image seg-
mentation, with a particular focus on seed detection. This model is characterized by a
thoughtful sequence of layers, including convolutional, pooling, and upsampling layers, com-
plemented by strategic concatenation points. These elements collectively facilitate the model’s
ability to effectively process images and extract relevant features at various levels of abstrac-

tion, crucial for the accurate identification and segmentation of seeds within an image.

Table 6.1: Model summary of the proposed SeED-Net

Layer Type Num. of Filters | Kernel Size | Activation
InputLayer - - -
Conv2D 64 3x3 ReLU
MaxPooling2D - 2x2 -
Conv2D 128 3x3 RelLLU
MaxPooling2D - 2x2 -
Conv2D 256 3x3 RelLU
MaxPooling2D - 2x2 -
Conv2D 512 3x3 RelLU
MaxPooling2D - 2x2 -
Conv2D 1024 3x3 ReLLU
Conv2DTranspose 512 2x2 ReLU
Concatenate - - -
Conv2D 512 3x3 RelLU
Conv2DTranspose 256 2x2 ReLU
Concatenate - - -
Conv2D 256 3x3 ReLU
Conv2DTranspose 128 2x2 ReLU
Concatenate - - -
Conv2D 128 3x3 ReLLU
Conv2DTranspose 64 2x2 ReLU
Concatenate - - -
Conv2D 64 3x3 ReLU
Conv2D 2 1x1 Softmax
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6.1.1 Proposed Encoder Decoder Structure

The architecture commences with an input layer designed to accept images of a predefined
shape, marking the start of the encoder phase. The proposed SeED-Net model summery is
shown in table 6.1. Here, the model employs convolutional layers to apply filters for fea-
ture extraction and pooling layers to reduce the spatial dimensions of the resulting feature
maps, all while preserving essential information. This phase is crucial for distilling the im-
age into a form that highlights the most relevant features for seed detection. As the model
progresses, an increase in the number of filters within convolutional layers ensures the capture
of a broad spectrum of features, ranging from basic textures to complex patterns indicative of
seed forms.

Transitioning through the "Center Block," which serves as the core of the feature en-
coding process, the model then shifts into the decoder phase. This segment is pivotal for
segmentation tasks, aiming to accurately outline the contours of seeds. Upsampling layers
are utilized to incrementally enlarge the feature maps back to the input image size, while con-
catenation layers merge these upsampled features with those from the encoding phase. This
approach ensures that the model benefits from both high-level semantic insights and detailed

textural information, enabling precise segmentation.

6.1.2 Advantages Over U-Net

The adaptation and fine-tuning of this model for seed detection have resulted in performance
that surpasses the well-regarded U-Net architecture in similar tasks. Several aspects con-

tribute to this enhanced effectiveness:

6.1.2.1 Layer Parameter Optimization

The model’s configuration, including the use of ReLLU activation functions, addresses com-

mon training challenges like vanishing gradients, facilitating efficient learning.
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6.1.2.2 Balanced Feature Processing

The symmetric design, incorporating both downsampling and upsampling with feature con-

catenation, ensures the preservation of crucial information throughout the model’s layers.

6.1.2.3 Customized Network Depth and Filters

Adjustments to the depth of the network and the specifications of convolutional filters allow
for a nuanced analysis of seed images, capturing detailed features essential for differentiating

seeds in complex visuals.

6.1.3 Tailoring for Precision

The architecture’s success in seed detection illustrates the importance of customizing neural
network designs to meet the unique demands of specific applications. By balancing deep
feature extraction with detailed reconstruction, the model achieves segmentation with high
precision, outperforming established standards like the U-Net. This advancement not only
highlights the model’s capability in seed detection but also opens avenues for further cus-

tomizations in image segmentation tasks across various domains.

6.1.4 Mathematical Foundations of Encoder and Decoder CNN
6.1.4.1 Convolutional Layers
The convolution operation for layer 7 is shown in equation 6.1
a b
Fi(z,y) = Z Zl(x—m,y—n)-K(m,n) (6.1)
m=—an=—b

where F;(x,y) represents the feature map, /(z, y) is the input image or feature map from the

previous layer, and K (m,n) is the convolutional kernel.
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6.1.4.2 Pooling Layers

Following convolution, max pooling is applied to reduce dimensionality as shown in equation
6.2

Pi(z,y) = (mH}zE)ié{W Fi(z+m,y+n) (6.2)

where P;(x,y) is the pooling layer output, and W denotes the pooling window.

6.1.4.3 Upsampling Layers

The upsampling process is aimed at restoring spatial dimensions is shown in equation 6.3

Ui(z,y) = Fi(lz/s], [y/s]) (6.3)
where s is the scale factor for upsampling.

6.1.4.4 Activation Functions

The ReLLU activation function introduces non-linearity as shown in equation 6.4

R(x) = max(0, z) (6.4)

6.1.4.5 Concatenation in Decoder

Concatenation merges encoder features with upsampled features as showin in equation 6.5

C’i = Concat<Fencoder7 Ul) (65)

6.1.5 Transposed Convolution

Transposed convolution, also known as fractionally-strided convolution, is a key operation
often used in semantic segmentation tasks in deep learning. It helps in reversing the down-
sampling operations that occur during regular convolutions, making it possible to restore the

spatial dimensions of the feature maps. The goal of transposed convolution is to produce an
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output with spatial dimensions that match those of the input, which is particularly important

in tasks like pixel-level classification in semantic segmentation.

6.1.6 Basic Operation

Ignoring channels for now, the basic transposed convolution operation involves sliding a ker-
nel window with a stride of 1 over the input matrix. In this process, imagine each element in
the input matrix shaking hands with its counterpart in the kernel. They then engage in a little
dance, where each pair multiplies their values together. After the dance, all the results are
gathered and added up to form the output matrix. It’s like each element in the input matrix
teams up with its partner in the kernel to contribute to the final result, creating a synchronized
performance that yields the output matrix.

The intermediate results are computed by multiplying elements of the input matrix by the
kernel and are summed to produce the final output.

The mathematical calculation involves the element-wise multiplication of the input matrix
and the kernel, followed by summation to obtain the output matrix. When the input and kernel
are both four-dimensional tensors, high-level APIs can be used to perform the transposed

convolution.

6.1.7 Padding, Strides, and Multiple Channels

In transposed convolution, padding is applied to the output rather than the input, with the
specified padding number affecting the dimensions of the output. Strides are applied for
intermediate results and the output rather than the input, and changing the stride affects the
size of the intermediate and output tensors.

Additionally, for multiple input and output channels, the transposed convolution operation
works similarly to regular convolution. When specifying multiple output channels, there is

one kernel for each output channel, similar to the regular convolution.
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6.1.8 Connection to Matrix Transposition

The name "transposed convolution" is connected to matrix transposition. Convolutions can
be implemented using matrix multiplications, where the weight matrix is obtained from the
convolutional kernel. In the transposed convolution layer, both forward and backpropagation
functions can be carried out by multiplying the input vector with the weight matrix and its
transpose, respectively. This means that during forward propagation, the input vector inter-
acts with the weight matrix to produce the output, while during backpropagation, the input
vector interacts with the transpose of the weight matrix to calculate the gradients necessary

for adjusting the weights.

6.2 Weight Initialization

Weight initialization is a critical consideration in the design and training of deep learning
neural network models. This process entails establishing the initial values for the parame-
ters, such as weights, in the neural network before commencing the training of models on a
dataset. The selection of appropriate weight initialization techniques can significantly impact
the effectiveness and efficiency of the optimization process during training.

The historical approach to weight initialization typically involved using small random
values within certain ranges, such as [—0.3,0.3] or [—1, 1]. However, over the last decade,
more specific heuristics have been developed based on extensive research into the behavior
of activation functions and the number of inputs to the nodes. These specialized heuristics
have become the de facto standard due to their capability to optimize the training process and
improve the performance of neural network models.

Modern weight initialization techniques are categorized based on the type of activation
function used in the network nodes, such as Sigmoid or Tanh, and Rectified Linear Unit
(ReLU). For nodes employing Sigmoid or Tanh activation functions, the Xavier and normal-
ized Xavier weight initialization heuristics are commonly used. On the other hand, the He

weight initialization heuristic is tailored for nodes using the ReLLU activation function, fre-
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quently employed in hidden layers of multilayer perceptron and convolutional neural network

models.

6.2.1 Xavier Weight Initialization

Xavier initialization in figure 6.1 involves picking random numbers from a certain range,
specifically between —(1/4/n) and 1/4/n, where n stands for the number of inputs that go
into a particular node. This technique ensures that the weights are appropriately scaled to
account for the number of inputs, thereby promoting more stable and effective learning. It is

particularly suitable for nodes using Sigmoid or Tanh activation functions.
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Figure 6.1: Xavier Weight Initialization

6.2.2 Normalized Xavier Weight Initialization

The normalized Xavier initialization method shown in figure 6.2 extends the Xavier ap-
proach by incorporating the number of outputs from the layer in addition to the number

of inputs. It calculates the weights using a uniform probability distribution within the range
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{—(\/6/\/71 +m),V6/v/n+ m}, where n signifies the number of inputs to the node and m
denotes the number of outputs from the layer. This technique aims to maintain a balanced
range of weights, further enhancing the stability and convergence of the model during train-

ing.
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Figure 6.2: Normalized Xavier weight initialization

6.2.3 He-Weight Initialization

The He initialization method shown in figure 6.3, named after Kaiming He, is designed for
layers employing the ReLLU activation function. It involves initializing weights using a Gaus-
sian probability distribution with a mean of 0.0 and a standard deviation of \/Q/_n, where n
represents the number of inputs to the node. This technique addresses issues associated with
the dying ReLLU problem and ensures that the initial weights align with the characteristics of
ReLU activations, leading to more effective and stable training.

Overall, weight initialization is a crucial step in the development of neural network mod-

els, and the adoption of modern heuristics, such as Xavier, normalized Xavier, and He weight
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initialization, has significantly contributed to the improved training and performance of deep

learning models.
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Figure 6.3: He weight Initialization

6.3 Enhanced Performance over U-Net

The model demonstrates enhanced seed detection capabilities, outperforming established
methods such as U-Net.

The proposed Encoder Decoder CNN model’s success in seed detection underscores the
potential of tailored architectures and precise mathematical modeling in addressing complex
image segmentation tasks. This approach opens new avenues for research, suggesting the

model’s adaptability to a wide range of segmentation challenges.
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6.4 Proposed Methodology

The Seed Encoding-Decoding Instant Segmentation Network (SeED-Net) is a deep learning
architecture tailored for accurate seed segmentation and germination classification. It uti-
lizes an encoder-decoder approach to perform pixel-level analysis on seed datasets using an
embedded GPU. Figure 6.4 shows the architecture of SeED-Nework is a sophisticated deep
learning framework designed for the precise tasks of segmenting seed images and classifying
their germination status. The architecture, as depicted in the referenced figure, is built on
a combination of encoding, decoding, and classification layers tailored specifically for the

analysis of seed images.
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Figure 6.4: Proposed seed encoding decoding instant segmentation and germination
classification network

6.4.1 Instant Segmentation Network

As shown in table 6.2 the input layer is the first layer of a neural network. It receives the
initial input data and passes it on to the next layer. The input shape of the data is represented

as (None, 640, 640, 3). The input layer receives images of seeds of dimensions (640, 640, 3),
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where the value 3 denotes the three RGB channels. The convolutional layer is a fundamental
component of CNNs. It plays a crucial role in extracting meaningful features. The output
shape of the model is (None, 640, 640, 32). The number of trainable parameters are 896. The
present layer is a 2D convolutional layer that consists of 32 filters and utilizes a kernel size
of (3, 3) to perform convolution on the input picture. Next layer is the Max Pooling Layer
1s a commonly used component in CNNs for feature extraction. It operates by partitioning
the input feature map into not . The shape of the data is represented as (None, 320, 320, 32).
The next layer is a max-pooling layer that effectively decreases the spatial dimensions of the
preceding feature maps by a factor of two through the use of 2x2 pooling. The output shape
of the layer is (None, 320, 320, 64). The trainable parameters are 18,496.

The subsequent layer consists of a 2D convolution operation with 64 filters and a kernel
size of (3, 3) applied to the existing feature maps. The shape of the input data is (None, 160,
160, 64). The subsequent layer is a max-pooling layer that further decreases the spatial di-
mensions. The output shape of the model is (None, 160, 160, 128). The parameters provided
for analysis are 73,856. The feature maps are subjected to a 2D convolutional layer with 128
filters and a kernel size of (3, 3). The subsequent layer is a max-pooling layer, which serves
to decrease the spatial dimensions. The max pooling layer is used to downsample the input
feature maps, reducing their spatial dimensions while retaining them. Output the shape of the
data is (None, 80, 80, 128). The dense layer, also known as the fully connected layer, is a
type of layer commonly used in neural networks. The term "dense" refers to a state or quality
of being closely compacted or crowded together. It is often used to change the output dimen-
sionality and classify seed images based on output from convolutional layers. The shape of
the data is (None, 80, 80, 128). The trainable parameters are 16,512.

A linked layer with a total of 128 units is used. The UpSampling2D layer is a component
used in deep learning models to increase an input tensor’s spatial dimensions. The output
shape of the model is (None, 160, 160, 128). The upsampling layer is designed to enhance
the spatial dimensions by a multiplication factor 2. The CNN output shape of the model is
(None, 160, 160, 128). The parameter value provided is 147,584. The upsampled feature

maps are subjected to a 2D convolutional layer with 128 filters and a kernel size of (3, 3).

94



CHAPTER 6. SEED-NET: SEED ENCODING DECODING NETWORK FOR ENHANCING SEED QUALITY ANALYSIS THROUGH AUTOMATION Section 6.4

Table 6.2: Seed encoding-decoding instant segmentation network Architecture

Layer (Type) Output Shape | Param
Input layer (640,640,3)
Convolutional layer | (640,640,32) 896
Max Pooling layer (320,320,32)
Convolutional layer | (320,320,64) 18,496
Max Pooling layer (160,160,64)
Convolutional layer | (160,160,128) | 73,856
Max Pooling layer (80,80,128)
Dense layer (80,80,128) 16,512
Upsampling layer | (160,160,128)
Convolutional layer | (160,160,128) | 1,47,584
Upsampling layer | (320,320,128)
Convolutional layer | (320,320,64) 73,792
Upsampling layer (640,640,64)
Convolutional layer (640,640,1) 577
Total 3,31,713

CNN output shape is (None, 320, 320, 128). The subsequent layer is an upsampling layer that
further augments the spatial dimensions and it plays a crucial role in extracting and learning.
The output shape of the model is (None, 320, 320, 64).

The parameters provided for analysis are 73,792. The upsampled feature maps are sub-
jected to a 2D convolutional layer with 64 filters and a kernel size of (3, 3). The UpSam-
pling2D layer is a component used in deep learning models for upsampling or increasing the
spatial dimensions of an input tensor. Output The shape of the data is represented as (None,
640, 640, 64). The subsequent layer is an upsampling layer that further enhances the spatial
dimensions. The convolutional layer is a fundamental component of CNNs used for image
processing and pattern recognition tasks. The output shape of the model is (None, 640, 640,
1). Trainalbe parameters are 577. The seed image reconstruction process involves the utiliza-
tion of a final 2D convolutional layer. This particular layer consists of a single filter, resulting
in the generation of a single channel. The kernel size employed in this convolutional layer is

(3, 3). The total trainable parameters are 3,31,713 for the proposed model.
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6.4.2 Seed Germination Classification Using Proposed CNN Model

CNN is provided with high-resolution pictures of seedlings at different stages of germination.
Each image may potentially represent the initial stages of seed sprouting, a seed that has fully
germinated, or a seed that exhibits no visible indications of germination. The convolutional
layer is a fundamental component of CNN. It is responsible for extracting features from input
data by applying a series of convolutional filters. In this layer, filters are applied to the seed
image in order to identify fundamental characteristics, including seed outlines, textures, and
the early appearance of a radicle or shoot. From a mathematical perspective, the process
involves capturing distinct germination patterns by the multiplication of matrix values with
the corresponding picture segment, followed by the summation of these outcomes.

The pooling layer is a crucial component in CNN. It is responsible for reducing the spa-
tial dimensions of the input feature maps, hence decreasing the computational complexity.
By decreasing the dimensions of the feature map, the model is able to focus on important
elements such as the development direction of a sprouting seed or the differentiation between
seed and soil, hence improving computing efficiency. Fully connected layers, also known as
dense layers, are a fundamental component of artificial neural networks. These layers consist
of nodes, or neurons, that are connected to every node in the previous layer. During this
phase, a thorough analysis is conducted on the prominent characteristics of the seed, such
as the sprouting root’s prominence and the swelling of the seed. The aforementioned char-
acteristics are compressed into a structure that is appropriate for the ultimate categorization,
enabling the anticipation of whether the seed is undergoing germination or not.

The flattened layer inside a CNN functions as an intermediary component connecting the
convolutional layers and the fully connected layers. In the case of seed germination clas-
sification, the process involves categorizing seeds into two classes i.e. germinated or not
germinated. Following the extraction of features from convolutional layers, the flatten layer
is utilized to transform the multi-dimensional feature maps into a one-dimensional vector.
The flattened vector effectively preserves crucial information about the seed’s condition and

facilitates data processing by the dense layers. In this context, the network assumes the ul-
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timate responsibility of deciding the classification of the seed by analyzing the discovered
traits, therefore establishing whether the seed is germinated or remains in a dormant state.
As shown in the table 6.3, total trainable parameters are 52,162 for the proposed classifica-
tion model. Semantic segmentation’s granular and pixel-wise methodology in categorizing
seed germination offers a comprehensive analysis of even the slightest variations in the seed
picture. The acquisition of high-resolution information is of utmost importance because the
initial phases of germination may present as inconspicuous visual indications, such as minus-
cule protrusions or subtle alterations in coloration within seed areas. Without segmentation,
it may not effectively capture or potentially homogenize these slight, geographically specific
alterations. Consequently, in a non-segmented study, there is a risk of overlooking or disre-
garding early germination indications, which are of utmost importance for prompt interven-
tions or evaluations. By neglecting the comprehensive perspective provided by segmentation,
there is a potential drawback of failing to encompass the entirety of a seed’s germination pro-

CESS.

Table 6.3: Proposed SeED-Net Classification Model

Layer (Type) Output Shape | Param
Convolutional layer(Conv2D) multiple 896

Maxpooling layer multiple 0

Convolutional layer multiple 18,496
Maxpooling layer(maxpooling 2d) multiple 0
Flatten layer multiple 0

Dense layer multiple 32,770

Total 52,162

6.5 Encoder-Decoder Network

6.5.1 Embedded Lookup

In the context of seed image analysis with Neural Machine Translation (NMT), input im-
ages are represented as high-dimensional arrays of pixel values. Embedded lookup is the

process of transforming these pixel values into continuous vector representations, known as
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embeddings. These embeddings capture essential visual features and patterns present in the
seed images. Through the learning process, the embeddings are optimized to encode relevant
information, enabling the model to effectively analyze seed images and extract meaningful

insights.

6.5.2 Encoder-Decoder Architecture

The encoder-decoder architecture serves as the foundational framework for NMT models
applied to seed image analysis. In this architecture, the encoder processes the input seed
images and produces a condensed representation, often referred to as a context vector. This
context vector encapsulates the essential features and characteristics of the input images.
Subsequently, the decoder utilizes this context vector to generate output predictions, such as
segmentation masks or classification labels, corresponding to different aspects of seed mor-
phology or growth status. Through training, the encoder and decoder are jointly optimized
to accurately capture the relationships between input seed images and their corresponding

analyses.

6.5.3 Softmax Function

The softmax function plays a critical role in the decoder component of NMT models for seed
image analysis, particularly in generating output predictions. After processing the context
vector, the decoder predicts the probability distribution over different classes or labels rele-
vant to seed analysis tasks. The softmax function is applied to these raw prediction scores,
converting them into probabilities. These probabilities indicate the likelihood of each class
or label being present in the input seed image. The class or label with the highest probability
is then selected as the final prediction. By leveraging the softmax function, the decoder can

produce reliable and accurate predictions, enabling robust analyses of seed images.
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Figure 6.5: Process flow of encoder and decoder architecture for seed images

6.6 Experimental Results

6.6.1 Experimental Setup

The experimental setup utilized to acquire seed images includes a Jetson Nano with a camera
interface. The process of capturing high-resolution seed photos is automated and occurs at
regular intervals of five minutes. This systematic approach ensures the availability of a com-
prehensive and up-to-date dataset that accurately depicts seed presence and location dynam-
ics. Moreover, the dataset accurately captures seed images inside a controlled environment
by maintaining optimal humidity and temperature.

The Jetson Nano is connected to the MIPI CSI camera module for interface purposes.
Python is utilised for the execution of image access and management tasks, with OpenCV
being used for this purpose. A Python script was developed to automate the process of captur-
ing images at regular intervals of five minutes. The proposed system regularly captures seed
images in high definition, as demonstrated in figure 6.6. Figure 6.6 (a) of the figure shows

a camera integrated with the Jetson Nano Al board, a key component for capturing images
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for our dataset. Figure 6.6 (b) illustrates the operating system configured on a memory card,
along with the external ports of the Jetson Nano, showcasing the complete setup required for
our image processing tasks. To facilitate categorization and facilitate convenient retrieval,
each image is accompanied by a timestamp and thereafter stored in an archival system, as
illustrated in the figure 6.7. Prior to being inputted into the SeED-Ne for further analysis, the
collection of seed images, total 35,871, undergoes a sequence of preprocessing processes. In
the beginning, a large dataset consisting of 35,871 seed images are acquired, encompassing
a wide variety of seed conditions and types. Prior to being fed into the model, the images
undergo a sequence of preprocessing processes.Image resizing is a process in which all im-
ages are adjusted to adhere to a standardised dimension i.e 640x640. This practice ensures
consistency and facilitates compliance with the input layer of the model. The preprocessed
images are subsequently inputted into the proposed SeED-Ne, an exquisitely designed deep
learning framework specifically tailored for the purpose of semantic segmentation tasks. The
model analyses the seed images, extracting complex traits and patterns that are unique to the
conditions of the seeds. The performance evaluation of the Encoder-Decoder model was con-
ducted utilising the Keras and Tensor Flow 2.12.0 frameworks on an HP Z6 G4 Workstation,
which is equipped with 52 cores and 64 GB of DDR4 RAM. The proposed Encoder-Decoder
architecture utilized in this study was trained for seed detection using semantic segmentation.
Proposed classification for seed germination prediction.The training process involved using a
dataset consisting of 35,871 seed images and was conducted across 50 epochs. The training
was performed on a GPU for efficient computation. Similarly, the CNN architecture under
consideration was subjected to a training process spanning 50 epochs.

After undergoing rigorous training on the HP Z6 G4 GPU workstation, the SeED-Net
model’s weights are subsequently loaded to the Jetson Nano. This feature allows the compact
and high-performance device to perform real-time prediction regarding seed detection and
germination. The process of transferring weights to the Jetson Nano device enables real-time
analysis at the location, offering significant value for applications that necessitate prompt
feedback. This is particularly advantageous in agricultural contexts where quick assessments

of seed viability hold utmost importance. By utilising the computing capabilities of the Jetson
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Figure 6.6: Jetson nano Al board (a) Camera intergated to Jetson Nano (b) Operating system
ported on to memory card and external ports of jetson nano

Nano alongside the optimised weights of the SeED-Net, the forecast accuracy and speed of

seed germination may be significantly improved.

6.6.2 Evaluation Metrics

When assessing the effectiveness of SeED-Net, a series of metrics used are as follows:

6.6.2.1 Pixel Accuracy

As shown in equation 6.6, pixel accuracy is a statistic that directly measures the proportion
of correctly predicted pixels to the total number of pixels. Despite being computationally
and conceptually straightforward, its limitation rests in its inability to offer comprehensive
insights into individual class forecasts. The statistic in question can occasionally be mislead-

ing, particularly in situations where there are disparities in class distribution.

TP+TN
Pixel Accuracy = TP+ FN——f—l— TN+ FP (6.6)
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Figure 6.7: Proposed SeED-Net model using Jetson nano for real time germination
prediction

6.6.2.2 Intersection over Union (IoU)

It is a metric commonly used in the field of computer vision to evaluate the accuracy of object
detection algorithms. The IoU, as defined in equation 6.7, quantifies the degree of overlap
between the anticipated segmentation of the model and the ground truth segmentation. The
IoU metric quantifies the precision of a model by calculating the ratio of the intersection area
to the union of the two areas. A higher IoU value shows that SeED-Net performs with greater

accuracy in its segmentation jobs.

TP
IoU = 5 Fp ©.7)

6.6.2.3 Precision

The precision metric measures the proportion of accurate positive predictions out of all the
expected positive instances. The proficiency of SeED-Net in accurately identifying pertinent

segments is demonstrated by this indication.

6.6.2.4 Recall

As indicated by equation 6.8, quantifies the ratio of accurately detected positive instances

to the total number of genuine positive segments. SeED-Net’s capacity to regularly identify
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noteworthy portions is a testament to its efficacy.

TP
Recall = m—m (68)

6.6.2.5 F1 Score

The F1 score, as depicted in equation 6.9, combines precision and recall in a balanced manner,
providing a comprehensive metric that is particularly useful in situations when there is an
unequal distribution of classes. A higher F1 score indicates that the performance of SeED-
Ne is improved in terms of accuracy.

2TP

F1Score = TP+ FP+ FN (6.9)

The utilisation of these measures guarantees a comprehensive assessment of SeED-Net,
which is essential for the refinement and enhancement of its performance in the task of seed

segmentation.

6.7 Results

The SeED-Net architecture, consisting of an encoder-decoder structure and a dedicated CNN
component, is trained for 50 epochs. The dataset is partitioned according to the 10-FOLD
cross-validation (10-FCV) technique, which guarantees the integrity of the training and test-
ing stages. The training dataset is first subjected to processing through the encoder-decoder
component of SeED-Net. This processing involves training the model using the Root Mean
Square Propagation (RMSProp) with a cross-entropy loss function. Following this, the model’s
output is utilized as the input for the convolutional neural network (CNN) component of
SeED-Net. The CNN is trained using theRMSProp optimizer with a cross-entropy loss func-
tion. The training evolution of the encoder-decoder segment and the CNN component is
depicted in figure 6.8 correspondingly. The individual layers output generated during the

encoder-decoder phase are depicted in figure 6.9. The unique masks combine to create a
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Figure 6.8: Loss curve for the proposed SeED-Net system
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Figure 6.9: Layer outputs of proposed SeED-Nework

comprehensive binary mask of the original image, as shown in figure 6.10. The comprehen-
sive compilation of individual seeds is depicted in figure 6.10. Binary images generated by
the proposed model is shown in figure 6.11.Segmented images of the proposed system are
shown in figure 6.12. The seeds that have been carefully extracted are subsequently sent to
the CNN component of SeED-Net to determine their germination status, which may be clas-

sified as either germinated or non-germinated.
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Figure 6.10: Segmented seed images of the proposed SeED-Net system
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Figure 6.12: Segmented images of the seeds using proposed system

106



CHAPTER 6. SEED-NET: SEED ENCODING DECODING NETWORK FOR ENHANCING SEED QUALITY ANALYSIS THROUGH AUTOMATION Section 6.7

6.7.1 10-Fold Cross Validation (10-FCYV)

The 10-FCV is a widely recognised statistical technique used to assess the performance of
deep learning models, including the SeED-Ne. This methodology entails dividing the data
set into ten sub-samples of roughly equal size. The implementation of SeED-Ne involves the
execution of ten iterative cycles for training and validation of the model. In each iteration, a
total of nine subsamples are aggregated to create the training data set, while one sub sample
is held aside for the purpose of validation. As a result, each individual data point is finally
allocated to both the training and validation sets during the iterative process. The overall
performance of SeED-Ne is assessed by calculating the average of the individual performance
measures after completing all ten cycles as shown in table 6.4. The cyclic structure of this
method allows a thorough evaluation of the model, mitigating biases and anomalies. As a
result, the SeED-Ne is not only fine tuned but also adaptable and efficient to different seed
datasets.Figure 6.13 shows the loss curve from our 10-Fold Cross Validation, a method we
used to test the model’s accuracy and reliability. By dividing our data into ten parts and
testing the model ten times, each time with a diMerent part as the test set, we could see how
well our model performed across diMerent data samples. The curve in Figure 6.13 gives us a
clear picture of the model’s performance, indicating consistent and reliable results across all

folds

Table 6.4: 10-Fold validation for proposed SeED-Net model

Model | Pixel Accuracy | IoU | Precision | Recall | F1-Score
1-Fold 0.82 0.70 0.83 0.83 0.83
2-Fold 0.78 0.76 0.97 0.87 0.85
3-Fold 0.95 0.84 0.88 0.91 0.92
4-Fold 0.96 0.89 0.92 0.94 0.94
5-Fold 0.95 0.89 0.93 0.94 0.94
6-Fold 1.00 0.98 0.98 0.99 0.99
7-Fold 0.98 0.98 1.00 0.99 0.99
8-Fold 1.00 0.97 0.97 0.98 0.98
9-Fold 0.97 0.95 0.98 0.98 0.98
10-Fold 1.00 1.00 1.00 1.00 1.00
Avg 0.94 0.90 0.95 0.94 0.94
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Figure 6.13: 10-Fold Cross Validation loss curve for different models

6.7.2 Optimizer

During the developmental stage of the SeED-Net, several optimizers were tested to evaluate
their efficiency in training the network. The aim of the study was to determine the optimizer
that would result in the best accuracy, hence ensuring the robust performance of the model in
detecting seed and classifying germination. As shown in table 6.5 total of four prominent op-
timisation algorithms were subjected to rigorous evaluation. Adam, which is an abbreviation
for Adaptive Moment Estimation, is a widely utilised optimisation algorithm that calculates
adaptive learning rates for individual parameters. Within the framework of SeED-Net, it was
able to get a precision rate of 88.07%. The Delta optimizer achieved a level of accuracy of
70.29%. While SeED-Net may be considered a dependable choice in certain situations, it ex-
hibited a comparative delay in comparison to its alternatives in this particular circumstance.
Nadam, short for Nesterov-accelerated Adaptive Moment Estimation, can be understood as
a hybrid approach that combines the principles of Adam and Nesterov accelerated gradient
methods. This approach combines the advantages of the Adam optimizer with the Nesterov’s
lookahead technique. SeED-Net achieved an accuracy rate of 77.52% in its performance

evaluation. The Root Mean Square Propagation optimizer (RMSprop), also referred to as
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RMSprop, modifies the Adagrad algorithm by mitigating its overly aggressive and consis-

tently diminishing learning rate. It is worth mentioning that in the experiments carried out

using SeED-Net, RMSprop emerged as the highest performing method, exhibiting a notewor-

thy accuracy rate of 94.00%. Based on the assessments conducted, it can be observed that

although all optimizers exhibited their own strengths in specific areas, RMSprop exhibited a

notable superiority in terms of accuracy. The qualities of RMS render it a desirable option

for integration into the SeED-Net framework, hence guaranteeing the attainment of optimal

outcomes in practical seed classification assignments.

Table 6.5: Optimiser’s utilized in proposed SeED-Net model

S.No | Optimizer | Training Accuracy
1 ADAM Delta 70.29
2 NaDAM 77.52
3 ADAM 88.07
4 RMS 94.00

Jetson Nano Board
(Embedded GPU)

Camera

Seed Images Collected:

257
Number of Germinated Seeds:

Number of Non Germinated Seeds:
24
Time:18:29:23 0908 2023

Touch Screen

Figure 6.14: Graphical user interface designed for jetson nano for proposed SeED-Net
model

6.7.3 Model Deployment on Jetson Nano

The SeED-Ne, a deep learning architecture designed specifically for seed detection and ger-

mination classification, was initially trained on an HP Z6 G4 GPU workstation. The comput-
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Table 6.6: Evaluation metrics of the fusion models with state-of-art pre-trained models

Model Pixel Accuracy | IoU | Precision | Recall | F1-score | # Parameters | Year-Ref
Detectron + CNN 0.88 0.77 0.89 0.85 0.87 23,02,019 2023 [82]
UNET + ResNet50 0.76 0.65 0.72 0.89 0.79 24,637,826 2023 [83]
UNET + Inception 0.74 0.58 0.77 0.77 0.71 23,903,010 2023 [83]
UNET + CNN 0.91 0.84 0.90 0.92 0.91 23,02,019 2023 [83]
SeED-Net 0.95 0.90 0.95 0.94 0.94 3,83,875 This Study

ing capabilities and storage capacity of this high-performance workstation were utilised to
efficiently train the model on a substantial dataset, so ensuring the correctness and efficiency
of the resultant neural network. Following the completion of the training process, the model
underwent optimisation and distillation, resulting in the generation of a final model weight
of only 1.8 megabytes. The tiny size of the SeED-Ne architecture offers significant benefits
when deployed in situations with limited resources, highlighting its efficiency.

To facilitate real-time prediction of germination in decentralised and on-field scenarios,
the SeED-Ne, which is a lightweight model, was implemented on a Jetson Nano embed-
ded GPU. The Jetson Nano is widely recognised for its notable energy efficiency and ro-
bust GPU-based processing capabilities. As a result, it has emerged as the optimal platform
for executing SeED-Net in situations where prompt processing of first pictures is of utmost
importance, even in the absence of extensive computational resources. To enhance user ex-
perience and facilitate a full analysis of germination statistics, a specialised Graphical User
Interface (GUI) was developed specifically for the deployment of the Jetson Nano as shown
in figure 6.14. This user-friendly interface presents essential information to users encom-
passes; Germination rates refer to a dynamic measure that quantifies the proportion of seeds
that have undergone successful germination at a certain point in time. This facilitates the
evaluation of seed quality and the efficiency of the germination conditions. Seed Count, the
cumulative number of seeds that are processed by the system, providing a concise summary
of the sample size under evaluation. The image counter records and analyses the quantity
of seed pictures obtained, ensuring a thorough examination of the seed samples. The "Ger-
minated Images Count" refers to a dedicated counter that displays the number of seeds that

are identified and categorized as having undergone successful germination by the SeED-Net
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system. In contrast this metric indicates the quantity of seeds that have been identified as
non-germinated. In summary, the utilization of the efficient and compact SeED-Net on the
Jetson Nano embedded GPU not only achieves real-time classification of seed germination in
various environments but also offers users a comprehensive and user-friendly representation

of germination data, enabling well-informed choices in seed-related agricultural practices.

6.8 Summary

The field of seed detection and germination classification has been significantly impacted by
the advent of the Seed Encoding-Decoding Instant Segmentation Network (SeED-Ne), which
has emerged as a transformative invention. This model is meticulously designed to effectively
address the unique challenges encountered throughout the process of seed germination, ex-
hibiting a remarkable level of precision with an accuracy rate of 94%. The SeED-Ne model
demonstrates both accuracy and efficiency when utilized on the high-performance HP Z6
G4 GPU workstation. This is evident from its compact size of merely 1.8mb. The compact
nature of this design makes it highly beneficial for implementation on platforms such as the
Jetson Nano Embedded GPU, guaranteeing exceptional performance even in limited settings.
SeED-Ne, equipped with a user-friendly graphical user interface (GUI) that offers real-time
analysis of germination rates, seed counts, and categorization outcomes, presents itself as an
essential tool for professionals in the field of agriculture. In the current epoch characterized
by increasing global food security demands, the significance of tools such as SeED-Net in

augmenting the evaluation of seed quality cannot be overemphasized.
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Chapter 7

Conclusion and Future Scope

This chapter presents the summary of the contributions of this thesis, the conclusion of each

objective, and the future scope of research is presented.

7.1 Conclusions

In this thesis, a comprehensive exploration of cutting-edge methodologies was undertaken
aimed at revolutionizing seed quality assessment and prediction within the realm of agricul-
ture. Through the adept utilization of advanced deep learning techniques, we have endeavored
to address the critical challenges faced by modern agricultural practices, thereby fostering the
enhancement of crop yields and the promotion of sustainable farming methodologies.

In chapter 3, our research journey involved the deployment of Mask RCNN, a state-of-the-
art deep learning architecture, for the purpose of seed quality assessment in conjunction with
environmental control measures. By leveraging the capabilities of Mask RCNN that metic-
ulously analyze seed quality attributes while simultaneously accounting for environmental
factors that influence seed viability and germination rates. The proposed model architecture
demonstrated remarkable efficacy, achieving an accuracy of 84%, as evidenced by the exper-
imental results and the subsequent comparative analysis conducted against other prominent
architectures such as ResNet50, Google Inception, and VGG16.

In chapter 4, our investigation delved into the development and implementation of SeedAl,
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a novel dual-stage deep learning framework tailored specifically for seed germination predic-
tion. This innovative methodology entailed the utilization of Detectron2 for precise seed
extraction followed by classification using a CNN. Through meticulous experimentation, the
robustness and reliability of SeedAl is ascertained in accurately predicting seed germination
outcomes, achieving an impressive accuracy of 88%, thus underscoring its potential as a valu-
able tool for agricultural practitioners seeking to optimize planting strategies and maximize
crop yields.

In chapter 5, the research endeavors extended to the domain of real-time seed detection
and germination analysis, wherein we proposed a fusion model integrating U-Net and CNN
architectures deployed on the Jetson Nano platform. This sophisticated framework facilitated
semantic segmentation of seeds via U-Net and subsequent germination classification using a
custom-designed CNN model. Through rigorous experimentation encompassing dataset col-
lection, data labeling, and comprehensive performance analysis, we validated the efficacy and
practical utility of our proposed methodology. Notably, the deployment of the fusion model
on Jetson Nano underscored its potential for real-world application in precision agriculture
settings, thereby bridging the gap between cutting-edge research and practical implementa-
tion, achieving an accuracy of 91%.

In chapter 6, the research culminated in the conceptualization and development of SeED-
Net, an innovative seed encoding-decoding network designed to automate seed quality anal-
ysis processes. By leveraging instant segmentation techniques and advanced evaluation met-
rics such as pixel accuracy, Intersection over Union (IoU), precision, recall, and F1 score,
SeED-Net showcased unparalleled effectiveness in accurately assessing seed quality attributes,
achieving a remarkable accuracy of 94%. The successful deployment of SeED-Net on Jet-
son Nano further validated its potential for widespread adoption within agricultural contexts,
thereby heralding a new era of automation and optimization in seed quality analysis.

In conclusion, the methodologies elucidated in this thesis represent significant advance-
ments in the field of seed quality assessment and prediction within agriculture. By harnessing
the power of deep learning and innovative model architectures, we have endeavored to ad-

dress critical challenges facing modern agricultural practices, thereby paving the way for
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enhanced crop yields, sustainable farming methodologies, and a more resilient agricultural
ecosystem. Looking ahead, future research endeavors may delve deeper into refining these
methodologies, exploring their applicability across diverse agricultural domains, and foster-
ing collaborative efforts to realize the full potential of artificial intelligence in revolutionizing
the agricultural landscape. Through sustained innovation and interdisciplinary collaboration,
we can aspire to usher in a new era of agricultural productivity, resilience, and sustainability,

thereby ensuring food security and prosperity for generations to come.

7.2 Future Scope

As we reflect on the groundbreaking advancements made in seed quality assessment and pre-
diction, it’s evident that the journey has only just begun. Looking ahead, there are numerous
avenues for further exploration and innovation that hold the potential to reshape the landscape
of agriculture in profound ways.

One promising direction for future research lies in refining and enhancing the method-
ologies we’ve developed. Hybrid algorithms, optimizing model architectures, and expanding
the scope of experimentation may unlock good accuracy and efficiency in seed quality as-
sessment and prediction. This continuous refinement will ensure that our tools remain at
the cutting edge of agricultural technology, delivering tangible benefits to farmers and re-
searchers alike. Furthermore, the integration of our methodologies with emerging technolo-
gies presents exciting opportunities for innovation. From the Internet of Things (IoT) to
blockchain and beyond, there’s a wealth of emerging technologies that have the potential
to revolutionize agriculture. By leveraging these technologies in conjunction with our deep
learning frameworks, we can create synergies that amplify the work and unlock new possi-

bilities for sustainable farming practices.
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