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ABSTRACT

There is growing concern in society regarding the adverse effects associated with the use of
fossil fuels, particularly oil, coal, and gas. The curiosity about utilizing renewable and clean
energy is consistently growing, leading to the emergence of new energy systems as a significant
scientific and technological breakthrough.

Currently, manufacturers of different energy components, including solar panels, fuel cells, DC-
DC converters, and others, are encountering challenges in terms of optimization, control, and
durability. These challenges are also being experienced by various industrial sectors. In order
to develop innovative and effective energy solutions that can compete in the energy sector, it is
crucial to address these issues. In addition, renewable energy sources depend on several uncon-
trollable factors, such as geographical location and weather conditions. To effectively manage
the variability of energy availability, it is recommended to integrate multiple energy sources and
implement efficient energy management strategies. The approach known as hybridization is a
suitable method for designing efficient energy solutions.

The objective of this thesis is to tackle the challenges related to hybridization, power, and en-
ergy management. To provide more clarity, we are investigating a hybrid system that comprises
of both photovoltaic solar panels and a fuel cell. The system is designed to incorporate convert-
ers and a storage system, which includes batteries and supercapacitors. The goal is to develop
control strategies that can efficiently harness the maximum power from designated sources and
optimize the overall energy system to meet load requirements. Our approach focuses on imple-
menting highly effective energy management strategies and power point tracking algorithms.
The main objective for Standalone DC microgrids often have challenges in energy management
for a long time horizon due to uncertain renewable energy sources and volatile loads. This work
presents a centralized energy management strategy (EMS) for a standalone DC microgrid with
solar PV, fuel cells, and a battery energy storage system (BESS). The proposed EMS method
is designed to improve the longevity of BESS, reliability, and reduce the hydrogen intake. In
the proposed EMS, the PV system de-rating method is used to overcome the deep charging
of battery under low-demand conditions. The fuel cell power supply is varied using a reverse
sigmoidal function of the Batterys state of charge (SoC). This improves the hydrogen fuel effi-
ciency and also helps in minimizing deep discharge of the battery under heavy loading condi-
tions. The centralized EMS 1is fed with load power, battery SoC, and individual source power
information. Consequently, the EMS provides decisive commands to the individual source lo-
cal controller to control the respective output power. The efficacy of the proposed EMS under
multiple operating conditions is evaluated in both simulation environment and on a hardware
prototype of a DC microgrid.

The second objective is to effectively regulate and maintain the stability of the output voltage,
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which is accomplished by implementing a control loop. The objective has been successfully
achieved by considering a realistic model of the converter.

A comprehensive energy management strategy was developed after conducting a thorough in-
spection of each component and considering MPPT (maximum power point tracking). To
demonstrate the importance of different strategies and the feasibility of our approach, we rec-
ommend using simulation and experimental results obtained from simulators.

After conducting a thorough inspection of each component and considering MPPT (Maximum
Power Point Tracking), a comprehensive energy management strategy was devised. In order
to demonstrate the significance of various strategies and the practicality of our approach, we

propose the use of simulation and experimental results using simulators.

v
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Chapter 1

Introduction
1.1 Introduction

The rise in energy consumption, which is now met by fossil fuels, is linked to living standard
that have resulted in environmental damage, global warming, carbon emissions, and illnesses.
According to studies, the demand for energy would increase by 45% by 2030, especially for
fossil fuels. This increase in demand is a result of changing demographics such as population
expansion, unequal income distribution across many nations, economic in security, and sev-
eral other ecosystem processes that support the continued use of fossil fuels. The depletion of
fossil fuel supplies and the rise in energy demand cause price hikes, which encourage energy
providers to seek out alternative energy sources subsidised by government regulations, such
as Feed-in-Tari (FIT) program’s for photovoltaic system in india. Unfortunately, the price of
energy generated from renewable sources is now greater than the price of conventional energy.
Since sources of renewable energy are rarely competitive with traditional energy sources, the
present economic incentives are inadequate on their own to promote energy conservation efforts.
This is because rapid, worldwide development and deployment of WWSGs (Wind, Water, So-
lar, Geothermal) face significant economic, budgetary, political, and geographical challenges.
Despite this, research into developing renewable energy sources is making progress, and the

evolution of these sources has become more and more apparent.

1.2 Energy and hybrid system

Humanity needs three different kinds of energy forms to sustain its existence. Electrical, me-
chanical, and thermal kinds of energy fall under this category. The most convenient kind of
energy is electrical because it can be moved, changed, and stored with ease. Because of this,
industries fight to create the "best" product for the customer. The science underlying produc-
ing components for renewable energy sources is becoming more developed. All manufacturers
and consumers strive for high system efficiency. Solar panel manufacturers are working to cre-
ate the most energy-efficient panels, while power converter and semiconducting manufacturers
are focused on creating quick and loss-free switching electronics. Fuel cell manufacturers are
also working to develop an ideal design with the longest lifespan. The necessity for sustain-

able storage for renewable sources is driving energy storage system technology to its maximum
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efficiency levels. Depending on the battery type and its desired use, modern battery design

techniques demand a smart charging method.

The dis-advantage of renewable sources are largely dependent on climatic conditions and cannot
be reliable for user applications. However, the issue of energy interruption might be resolved
by utilizing various renewable energy sources and choosing systems that support one another
so that the need for power supply is constant and uninterrupted. Thus, the field of renewable

energy is gravitating toward hybrid systems (HS) and associated management methods.

1.3 Hybrid System Concept

Three of the most promising renewable energy generation technologies include hydrogen-based
(fuel cell) power production, solar and wind power production. The most ambitious estimate
has been obtained for photovoltaic (PV) and wind power production. Because of the various
benefits they provide, including minimal noise, high efficiency, and reduced emissions of pol-
luting gases,fuel cells (FC) exhibit significant potential to be sustainable power sources. Each of
the above technologies, therefore, has distinct drawbacks. For instance, while the production of
FC requires fuel, that of solar and wind energy depends on climatic conditions. However, com-
bining many energy sources into a hybrid system (HS) can address the aforementioned issues.
A system based on many resources provides better quality and more consistent power to meet
load demand than one based on a single resource. A system that uses a variety of renewable
energies may fill the energy gap left by a single source and supply all of the energy required
during the course of a complete day. Additionally, when the sources of energy are controlled
effectively, HS enables larger energy densities. For instance, the PV source may be operated
throughout the day to charge/store batteries, provide loads, and restore FC and batteries for use
at night. Consequently, HS energy has attracted research interest on a global scale. Higher
energy productivity is also made possible by a control mechanism applied to each renewable
power source that makes up HS. In order to harvest the most power possible from renewable

energy sources, this method involves positioning them.

In the beginning, procedures like photovoltaic panels or wind turbines were the focus of the
difficulty of obtaining the greatest power from renewable energy sources. This issue was cov-
ered in a number of studies [1-3]. The best value for a function may be found using a vari-
ety of techniques [4, 5]. FC are now viewed as a possible alternative strategy for producing
electrically sustainable energy sources for fixed and mobile use. The excellent efficacy and

environmentally-friendly attributes are accountable for this result. Similar to other manufac-
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turing applications, reducing the entire system, optimizing fuel usage, and maximizing power
extraction are key technological difficulties that must be overcome for FC to be a practical future

option.

1.4 Literature survey

In the past few decades, a number of maximum power point tracking (MPPT) approaches have
been used to collect power from the PV array with the use of power electronic converters.
Depending on their performance, the parameters taken into account by the approaches change.
The hill climbing (HC) and perturb and observe (P&O) algorithms are among these strategies
that are most frequently used because of their simplicity. [1]. To achieve MPP, both algorithms
operate according to a similar concept. The P&O technique operates with a PV system voltage
via perturbation, whereas the HC method periodically supplies power by perturbing the duty
cycle to the converter. To achieve MPP, control parameters (such as duty cycle or voltage)
can be raised or lowered based on power levels. It is simple to identify oscillations close to the
steady-state point, or MPP, as well as power loss while monitoring owing to elegant performance
of the HC and P&O algorithms. It can exhibit minimal oscillations and slow down reaction time

if the perturbation step size is small, and vice versa.

Kollimalla, Sathish Kumar, Mishra, and Mahesh Kumar, proposed a two-stage MPPT approach
developed by [2] for the tunable perturbation size for sudden changes in irradiation.The pro-
posed method had the following features: continuous tracking of MPP all through normal tasks.
.Rapid transient performance when sudden working condition violations.

.The provision of configurable perturbations that decreases variation close to the MPP.

The above properties may be achieved via variable perturbation, controller design, and current

variation. The method has a faster response time than incremental conductance approach and
negligible changes around MPP. Unlike artificial neural network (ANN) and fuzzy logic control
(FLC)-based methods, the suggested approach did not need massive data for training or heavy
computing at different levels. Research confirmed the simulation and showed the algorithm’s

quicker response time.

Femia, N. and Granozio, proposed the challenge of P&O approach for PV system improvement
as given by [3]. A variation in step size (Ad), which linearly reduces with increasing track-
ing power of a photovoltaic system, was employed to substitute for conventional fixed duty
cycle step size. With regard to tracking power requirements and maximal power point con-
sistency, the user can enhance the constant (Ad) P&O results under uniform solar irradiance

circumstances(conditions). By changing the disturbance step size, some enhancements to P&O

3
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method have been suggested. These techniques’ primary weakness is that those who cannot
acquire global power control during partial shaded condition(PSC). Similar to the P&O tech-
nique, incremental conductance (IC) has limitations in terms of accuracy, beginning tracking
efficiency, and failure to track global peak (GP) whenever the PV system is being shaded in [4].
It achieves MPP whenever the P-V graph slope is zero.

Xiao and Dunford (W.G.) introduced MAHC, a modified adaptive hill climbing method [5]]. Pa-
rameter optimization was applied to achieve static and dynamic appropriateness. To eliminate
tracking variance, control mode change was designed. Simulation and testing validated this
technique’s enhanced tracking effectiveness. By setting the step change of variation to 0.4%,
the MAHC approach reduces steady state loss and speeds convergence by 34.62% compared to
adaptive hill climbing (AHC). Power loss between steady-state and tracking would be a concern
with the MAHC. Shaded PV systems did not employ MAHC.

Balasubramanian, Indu Rani, and Ilango Ganesan [6]] explored how partially shaded conditions
impact electrical supply. Different shading styles were examined for load demand transfer.
Load point MPP for a converter’s effectiveness differed from PV array MPP. In partially cov-
ered scenarios, the converter’s power supply curve monitoring wouldn’t verify maximum load
demand transfer. Once they looked at output attributes’ global point tracking, hardware and

simulation showed maximum power demand transfer.

Abdelghani Harrag and Sabir Messalti ,to improve MPPT in photovoltaic systems is suggested
[7]] combining a step size variable P&O with an evolutionary technique. GA adjusted the PI
controller’s amplification to optimize the perturbation step size for MPPT’s P&O approach, re-
sulting in an optimal duty cycle for the power converter. The described approach has issues with
quickly shifting irradiation levels. The proposed system’s modeling confirmed efficiency gains.
To investigate the reactivity under transitory conditions and abrupt air circulation, irradiations
were randomly altered. The suggested approach was compared to the P&O technique with a
set step size. The recommended method reduced ripple, response time, and inaccuracy while

increasing robustness.

De Oliveira, Fernando M. and Oliveira, [8]], established a single-phase, photovoltaic system
with the capacity to filter active electricity. To solve the issue of mismatching under partially
shaded circumstances, GMPPT technique was used with PSO. The P&O MPPT strategy was
linked to the PSO GMPPT’s success. In contrast to P&O MPPT strategy, which increased the

effectiveness of the suggested photovoltaic system, the particle swarm optimization GMPPT

4
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method consistently achieved GMPP under various working circumstances. The findings of
modeling and testing have demonstrated excellent achievement for PSO GMPPT in contrast to
P&O maximum power point for a photovoltaic system with a utility grid under partly shaded

conditions of PV system.

Sarah Lyden, Haque, and Md. Enamul [9] proposed an evolutionary MPPT approach for de-
termining PV system GMPPT in various conditions. The effectiveness of the recommended
approach and the behavior of P&O and PSO maximum power points under similar irradiation
circumstances were evaluated to monitor the GMPP against real solar irradiance data. In sim-
ulations, the approach responded quickly to GMPP, outperforming expectations. The approach
yielded accurate and fast GMPP, but required more computational complexity than P&O algo-

rithm and memory storage for each cycle, unlike PSO algorithm.

Zhu et al. exploited hill climbing to decrease MPP oscillation and enhance tracking system
performance [10]. Adaptive hill climbing makes diverging from MPP location easy under cu-
mulative irradiance change. The matalb/simulink modeling research recommends a modified
hill climbing method: The proposed technique can improve speed response and reduce steady-
state changes in an atmosphere with step-change irradiation level compared to the conventional
hill climbing approach. It can also solve the flexible hill climbing issue, which departed from
the MPP the spot while working under solar insolation variation. Power outages during tran-
sients and oscillations that don’t reach steady-state limit are drawbacks of the enhanced hill

climbing approach. This method wasn’t tested.

Ishaque and Kashif developed a deterministic PSO (DPSO) method to enhance the traditional
PSO technique [11]]. The key is to remove the random number from the PSO movement equa-
tion’s acceleration component. After a thorough analysis of P-V behavior under partial shadow-
ing, the largest movement variance is limited to a set value. Without random variables and one
component, the inertia weight must be modified, hence the DPSO approach was utilized. Al-
though the article eliminates arbitrary production variables to boost PSO efficiency, DPSO still
has a motion constraint. Previous particles under the recommended DPSO approach depend on
Photovoltaic system and MPP fluctuations, according to experiments. Local MPP may fail due

to velocity restrictions (LMPP).

Liu, Yi-Hwa, and Huang’s optimization methods, including particle swarm optimization (PSO),
improved global MPP efficacy by adjusting three parameters two acceleration coefficients (Cj

and () and one weight factor (w) for optimal iteration q. This technique aims to provide a
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dependable, system-independent optimization mechanism for PSC-operated centralized power
generation systems. The PSO basic architecture has been changed to address the practical
issues of partially shadowed electrical generating systems. Better monitoring has shown that
the recommended technique should produce GMPP in less than 27 iterations. This system’s

practicality is often tested in an experimental environment employing the four shading patterns.

T. Sudhakar Babu, N. Rajasekar and K. Sangeetha, introduced an efficient approach to com-
pute initial duty cycle for rapid convergence, decreased oscillations around maximum power,
and natural tracking fluctuations to increase PSO efficiency [12]. Furthermore, the global peak
power was tracked under different climactic conditions. The drawbacks of the proposed Mod-
ified PSO (MPSO) method is that the initial values depend on the PV system, and during dy-
namic cases, the proposed algorithm was considered without re-initializing the parameters to

see the efficiency of the recommended MPSO algorithm.

Jiang and Douglas proposed an MPPT-based ant colony optimization (ACO) approach for a
large PV system in shadowed situations [13]]. This method is fast, originally considers inde-
pendent particles, and does not need PV array knowledge. Simulations of different shading
patterns show that the proposed MPPT for PV array works under transient and fixed irradia-
tion. The analysis shows that the proposed approach outperforms P&O, CVT, and PSO MPPT
algorithms, while requiring less iterations. Because ACO was not used in a physical model,
this approach has one drawback. Each cycle, the system had to compute more as additional

controlled variables were engaged. Five variables were set upon activation.

Sundareswaran, Kinattingal, Sankar, and Peddapati, looked at GMPP tracking in a PV power
generation system and recommended a new solution based on artificial bee colony (ABC) [14].
The simulation results performed on two distinct configurations of differing shading patterns
explicitly show that the proposed ABC algorithm outperforms the current PSO and enhanced
P&O approaches. The limitation of this method is that it takes more time to reach the global

MPP with the proposed algorithm when the population size reaches six.

Many other meta-heuristic algorithms [15]], such as genetic algorithm [[16]], artificial bee colony
[14], grey wolf optimization (GWO) [17], ant colony optimization [|17]], flower pollination algo-
rithm [[18]], overall distribution of PSO [19], leader particle swarm optimization [20], fibonacci
search (FS) [21]], extremum seeking control (ESC) [22], artificial neural network (ANN) [23]]
and improved cuckoo search [24], hybrid adaptive P&O and PSO [25]], the hybrid enhanced
leader PSO-P&O [26], have been proposed to track GMPP for a PV system that has MLP dur-

6
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ing partially shaded conditions. But all these algorithms optimize tuning parameters that need
to be properly selected; otherwise the optimization algorithm may increase the tracking time or

may be stuck at any local peak point.

Venkata Rao Ravipudi [27]], proposed Jaya algorithms which do not require any parameter tun-
ing for tracking GMPP. This method is proven to track fast speed & and exhibits less oscillatory
behaviour steady-state at GMPP compared to PSO. Nevertheless, this method may still take sig-

nificant time compared to conventional methods and is highly dependent on the initial particle.

Shams Immad, and Mekhilef, used a meta-heuristic-based modified butterfly algorithm (MBOA)
[28] and a radial movement optimization (ARMO) [29] MPPT tracking algorithm. The pro-
posed algorithm effectively works for optimal tracking under partial shading conditions and
fast-varying loads. But the tracking speed and accuracy of these methods are highly sensitive to

the optimization parameter, which should be properly selected for best results.

Ali Amjad , and Almutairi, K, proposed soft computing and optimization algorithms that are
used to implement GMPP [30]. All the soft computing GMPPT techniques are favorable for
finding GMPPT for most PSC, but they are computationally inefficient. Consequently, these
methods are executed at a predetermined time, which may lead to inefficient tracking perfor-

mance under fast irradiance variation.

Podder and Amit Kumer Roy offered machine learning-based MPPT tracking methods. Neural
networks are used to monitor MPP in PV systems [31]]. The main drawback of this method is
that it needs exact data to give optimal values, but the bayesian fusion technique (BFT) quan-
tifies parameter uncertainty (maximum values) and gives the distribution of parameter values
(uncertainty), while the neural network gives only optimal values with respect to data. When
data is available, both the neural network and BFT give accurate results. The bayesian fusion
strategy, prominent in machine learning, has not been studied for MPPT. This method finds
the global optimum as an unimportant function in few evaluations. Gaussian process design
for uncertain consequences is a common strategy. GP designs provide estimated and uncertain

information for feature vector function evaluations, revealing the greatest power point [32].

Similar to photovoltaic and wind turbine systems, maximum power tracking (MPT) methods
are required for FC to trace MPP and exhibit improved efficiency at any constant hydrogen

pressure and oxygen partial pressure.
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L. Egiziano and A. Giustiniani propsed perturb and observe (P&O) algorithm-based MPPT
technique for a grid-connected FC system [33]] similarly, in P&O algorithm, MPPT was applied
to a FC designed for charging EV through a soft switching DC/DC converter.

Karami Nabil, and Khoury [34] used conventional P&O and incremental conductance (INCO)
methods for MPPT in FC systems. However, the conventional methods mostly exhibited steady-
state oscillations around MPP. Further, the INCO-based strategy does not guarantee optimal

solution for any sudden or large operational changes.

Hanane Hassani and Faika Zaouche compared P&O, INCO, and incremental resistance (INRE)
approaches in PEMFCs [35]], revealing INRE’s increased tracking responsiveness under var-
ious operating situations. Applying P&O and INCO MPPT approaches to FC-powered EVs
enhances driving range and performance. Each strategy has limits. The fixed step size (FSS)
causes P&O to fluctuate around MPP, causing energy loss. Additionally, lesser convergence
prevents P&O from detecting MPP in rapid environmental changes like temperature and mem-
brane water content. The INCO MPPT technique is more complex than P&O but effective at
handling rapid changes. FSS fluctuations make this strategy less efficient.

Pi-Yun Chen, and Kuo-Nan Yu,Used a novel technique reduce steady oscillation in the con-
ventional MPPT technique; more recently, an innovative fractional-order INCO technique with
variable step size (VSS) was reported [36]]. This approach outperformed P&O and INCO in
terms of dynamic, steady-state reactions and can be used with reduced sampling points and
without the use of air pressure and moisture measurements, which results in cost savings. It
was determined that the new MPPT improved FC efficacy as much as traditional techniques by

decreasing excessive power loss.

Qi Li and Weirong Chen, designed the FC/battery energy storage system (BESS) system and
assessed it by providing a P&O algorithm to increase the FC accomplishment power [37]]. To
maximize the overall output power from a PEMFC, a controller design technique comprising

implicit model prediction using an oxygen supply reference regulator was proposed.

N. Bizon, [38] showed a bi-buck approach may be used to track the MPP of FC. The MPPT
was intended to be integrated with a combination of FC/Wind approach to enhance the power
generated, and the efficacy of MPPT used for an FC was increased to 99.41%. To enhance
the system effectiveness, the FC power and utilization efficiency were improved using a global

extremum searching algorithm [39], and the overall efficiency was also enhanced raised in the
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Figure 1.1: Fuel cell (a) P—1 and V — I characteristic (b) functional diagram

region [1%, 2.1%], four control methodologies were designed for regulating the energy of an
FC hybrid power generator that increased the total energy of FC by 12% when compared to

standard approaches.

Saugat Bhattacharyya, and Amit Konar [40]], enhanced the efficiency of MPPT utilized in FC
using a fractional-order high pass filter. The MPPT integrated with PEMFC was simulated
using the water cycle algorithm (WCA) [41]].

Aly Mokhtar, Rezk,and Hegazy, proposed an optimized fuzzy logic MPPT [42], where a meta-
heuristic-based differential evolution (DE) technique is optimally used to design the feature set
of the fuzzy logic controller which helps to enhance tracking efficiency, and has low ripple at
the peak point for FC system. However, DE contains several user-defined parameters, such as

(population size, mutation, crossover, etc) and influences the membership function.

Ahmed Fathy, Mohammad Ali and Abdelkareem, implemented slap swarm algorithm (SSA)
[43]] to obtain as much power as possible from FC. In this, SSA was used to obtain the estimate
of the voltage point corresponding to the MPP and then the voltage was regulated using a PID
control strategy to achieve maximum power of a PEMFC. However, in FC, the MPPT is made
effective through a current controller rather than a voltage controller. Never theless, SSA-PID
is not simple to implement in real time. This is mainly because the peak power characteristics

are observed against varying current, as seen in Fig. [[.1{a).

Derbeli, and Mohamed, came up with a technique to address a current estimator using curve
fitting technique and obtain MPP reference current; the reference current was tracked using high
order sliding control [44] for fast-tracking of MPP in an FC. Sliding control is highly dependent

on sliding surface and might cause increased steady state oscillations.
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Reddy, K., Natarajan, and Sudhakar, a proposed an MPPT depending on the adaptive neuro-
fuzzy controller [45]];it was also developed to improve the efficacy of PEMFC used in EVs, but
training the neural system and developing fuzzy rules was challenging. Similarly, ANN-based
MPPT techniques were proposed for regulating PEMFC. ANFIS, on the other hand, required

an extreme amount of data and memory for training. [46].

Nirmalya Mallick and V. Mukherjee, proposed a modified P& O MPPT algorithm [47]] in com-
bination with a closed-loop fuzzy logic control to obtain the exact global peak point with re-
duced steady oscillations. However, extensive data was necessary for training. Other than con-
ventional, ANN, and fuzzy logic-based MPPT techniques, meta-heuristics-based optimization

techniques have been widely used for MPPT due to their superior tracking speed and accuracies.

Ahmadi, S., Abdi, Sh. Kakavand, and Madjid [48]], developed combined particle swarm opti-
mization (PSO)- PID controller-based MPPT in which the PSO provides the reference current
corresponding to the MPP point of FC to the PID controller, which controls fuel output current
tracking MPP. However, in PSO-PID approach, the PID controller gain tuning is crucial and

plays a vital role in tracking speed.

Luta, Doudou N. and Raji Atanda K, proposed mamdani’s fuzzy theory and the results of these
theory were compared with PSO-based MPPT algorithms for FC [49]. In this, the authors
observed that PSO-based MPPT outperformed the mamdani fuzzy-basis MPPT in terms of
rising time and overshoot. For instance, a sine cosine algorithm (SCA) approach was used
with PID design in [50] for MPPT tracking.

Kumar Sonu, Shaw,and Binod [51]], employed ant-lion optimizer (ALO) approach for construct-
ing the maximum power point PID controller. However, the sine cosine algorithms (SCA) and

ALO techniques require more computation time, and their implementation is rather difficult.

Priyadarshi, Neeraj, Azam, Farooque and Solanki, for determing MPPT of an FC-based electric
car, chicken swarm optimization (CSO) technique [52]. Furthermore, a bi-directional converter
with a neutralized zero-current controller was fitted to reduce switching operation losses and
improve efficiency. Although the given technique outperforms many traditional approaches,

CSO seems to have poor convergence rate.

Derbeli, Mohamed and Barambones [53]], proposed MPPT for PEMFC which depends on esti-
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mating the reference current using a back stepped technique to extract optimum power from the

fuel cell and Lyapunov study was carried out to analyze the tracker’s reliability.

S. M. Nasiri, and Avanaki I, [41], presented a water cycle algorithm(WCA)-PID MPPT based
technique for PEMFC. WCA was used to calculate the voltage during peak power, while the
proportional controller was used to adjust the duty cycle of the boost converter. However, WCA

showed its advantages over P&O but MPPT had some limitations during the tracking stages.

K.P.S. Rana, Vineet Kumar and Nitish Sehgal, proposed a grey wolf optimizer (GWO) based
optimization for tuning the PID controller [54] to make the FC change in output power to make

current ratio zero i.e, % = 0. Moreover, GWO had poor accuracy and sluggish convergence.

Samal Sarita et al. [[55]] found that MPPT may boost efficiency by 94.5% in FC applications
compared to no MPPT operation. Additionally, few writers have developed improved MPPT
approaches for FC to improve tracking performance and accuracy. For considerable FC perfor-
mance, MPPT approaches are evaluated using tracking speed, FC power ripples, and computa-
tional loads. The bulk of meta-heuristic MPPT methods tracked peak power points using PID

controllers. Due to its dependence on PID controller gains, MPPT tracking is less efficient.

Wang Caisheng, Nehrir, and M. Hashem, came up with several hybrid system (HS) approaches.
Their methods for handling the sources, used HS. Each technique has a unique characteristic
that depends on the use, i.e., kind of loads, climate maps, accessibility of the power grid, and
commercial data.For instance, the authors of [56] describe an HS, which consists of a battery,
electrolyzer, photovoltaic, fuel cell (FC), and wind power. It is recommended that FC serve as
a backup power supply because of its limited lifespan. The kind of loading used greatly affects
the lifespan of PEMFC, according to the latest FC literature. In [S7]], the researchers evaluated
PEMFC’s endurance to load on/off switching and observed a fall in kinetic energy in addition

to an increase in transportation losses for specific electrode types.

Marrony, and Mathieu, [58]], reported that after 500 hours of electrical cycling in comparison to
a constant current situation, hydrogen crossover increased significantly. An identical technique
was recommended by authors, who took out the battery. They thus evaluated continuous load
usage and ignored the impact of machine-starting current surges in their investigations. The
requirement power cannot be maintained in a quick step rise or decrease due to the sluggish re-
action properties of FC. In order to increase the systems’ transient response properties, batteries

are used. The use of an HS with a battery and an SC is recommended by authors in [S9].

11
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Agbossou, K, Kolhe, M. and Hamelin [60], offer a standalone renewable system that stores
energy using hydrogen. Even though the device is capable of operating on its own, the DC link

voltage exhibits significant fluctuations that may be damaging to the quality of electricity.

Frances Airan and Asensi Rafael, designed DC microgrid, where power fluctuations are gov-
erned by three aspects [61]: (i) power exchange variability, (ii) power variations in power
sources and (iii) storage systems, and sudden changes in DC load. An efficient EMS is required

to handle power fluctuations and provide energy balance in the long term.

Vega-Garita Victor, Sofyan Muhammad Faizal, and Narayan developed an EMS for integrated
PV battery modules [62] using three architectures: AC-coupled, DC-coupled, and inline. These
designs have seven operational modes, and EMS controls PV system and battery power de-
pending on them. A coordinated approach for BESS, PV sources, and load management took
into account battery state-of-charge (SoC) and power restriction, however a PV power regula-
tion that might create deep charging difficulties in BESS during standalone operation was not

addressed.

Alahmadi Ahmad Aziz Al and Belkhier Youcef created an intelligent EMS for a hybrid wind/PV/battery
DC microgrid using FO-PID and fuzzy logic controllers [[63]. Renewable MPPT employs
fractional-order PID control, and fuzzy logic control tunes FO-PID gains. DC Bus Signaling
(DBS) uses bus voltage to communicate between sources in a DC microgrid’s power manage-
ment EMS. The EMS for PV/storage-based microgrid, described in [64], uses petri-net model-
ing to assess source conditions. Using petri-nets models, energy management systems use PV,

batteries, and ultra-capacitors for long-term energy supply and rapid dynamic power control.

Mousa Marzband Seyedeh and Samaneh Ghazimirsaeid, worked on the uncertainty of power
generation from PV and wind sources. The issue of power supply regulation between the fuel
cell systems and storage systems is challenging and requires special attention while designing
energy management strategies [65]. In [66], a multi-objective optimization approach was de-
veloped to properly coordinate the system. The seamless power supply for electric vehicles is
provided by the battery, SC, and PEM fuel cells.However, the fuel cell is operated independently
of the battery SoC.

12
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Hanane Hassani, Faika Zaouche and Djamila Rekioua, designed an energy management method
for a photovoltaic system with BESS and fuel cells [67], where a fuzzy logic controller (FLC)
was used to maximize PV power. The excess solar electricity was utilized to operate an elec-
trolyzer to generate H, and also to store energy in BESS. However, the development of the
membership function was not properly designed, and the system’s operation under extreme con-
ditions, such as extreme SoC, was not considered. Similarly in [68]], a combined and dynamic
rule-based power regulation of an off-grid solar/wind and HESS consisting of a lithium-ion, a

lead-acid battery, and an SC was developed.

Chafiaa Serir, Djamila Rekioua and Nabil Mezzai, developed an energy management system for
photovoltaic (PV) and wind power systems, along with battery storage to fulfill load require-
ments [69]. A field-oriented control (FOC) technique of an induction motor (IM) powered by
a PV system used to manage DC bus voltage. While both sources are renewable, meeting the

load requirements under all conditions might be challenging.

L. Valverde, F. Rosa and A.J. del, used a DC microgrid with voltage management techniques and
power balance limitations to minimize fuel exhaustion and increase performance in [70]. The
functioning of the fuel cell is managed via an on-off switch using a threshold control technique
based on the battery SOC. A predictive power management technique for switching the fuel cell
and batteries based on predicted load demand and renewable energy source output power was
proposed [71]]; However, the switching strategies might generate unnecessary transients in the

microgrid.

Shehata, Emad G, Gaber, Maged S. and Ahmed, presented an EMS for DC microgrid based
on a multi-agent system implemented with java agent development Framework (JADE), and PI

controllers, serving as EMS but this method is highly communication sensitive [[72].

Amin et al. developed a model-based prediction control technique to regulate DC bus voltage
and limit battery and fuel cell currents [73]]. An extremum seeking control technique uses aver-
age power balancing to reduce the battery stack and efficiently run the fuel cell stack. These
energy management technologies promote power balance. Modern hydrogen gas DC micro-
grid studies have been conducted. These approaches are computationally expensive and need
high controller computing capacity due to technological constraints. However, the EMS does
not completely address fuel cell operating efficiency or coordinated control goals. Since fuel
cells cost more to generate than other distributed generation methods, efficiency affects system

efficiency and economics.
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Table 1.1: BESS versus SC capabilities. [76]]

S.No. | Parameters Supercapacitor | Lead acid BESS
1. Particular power density | <10000W/kg <1000W/kg

2. Particular energy density | 1-10 Wh/kg 10-100 Wh/kg

3. Life cycle >500000 1000

4. Efficiency 85%-98% 70%-85%

5. Charging time 0.3-30 s 1-5h

6. Discharging time 0.3-30 s 0.3-3h

Sathish Kumar et al. found that BESS has great energy storage capacity but poor power density
[74]]. To satisfy changing load demand, BESS may experience significant stress and internal
temperature due to its poor power density. Especially in nanogirds, discharge/charge rates may
not be enough to handle unexpected big load shifts. Additionally, low load factor in modest
residential loads increases discharging/charging cycles, reducing BESS lifespan. BESS is often
used for long-term low power needs because to its high energy density. SC has high power
density but low energy density. SC is often employed in microgrids and nanogrids to stabilize
power fluctuations caused by variable generation and loads [75]. SC retains electricity as static
charge. Due to poor energy density, it cannot meet load requirements for lengthy durations. The
Table[I.T|compares the characteristics of BESS and SC.

Patrick T. Moseley, accounted for the inherent limitations of BESS and SC, and that any one
system alone cannot meet high power, and high energy demands simultaneously. As a result, to
ensure the combined benefits of both high energy density, and high power density, a BESS-SC
hybrid storage energy system (HESS) is employed to have:

* Increased BESS lifespan,
¢ Reduction BESS size, and cost
* Imposing low strain on BESS, and

* Ensuring better power balance between power generation, load requirement, as well as

remote region power applications [[77].

Gee, Anthony M. Robinson,and Francis V. P. reported many feasible configurations of BESS-
SC HESS to achieve the benefits of both battery and SC systems [78]. In authors came up
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with several control methods for HESS to list some objectives of the controllers proposed in the

papers cited so far [79].

Mendis, N. Muttaqi, K. M. and Perera, S, discussed the purpose of integrating an SC and BESS
for wind power applications [80]. The cost and implementation evaluation of HESS was inves-
tigated while showing reduced BESS costs with improved efficiency without considering SC.

The details the SC and BESS control to minimize current stresses in the system.

Gee, Anthony M. Dunn, and Roderick W, proposed BESS life enhancement in wind energy
systems using SC, and also an active current-filtering approach [[81]]. To control and decrease
the power discharging flow rate from the source during rapidly fluctuating load demand, a HESS

based strategy is detailed in [[82].

Ming Ding, and Bo Wang Zhong, proposed adaptive charge and discharge rate limit regulation
for BESS [[83]]. An adaptive rate-limit approach for batteries was designed to protect the main
power supply during rapid load transient conditions and energy management strategies(EMS)

for reducing pulse load demand in a microgrid system is proposed [84]].

Singh, Prashant Lather, and Jagdeep singh [85]], proposed a sliding mode technique (SMT) was
proposed for DC link voltage management and adaptive power sharing in HESS-based DC mi-
crogrids. This approach efficiently minimizes battery stress through diverting uncompensated
BESS current to its supercapacitor device, and proposes an energy management strategy for a
PV with HESS. In this, the EMS selects the operating conditions of three main sources depend-

ing on the conditions and calculates the reference power for each source.

Fakham, Hicham Lu, francois,and Bruno [86[,proposed a renewable grid-cconnected system
with HESS management method, emphasizing high battery SoC and excess charge restrictions.
A power management system based on model prediction for SC-battery hybridization in a DC
grid scenario was presented in [87]]. The major benefit of this technique is that it provides
a consistent way for designing a control method that ensures the SC-battery hybrid operates
within specified limitations. The conventional model predictive method, which is based on a

discrete model of such a control scheme and objective functions, is computationally expensive.

Hredzak, Branislav and Agelidis, Vassilios G. [88],developed a low-complexity control method
for a hybrid BESS-SC dc power supply. The main advantage is that it can achieve performance

equivalent to that with lower complexity and computational burden.
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Mendis, Muttaqi, and Perera discovered that most HESS control methods [89] assume batter-
ies meet average power needs and SC supports transient power needs. For this, the power de-
mand is separated into two categories: lower-frequency (average element) and higher-frequency
(transient element). SC delivers higher-frequency power, whereas BESS gives lower-frequency
power. Many controller systems ignored BESS’s discharging and charging rate limit regulation
and decomposition pattern. Discharging and charging rates may surpass the battery’s power
restrictions, causing BESS to function at its maximum pace. This stresses BESS, shortening its

lifespan.

Wu, Ding, Todd, Rebecca, and Forsyth Andrew J, proposed to control BESS’s charge/discharge
rate limit by using EMS [90]. The authors used a linear rate limitation control scheme with
rate-limit functionalities that provide a consistent rate limit. However, this has poor response

time and a complicated design for an optimal solution.
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1.5 Motivation

From the literature review on the different MPPT techniques for solar photovoltaic, proton ex-
change membrane fuel cells (PEMFC), and energy management strategies with optimal battery

management, the following observations are drawn:

According to the literature study above, traditional algorithms like P&O, HC, and IC are easy to
apply for maximum power tracking in single peak curves and their enhancement approaches [[I-
31/5]. However, they have drawbacks. In the short term, they may induce steady-state oscillation
and power loss. Due to their set step size, they degrade system efficiency and are unsuitable for
PV array partial shading conditions (PSC). Variable step size approaches also lose power. We
developed Global Maximum Power Point Tracking (GMPPT) methods under partial shading [9]
PSO. The proposed GMPPT techniques use PV module open circuit voltage. System-dependent
methods may not always work, particularly in extended PV systems [[I I]]. Under partial shading,
these techniques may find a local maximum power point (MPP) instead of the global MPP.

Under PSC, evolutionary optimization methods including PSO,DPSO, ACO, ABC, FS, ANN,
ARMO, and MBOA track global peak power well. These approaches have been widely investi-
gated and described [Ol[11}/13][14,21]23]2829]. However, the proposed approaches take popula-
tion size into account, which might make testing computationally intensive. Tuning parameters
delay algorithm convergence. The technique fails to identify the optimal value throughout iter-
ations in references [9,23]]. According to [28], literature-proposed approaches use more tuning
parameters during PV pattern dynamic change under PSC. MPP are limited in [[I I}[I3]], therefore
the search will go beyond its abilities. A limited number of control parameters reduces tracking
time and iterations to attain the global peak. It also improves the system. The algorithm must

balance exploration and exploitation to improve PV system performance.

The microgrid is expected to offer significant generation, control, and operational strategy capa-
bilities, even if it only serves a small portion of the load. Therefore, it is crucial to integrate an
energy management system (EMS) into power networks, especially when they are connected to
a microgrid. The Energy Management System (EMS) allows for the efficient and coordinated
management of power produced from distributed sources within the microgrid. The main goal
of the EMS is to effectively manage the distributed sources in the microgrid, ensuring that the
required power is supplied to the load at the lowest operating cost. The EMS should have a
variety of functionalities in order to improve system reliability and power quality. Some of the
benefits of implementing this technology include the elimination of dump loads, peak shav-

ing, improved power quality, load leveling, enhanced transient stability, voltage regulation, and
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uninterrupted power supply. Incorporating an intermittent source like a PV generator into the

microgrid necessitates the presence of a PV output smoothing function in the EMS.

Several EMS have been recommended over the years, including coordinated EMS, centralized
EMS, and smart energy management systems [8§4H86]. Many EMS systems prefer operating
the microgrid with the lowest possible operating cost, which is determined by a specific oper-
ating strategy. Furthermore, the longevity of energy storage systems (BESS) in microgrids and
the de-rating of PV systems have been neglected by many researchers. Additionally, in order
to ensure more reliable operation, it is recommended to calculate the optimal solution for mi-
crogrids. Several researchers have directed their attention towards the utilization of mathemat-
ical techniques such as linear programming (LP), mixed integer linear programming (MILP),
and sequential quadratic programming to address the energy management problem in micro-
grids [87[88L[90]. There is a lack of literature on the comparative study of energy management
methods in addressing the improvement of BESS longevity, reliability, PV system de-rating

method, and reduction of hydrogen intake operation in microgrids.

Addressing all these limitations, the present work is based on a centralized energy management
strategy (EMS) for a standalone DC microgrid with solar PV, fuel cells, and a battery energy
storage system (BESS). The proposed EMS method is designed to improve the longevity of
BESS, reliability, and reduce hydrogen intake. In the proposed EMS, the PV system de-rating
method is used to overcome the deep charging of batteries under low-demand conditions. The
fuel cell power supply is varied using a reverse sigmoidal function of the battery’s state of
charge (SoC). This improves the hydrogen fuel efficiency and also helps in minimizing deep

discharge of the battery under heavy loading conditions.

The inclusion of a battery energy storage system (BESS) in a microgrid has a significant impact
on the microgrid’s overall performance, especially in terms of its operational performance. Fur-
thermore, there are only a few articles in the literature that discuss the lifetime of battery energy
storage systems (BESS). This is an important aspect in addressing the issue of deep charging
of batteries under low-demand conditions and minimizing deep discharge of the battery un-
der heavy loading conditions in microgrid operations (77]], [7880]]. Furthermore, the
literature articles discuss the longevity of Battery Energy Storage Systems (BESS) methods,
specifically focusing on the economic operation of microgrids using one approach. In order to
effectively operate the microgrid and enhance the longevity of the Battery Energy Storage Sys-
tem (BESS), it is crucial to accurately evaluate the BESS’s longevity when used in the microgrid

under the proposed operating strategy.
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The proposed work presents a centralized energy management strategy (EMS) for a standalone
DC microgrid with solar PV, fuel cells, and a battery energy storage system (BESS). The pro-
posed EMS method is designed to improve the longevity of BESS, reliability, and reduce the
hydrogen intake. In the proposed EMS, the PV system de-rating method is used to overcome
the deep charging of battery under low-demand conditions. The fuel cell power supply is varied
using a reverse sigmoidal function of the battery’s state of charge (SoC). This improves the hy-
drogen fuel efficiency and also helps in minimizing deep discharge of the battery under heavy

loading conditions.

1.6 Objectives of the thesis

The objective of this research is to propose a new energy management strategy for the develop-
ment of stand-alone renewable energy systems with storage. For achieving it, a few objectives

are defined::

1. The bayesian fusion technique (BFT) can be employed to enhance the tracking performance
of a photovoltaic (PV) system operating under partial shading conditions (PSC). By effec-
tively managing the uncertainties in the input data, the BFT enables the selection of the
optimal tracking solution through informed decision-making.To achieve the global peak of

multiple P-V curves and enhance the exploration process.

2. The objective of this study is to improve the tracking performance of a fuel cell system by
developing a maximum power point tracking (MPPT) approach based on the jaya algorithm
for proton exchange membrane fuel cells (PEMFC). This approach achieves its objective by
utilizing a reduced number of control parameters and eliminating the need to modify any
existing control parameter. The approach incorporates a suitable search strategy that reduces
the required number of iterations for identifying the global peak in temperature fluctuations,
membrane water content, oxygen partial pressure, and hydrogen partial pressure curves.
Furthermore, the particles initially employed in this procedure are not dependent on the fuel

cell system.

3. The proposed standalone microgrid energy management system (EMS) aims to achieve the
following key objectives: The purpose of implementing a de-rating strategy in a photovoltaic
(PV) system is to efficiently address the issue of excessive battery charging during periods
of low load.The power output of the fuel cell is adjusted based on the state of charge (SoC)
of the battery. This is done to optimize the use of hydrogen fuel when the load on the

system is light or medium, and to prevent excessive discharge of the battery when the load
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is heavy. The regulation of battery energy storage system (BESS) state of charge (SOC)
is achieved through the utilization of a reverse sigmoidal function-based fuel cell output
power. The reliability has been improved through the implementation of a strategy that
involves adjusting the pressure of hydrogen and oxygen in the fuel cell. Increasing the fuel
cell output power would allow for the operation of the fuel cell at its maximum power point
(MPP) in order to fulfill the additional load demand.

4. An optimization technique has been developed to address the regulation of adaptive charge
discharge rate limit. The primary goal of the proposed control schemes is to optimize the
energy charge and discharge from the battery energy storage system (BESS) during transient
conditions by utilizing the charge and discharge rate limitation of the BESS.The objective is
to enhance the efficiency of the battery energy storage system (BESS) by optimizing the du-
ration during which it is discharging and charging at its maximum achievable rate, utilizing
an energy management system (EMS). To address the issue of excessive battery charging
during periods of light load, a recommended solution involves implementing a photovoltaic
(PV) system de-rating approach. This approach aims to mitigate the deep charging of the
battery.

The objective of the research effort is to attain optimal global maximum power point track-
ing (GMPPT) performance for photovoltaic (PV) systems and fuel cells. Additionally, the
project aims to ensure efficient energy management of hybrid systems and enhance the

longevity of batteries.

1.7 Organization of thesis

The thesis has been organized into the following seven chapters.

Chapter-1: Introduction: This chapter includes an introduction to MPPT controllers for solar
photovoltaic (PV) applications, fuel cell systems, a literature review based on GMPPT for a
solar PV array under PSC, MPPT for fuel cell system, and energy management strategy to op-
timize battery storage device under transient condition. The motivations based on the literature

survey led to research objectives.

Chapter-2: Generalizations for modeling hybrid systems: This chapter includes sources
of renewable energy that help compensate the suggested HS globally and are mathematically
modelled. The differences between various types and attributes of PV panels, FC stacks, and

battery models are highlighted in this chapter.

Chapter-3: MPPT based solar photovoltaic system: Explains in detail the proposed bayesian
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fusion technique (BFT) algorithm and the essence of power tracking: it presents a summary
of MPPT techniques that have been documented in the literature choice of methodology, its
benefits when searching for optimal solutions in solar PV operations to extract maximum power.
It also provides information on the PV array structure of three series panels connected with
PSC, the simulation result of the proposed BFT over JAYA, PSO, and incremental conductance

algorithms, and comparisons with other algorithms.

Chapter-4: MPPT based fuel cell system: Explains benefits of the proposed jaya algorithm
for overall optimization. Detailed explanations of the fuel cell under various operating situations
are provided. A summary of MPPT techniques that have been documented in the literature is
given in the survey on MPPT techniques and choice of methodology. The proposed algorithm’s
performance in comparison to PSO and P&O algorithms in simulations and experiments is
check. The performance tracking capabilities of the proposed technique are compared to those

of existing techniques, and a summary of the current chapter is given at the enf.

Chapter-5: Energy management in hybrid system: This chapter describes and an energy
management system. It is proposed to use a battery, FC, and a hybrid standalone structure made
up of a PV panel. The sources of the HS originate from the PV and FC systems which were
discussed in chapters 3 and 4. The optimization of energy production is the goal of this con-
figuration. Results from the experiments using the entire system are provided the implications

discussed

Chapter-6: Energy management for battery optimization: Management of HS is explained
and put it into practice in this chapter. It is proposed to use a hybrid standalone DC grid con-
nected structure made of SC, a battery, and a PV panel. The PV system mentioned in chapter
3 serves as the HS’s primary source.The excess energy is provided to a storage device, and a
super-capacitor (SC) is positioned to absorb or supply for unexpected current surges. Optimiz-

ing battery charge and discharge rate limitations are given in this chapter.

Chapter-7: The overall conclusion of the proposed scope and the future work of research in

the domain of energy management applications are proposed in this chapter.
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Chapter 2

An Overview of Hybrid System Modelling

2.1 Introduction

A hybrid system is made up of many sources and storage options that work together to provide
reliable electricity. The mathematical formulation that is used to analyze and implement the
entire system must be developed, and therefore it is necessary to conduct a study on the types

and specifications of the sources in order to develop and manage them all.

A PV panel is regarded as a current source, and the quantity of current it can produce is influ-
enced by temperature and irradiance. As a result, each input is matched with a static output.
The response should be based on estimating the amount of current that has been absorbed from
the inputs because they are dependent on climate and therefore unpredictable. The panel need
to be designed obtain better input/output gain. In order to determine the optimal operating point

for each input condition, it is necessary to be familiar with the PV cell’s features and model.

In a similar way, an FC is viewed as a power source, but there are several input parameters
and they are all associated with one another and with output parameters. These inputs include
temperature, pressure, mass flow, and output current, which would be distinguished by how
dynamically it responds to changes in the input. As a result, a mathematical expression is
needed to explain the relationship between output, and input power as well as the amount of

time needed to attain the steady state.

The battery, which serves as the primary backup element and is thought of as the energy stor-
age device within the HS is charged at regular intervals discharged and converted to chemical
energy and vice versa. Because the conversion procedure impacts the battery’s lifespan and

charge capacity, it needs specific consideration.

In this chapter, the HS elements are reviewed in light of the mathematical and physical knowl-
edge needed to comprehend the static and dynamic behaviour inside a hybrid topology. The PV,

FC, battery, and SC-related information is combined in the sections that follow.
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2.2 Solar photovoltaic system

A solar panel, also known as a photovoltaic module or panels, is a compact, integrated collection
of PV cells. The PV systems are employed to supply and produce power for both domestic
and industrial uses. The DC output power of solar panels is rated based on established test
circumstances. To produce the necessary voltage and current, panels are arranged in an array in

series and/or parallel as shown in Fig[2.1]

A single photovoltaic cell is a p-n junction formed of n and p layers, two distinct types of
silicon. Valence electrons are diffuse and move from p-layer towards n-layer when both layers
are linked; as a result, an electric field is formed and current passes in the load circuit. Metallic
interfaces are added to both layers to collect electrons and allow current to flow. The layer
exposed to radiation is connected to metallic strips that allow light to reach the cells as shown
in Fig2.2] When radiation from the sun strikes a cell’s surface, photons with higher energy
levels that are above the band gap of silicon cells material form a pair of electrons and produce

light-generated current, which is directly proportional to the amount of solar radiation.

PV cells are available in two types, mono-crystalline and poly-crystalline solar cells. The manu-

facturing of silicon, the basic component of solar cells, is where the difference first appears. By
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employing Czochralski process, a monocrystalline silicon crystal is gently drawn from molten

monocrystalline silicon to make an ingot of silicon.

Molten silicon is poured into a mould and cooled using a seed crystal to create poly-crystalline
silicon. The crystal around the seed becomes homogeneous as it is cast, and it divides into
several, smaller crystals, becoming "poly-crystalline."

The following aspects set those two types of cells apart from one another:

* Price: In terms of size, mono-crystalline photovoltaic cells are more expensive than poly-

crystalline ones.

* Efficiency: Due to the material they are built of, mono-crystalline units are more effi-
cient than poly-crystalline ones. In high temperature conditions, mono-crystalline frames

typically perform 10% higher than poly-crystalline frames.

* Look: Due to its higher area efficiency, mono-crystalline solar frames are smaller in size

for a given wattage compared to poly-crystalline PV frames.

* Longevity: Although mono-crystalline frames have a 30-year lifespan theoretically, gen-
erally warranties only cover 25 years, whereas poly-crystalline frames may easily exceed

the life span of 25 years.

Overall, the manufacturing of mono-crystalline has reached an advanced state, while that of
poly-crystalline is still developing. The effectiveness differences between them are closing as

polycrystalline purity and manufacturing tolerances increase.

2.3 PV system modelling

2.3.1 Ideal PV cell

The circuit that corresponds to an ideal PV cell is shown in Fig[2.3] The equivalent equa-
tion (2.1I), which is dependent on the semiconductor principle, quantitatively represents the I-V

characteristics of a desirable PV cell [91].

\%4
Output current(!) = Iy, ot — I [exp (5{—71) — 1] 2.1

Where, I,,,, 01 is current derived from solar radiation, I, is current in the diode of Shockley, I, is
Saturation current of a diode, g The electrical charge of electrons (1.60217646 x 1019C), k The
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Figure 2.3: The equivalent circuit of an actual PV system

Boltzmann constant (1.3806503 x 1023 J/K), T The p-n junction temperature (in Kelvin),and a

Diode ideality constant.

2.3.2 PV array modeling

The first equation (2.1)) of the basic PV cell does not consider the I-V characteristic of a working
PV array. A Typical PV system is composed of a small number of related PV cells, so that the
fundamental equation (2.1)) should include the following extra parameters to compensate for the

terminal properties of PV system [91]]:

R, R,
VIR )—1]—V+ 5 (2.2)

I =1y, —1py {exp ( R
p

ta

Where,l,,, Photovoltaic (PV) array current, , I, 5, Array saturation current, V; array thermal
voltage, Ny Series-connected cells, N, Parallel connections cells, Ry The equivalent resistance

of the array’s series circuit,and R, The equivalent resistance of the array’s parallel resistance.

If indeed the array consists of N, solar cells, the saturation current and PV are shown as I, =
Lo, cetty Np, and Ipy, = Iy cerry N p). Figure shows the I-V curve generated by equation
(2.2)), which includes the short circuit points (0, ), MPP at (V,,,, 1), and open circuit points
(VOC7 O) .

The equation(2.2)) describes the single-diode model of an actual PV cell that is seen in Figure
2.4 2.2] For the purpose of simplicity, we evaluate the single-diode technique in Figure [2.4]
This approach effectively achieves a balance between adaptability and accuracy. Furthermore,
this concept has been applied by several researchers in earlier research projects, which has for
simplifying assumptions. This is compatible with the fundamental design an equivalent- diode
current source. The single-diode model is perfect for power electronic designers who are look-

ing for a simple and practical model to emulate PV systems in circuits.
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Figure 2.4: The I-V characteristics of a practical PV system

Instead of using the I-V formula, developers of PV arrays have a limited number of functional
details relating to thermal and electric qualities. However, the developer’s data sheets can not of-
fer many crucial factors for changing PV array models, such as photo- generated or PV current,
shunt-series resistances, diode’s saturation current, diode ideality factor, and material bandgap

energy.

All technical specifications for PV arrays provide the following details: The maximum power
available in a realistic scenario (P,,,p..) depends on the voltage (), current (I,,,), voltage at
the open circuit at its rated voltage (Vo ), short-circuit state (I ,),the temperature co - efficient

of voltage in an open circuit (Ky ), co-efficient of current (K;) in short circuits

2.3.2.1 Fill factor

By using MPP voltage and current, V,,,, and I, V¢, and I, the Fill Factor (FF) may be defined

as follow:

= Fnp _ Viplnp (2.3)

h Voclse
The quality of a solar cell is measured using FF [92] . Itis determined by dividing the theoretical
maximum power (Vo.Iy.) by absolute maximum power (V;u,lp,). However, this is not possible
since MPP current and voltage are always lower than short circuit current (I;) , and open
circuit voltage (V,.) because of the diode,shunt resistor, and the series resistor,(shown Figure
[2.3). Industrial solar cells often have FF greater than 0.7. The proportion of the rectangular

areas shown in Figure 2.4 may also be used to graphically represent FF.

2.3.2.2 Temperature and irradiance effects

There are two key considerations that must be made: temperature and irradiance. They shift /.,

Vo and consequently the operational power, which have a significant impact on the properties
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Figure 2.5: (a), (b) I-V and P-V characteristics at (25°C) for four different irradiation level.
(¢),(d) I-V and P-V characteristics with four different temperatures at standard irradiation
g) ksola/lfn Qodules. As a consequence, MPP changes during the day, which is the major reason
it needs to be monitored continuously to make sure the solar panel is getting the most power
possible. The I-V and P-V graph are shown in Figure [2.5] for various solar irradiance and
temperature levels. Power increases as a result of the irradiance impact since it has a positive
impact on both current and voltage, which both grow even as irradiance rises. On other side,
voltage is mostly impacted by temperature. The relationship shown in equation (2.4) is the

linear relationship between V. and temperature:

dv,
(Open circuit voltage)V,.(T) = V51 € + d—T“ (T —273.15) (2.4)

where T'(K) is the solar cell temperature,d;;” is the temperature difference, and V5! € (V) is the
Voe at Standardized Temperature Condition (STC). Equation (2.4) states that the temperature
has a negative influence on V¢ even though % is negative, meaning that as the temperature
goes up, voltage falls. The power also falls since the current rises with temperature but only

slightly and cannot make up for the drop in voltage brought on by a particular temperature rise.
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Table 2.1: Different forms of technology’ maximum current densities, band gaps, and theoreti-
cal efficiency

. Max. current Band gap | Max. theoretical
Material ) 2 .
density mA/cm” | [eV] efficiency [%]
Silicon, Si 434 1.12 28
Gallium arsenide, GaAs 31.8 1.4 30
Cadmium telluride, CdTe 28.5 1.5 29
Amorphous silicon, a-Si 21.7 1.65 27

2.3.2.3 Efficiency

The efficacy of a PV cell is determined by the silicon material properties’ band gap and their
ability to reflect photon energy across a wide range of light. The energy gap, maximum cur-
rent,theoretical efficiency of various materials commonly used at room temperature are approx-
imated by the author in [93]Jand are included in Table2. 1]

2.4 Fuel cell

An FC is a device that, through a chemical reaction involving oxygen or perhaps another oxidant
substance, transforms the chemical energy from a fuel into electricity (see Figure[2.6). The most
typical fuel is hydrogen; however, it is also occasionally necessary to use alcohols as methanol
and hydrocarbons as natural gas. FC varies from batteries bank in that it needs a continual
supply of fuel and oxygen to operate, but it can continuously generate power as long since the

inputs are available. Table [2.3]lists the benefits and restrictions of an FC.

]

A8 . Hydrogen L0
f Controlled Valve N Z

Stack 4

Controller Board
. Il ‘

Figure 2.6: 1200 Watts NEXA fuel cell

Air Compressor
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2.5 Type of fuel cells

FCs are characterized as power generators because, so long as oxidants and fuel are available,
they can run constantly. Various FC types are manufactured and used based on factors like
efficiency and temperature during operation. In Table 2.2] these categories are given in the

order of temperature range.

2.5.1 Proton exchange membrane fuel cell (PEMFC)

PEMEC, also described as polymer electrolyte membrane fuel cells, are a form of FC that is be-
ing developed for transportation uses in addition to portable and stationary FC purposes. Their
low temperature ranges (40°100°C) and unique polymer electrolyte barrier are their defining
features.This FC uses a fluorinated sulfonate polymeric or some similar polymer as electrolyte,
which is a superb proton conductor. This form of FC produces water as a result of the chemical
process within, requiring particular control for increased effectiveness. Because of membrane

restrictions, the PEMFC’s operating temperature range shouldn’t go beyond 120°C.

2.5.2 Alkaline fuel cell (AFC)

This form of FC uses KoH as electrolyte. The alkaline KoH content determines the AFC’s
working temp. The concentration is approximately 85% for operations at temperatures below
120°C and 357050% for operations at temperatures beyond 250°C. There are several different

electro catalysts that may be utilised, and the electrolytes is kept in a matrix.

2.5.3 Phosphoric acid fuel cell (PAFC)

The 100% pure phosphoric acid used as electrolyte in PAFC and this lowers the water vapour
pressure and makes control of the system easier. The operational temperature ranges between
150° to 220°C. The silicon oxide matrix is employed to hold the acid while Pt serves as the

electrode material in the anode and cathode.

2.5.4 Molten carbonate fuel cell MCFC)

Typically, a mixture of alkali carbonates serves as electrolytes in FC. The electrolytes are main-
tained in a ceramic LiAlO, structure. At 6000 to 700°C, when the alkali carbonates create a
high conductivity molten salt and carbonate ions provide ionic conductivity, the FC is opera-

tional. The nickel(®;) at anode and nickel oxides at cathode are sufficient to drive the reaction
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Table 2.2: A summary of fuel cell technology

Operating temperature Electrical
Fuel Cell T Electrolyt
HEERIPE | oy Seoe Efficiency [%]

PEMFC ~ 40 Polyer 60-65
AFC ~ 100 KoH (Potassium hydroxide) 60-70
PAFC ~ 200 3P0, , 40-45

(Concentrated phosphoric)
MCFC ~ 650 LizCO5(MCFC 53-57

Molten carbonate melts)
ZrO; (Yttrium-

SOFC ~ 1000 55-65

stabilized zirkon-dioxide)

Table 2.3: The benefits and drawbacks of an fuel cell

Advantages

High-performance and clean.

Clean. can be utilise renewable fuels,

Carbon-free when powered by H; and O,

No need recharging,

no moving components,

No make noise.

Limitations

High cost owing to the use of precious materials such as platinum

Requires fuel

Reliability is still changing.

Lifespan, especially in high temperatures

Robustness. Many are reactive to temperature and pollution.

Fuel density is low when compared to gasoline.

If batteries improve enough, they may become obsolete.

at greater operating temperature for MCFC.

2.5.5 Solid oxide fuel cell for middle temperatures (SOFCMT)

This FC uses the same electrolytes and electrode components as SOFCMT. Furthermore, SOFCMT

normally functions around 600° to 800°C. To encourage ionic conduction as a result, thin film

is used. Alternate electrolyte substances are also being produced.

2.6 PEMFC Modelling

The complete fuel cell model has been developed and considers the auxiliary systems as shown

in Figure2.7, Fuel cells are classified according to their operating electrolyte temperature,

electrodes, and use of expensive catalysts. PEMFC was chosen for this work because of its

low temperature operating range of 40° to 100°C, high output power densities of as much as

2W /em?, solid membranes, long cycle life, and because it has the most widely used form.
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The energy provided by a fuel cell is derived from the thermodynamic energy produced by
electrochemical processes within the cell. Essentially, this energy is derived by the exothermic
process of releasing water content from H, and O, [54].

Electric Current
Anode € _——~ € cathode N — P
. -VE ¥ ’_-‘ A o4ve A 1.2449 e —=——~==1 Pmax
Fuel in e L Air0in Vo -
Y'Y H2 " P _4, ,,,,,, c
T"é- ----- > H+ = \ %
D ¥ L8
..... > “THo & S
: B | té) g :- g
DL ; Ll 15
e v " | ohmic Polarization -
Excess Fuel =), H2O- e > 40
(a) Electrodes Electrolyte (b) I(Alcm?)

Figure 2.7: Fuel cell: (a)functional diagram, (b) P —1 and V — I characteristic

1
H) + 502 = H,O + Energy (2.5

Above energy is known as the enthalpy of structure H = —285.84kJ/mol (made reference to
that as higher heating value (HHV)), and it may be categorized as thermal energy, expressed
by particular entropy ASkJ/mol.K calculated by multiplying absolute temperature (7'), and
productive work, which is known as Gibbs free energies AGkJ/mol, and can be exported as

electricity; yet AG is restricted by the second law of thermodynamics. As a result, the amount
of energy is [54]:

AH = AG+T.AS (2.6)

Where AG denotes electrical work, which is described as electrical charge Q [coulombs] from
across the electrostatic potential E[V]:

AG=—-Q.E 2.7)

Here Q is the number of electron molecules (n), multiplied by (Faraday standard F = 96485
coulombs) electron charge and AG is as calculated follows:

AG = —n.F.E (2.8)
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Because the process is exothermic, the quantities AG, AH, and AS become negative. As a result,

the potential provided by the FC may be computed as follows:

_AG _ —(AH —T.AS)

E — —
n.F nF

2.9

This quantity must be changed to account for variations in temperature and pressure of reactants
relative to their rated value (7}, = 25% Pror = latm). The consequence of temperature changes

on potential is computed as follows, assuming that H and S remain consistent: [54].

AG
AE = —(T —T, 2.10
n.F ( ef) ( )
From the above equation, the temperature rises, and the potential decreases since AS = —164J /mol.K

which is negative. Now, variations in partial pressures impact G, which is a function of specific
volumetric V [m3/mol] and density of pressure change dP (as G = V.dP), and the final solution
that describes this relationship (according to the universal fundamental gas law V = R.T/P)
is: [54].

0.5 pl
AG = age— BT p,tos T
nF PA,
20

2.11)

In which AG? = —237.17kJ /mol seems to be Gibbs free energy during the standard test condi-
tions, and R = 8.3143J /mol.K. This calculation assumes that perhaps the cell is operating on
clean H, with partial pressure PH; as such fuel and clean O, with partial pressure PO; as oxy-
gen. We know that one mole of water with pressure PH,O (the product) requires one molecule
of H,, 12(half ) a molecule of O, (i.e. reactants). As a result, the cell’s potential is provided
by: [94].

AG®  AS RT  P)).P
ENerst = n_F+n_F(T_Tref)+ nFln( 0;1 Hz) (2-12)
. . . N
PO.S
—1.229—0.85%1073(T —298.15) +4.3085 % 10 % T % In(Py, * P%) (2.13)
Hyo

This is known as the Nernst equation. This refers to the highest voltage that the FC can provide

owing to losses including overpotentials, which have been divided into four distinct types:
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2.6.1 Activation loss

The above loss is recognized as the ignition spark required to initiate the reactions. It is de-
termined using a semi-empirical equation that takes into account partial pressure (PH;,PO;),
temperature (7'), and the activator employed on the counter electrode: [95] The activation volt-

age drop V. is given in [96].
Vet = [51 + ézT + §3T ln(COz) + 54Tll’l<lpc)] (2 14)

Where &; (i=1 to 4) represents the FC properties coefficients, carbon di-oxide CO,(atm) repre-
sents the carbon di oxide content in (molcm)~ 3 provided by equation (2.15)), and I represents
the FC current.

Poy
Co, = — (2.15)
2 (5.08 x 10°) x exp( =328)
2.6.1.1 Ohmic loss
Vonmic 18 the ohmic-voltage drop, which is calculated as follows:
Vohmic = IFC (RM + RC) (2 16)

The V,jmic of such cells can be reduced by employing conductive substances as well as an
electrolyte barrier. R¢ in equation (2.16) is the edge contact resistance, which would be con-
sidered to be constant because it is independent of FC operating temperature. Ry is the PEM’s

resistance, which is given by an empirical formula;

Tl
Ry = %, 2.17)

181.6 [1 —|—O.O3(IF_C) +(l0062(%)2(%)2.5i|
- ; : (2.18)

'm =

~ | >

[Am —0.634 — 3(%)} exp [(4.18(T — 393))]

Where, r,, is the electrolyte barrier resistance in (W.cm), t,, =(0.0178cm) is the thickness of
the barrier, A = 232(cm?) is the functional region of FC, and A,, is barrier water content with a

normal value range of (0 to 14) and a relative humidity of 100%.
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2.6.1.2 Concentration loss
The voltage loss (V,0,) is caused by the overflowing of water inside FC substances [97].

“RT ., Irc
= (1 )

; (2.19)
IIA

Where n denotes the number of electrons towards the reactions, iy, denotes the limitation current,
and R denotes the gaseous universal constant.
2.6.1.3 Cross over loss

The partial pressure of (PH,,PO,), temperature (T'), and barrier water content (A,,) all impact
FC stack voltage. Furthermore, the FC voltage exhibits drooping V-I characteristics due to a
drop in voltage caused by activation, concentration, and Ohmic losses. Taking these drops into

account, the FC dc voltage is signified as [46].
Veeit = ENerst — Vact — Vohmic — Veon (2.20)
The total output voltages and power of the stacked FC are calculated as follows:

Vrc = Nrc.Veer (2.21)

Where, (Npc = 35) represents the number of FC, (Vpc), (Igc), and (Pgc) represent the output

power, voltage, and current of the FC stack,respectively.
2.6.1.4 Stack efficiency

Equation (2.23) may be used to calculate FC efficiency [98]].

B Vre
n=uf. 148 (2.23)

Where p f is the fuel utilization coefficient, which is typically within 95% of the range, and 1.48
V indicates the highest voltage attained by employing higher heating value (HHV) hydrogen
pressure enthalpy. In a fuel cell with a hydrogen pressure flow rate controller, fuel consumption

is kept constant. In this scenario, hydrogen is given based on the load current.
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2.6.1.5 Calculating fuel cell system efficiency (1z¢)

The standard method for calculating the efficiency of a fuel cell power plant or other electrical
generation device is to divide the net electricity generated by the higher heating value (HHV)
of the fuel used [99], i.e.,

Electricity generated
HHYV of fuel used

Nrcs = (2.24)

This is a reasonable method for calculating power plant efficiency because the power plant
operator purchases fuel (natural gas is sold by heating value) and sells electricity. However, the
maximum theoretical limit to the electrical efficiency of a fuel cell system is represented using
Gibbs free energy divided by the combustion heat of the fuel. In the case of the hydrogen fuel
cell, this value is Gibbs free energy/HHV (237.2kJ /mole285.8kJ /mole = 83%). The use of
HHYV here is in keeping with the method used in the United States to calculate efficiency for

internal combustion (IC) engine/generators and gas turbine/generator systems [[100].

Some U.S. developers of high-temperature fuel cells, however, prefer the European convention
and instead use lower heating value (LHV) of hydrogen for efficiency calculations. The Joint
Army-Navy-Air Force (JANAF) tables list the Gibbs free energy for the formation of water
vapor from hydrogen and oxygen as 228.6kJ/mole, so the maximum theoretical efficiency of
a complete fuel cell system based on the LHV of hydrogen is 228.6kJ/mole241.8kJ /mole, or
94.5%. Using LHV convention for calculating the efficiency of an electrical generator always
yields numbers greater than those yielded by calculations using HHV for the same system.
When quoting electrical efficiency of an electric generator, it is important to indicate whether it
is based on HHV or LHV calculation method.

Practical fuel cells cannot achieve maximum electrical efficiency values due to the presence of
internal resistance losses and other losses. The practically calculated fuel cell efficiency using

equation (2.23) for varying output power is shown in Figure 2.§|(b).

A practical fuel cell operating near its maximum power output might be able to produce only
154kJ of electricity per mole of hydrogen consumed, with the rest of the heating value appearing
as heat produced by the fuel cell. The calculation for such a fuel cell is 154kJ /mole285.8kJ /mole
Higher heating value (HHV). However, the remaining 46% of the energy produced can be re-

covered from the fuel cell system as co-generated heat [99,(101]].

35



Fuel cell voltags (v_y¥)

CHAPTER 2. AN OVERVIEW OF HYBRID SYSTEM MODELLING Section 2.7

[

—
(&3]

—
o

o

240 1 1 80 T
210 A L Fuelcell stack ef
Onlcen[raul‘w \ \4;\4/7 Uel cell stack erriciency
Fuel cell 1-V Curve < 180 Polarizehar \ g e
= I <
a% 15 1 1 2 50 e
~ Q A
< c Fuel cell system\efficienc
g / :P?hmibt\:\\t, L 4t \ Y é 1y
olarization 2
B i%' 90 iation ! L E 30 e T
\\ 2 60‘ Iarization—”eo_per_aﬁi@\ z
g O/ (g1 8
\ T 30 i 1 Sw] -
| ‘ 0 ‘ ‘ ‘ ! ! | " fomin |
Fuel cell current, (4) Fuel cell cyrrent(1,,(A) Fuel cell PowerP, (W)
(@ ® (©

Figure 2.8: (a)l —V ,(b) I — P, and(c) power- efficiency, curves of a fuel cell at constant hydrogen
and oxygen gas pressure

As observed from Figure. 2.8|(c). The fuel cell system efficiency is very low for the low value
of output power and it is sharply increased with an increase in output power, up to a value of
Pfcmin. Beyond the output power, although the rate of increase in efficiency with output power
is positive, it is very small in magnitude. In this curve, the peak efficiency value (Py femax) is
observed when the fuel cells system output power is Ppqy. On further increase of output power,
the efficiency is reduced with a small negative slope. From these efficiency characteristics, it can
be observed that fuel cell system efficiency is only constant when the output power of the system
is between Pyepin and Pyremayx. Even at the MPP point, the efficiency is observed to be 7% lower
than its peak value. Thus, taking this advantage, the proposed strategy can be easily employed
by maintaining the fuel cell’s minimum power, i.e., Prcpmin (Or power corresponding to the nose
point in the efficiency curve), when batteries are overcharged and power balance is achieved
by derating PV. During normal operation, the fuel cell is operating using a reverse sigmoidal
function, delivering power between Prepmin 10 Premax. The reverse sigmoidal characteristics are

modified accordingly to fit within the output power limits within these ranges.

2.7 Batteries

In solar, wind, as well as other intermittent renewable sources, battery storage offers significant
advantages. In the event that the sources are generating electricity, the battery gets charged.
Once the generator is no longer there, this energy is able to be released. Depending on the
application, operating properties change considerably. Common uses for PV systems are illu-
mination, telemetry, remote houses, and communications. It is necessary to take into account

factors like great energy efficiency, low self-discharge, low cost, and lifespan, and also no main-
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tenance when developing detailed specifications.

The selection of an appropriate battery for different types of fuel cell necessitates a detailed
assessment of the battery’s charge rate and discharge rate needs, along with load, production
of solar power or other sources, working temperature, and the performance of the adapter and
other parts of the system. Due to low production costs, lead-acid battery packs are frequently
employed in compact stationary energy storage devices. For these purposes, maintenance-free
battery packs are currently being designed. These battery packs (120-Ah size) have a self-
discharge rate of about less than 5% every month, a recharge time of mostly less than 8 hours,
and 1000-2000 cycles toward an 80% deep discharge. They may operate without maintenance

when left unattended.

In many different applications, lead-acid battery packs are often utilised. The most popular
examples are emergency and backup power, industrial trucks with equipment, and lighting,
starting, and ignition (LSI) automobile use. Recently, the use of battery packs as a source
of power for electric and hybrid automobiles has renewed its popularity. Major development
initiatives have been started to improve the efficiency of present battery packs and create new

systems that will fulfil the exacting requirements of these numerous applications.

Standard lead-acid battery packs are distinguished by higher power density, strong discharge
behavior, and decent low temperature achievement as well as the capacity to be recharged.
However, some batteries, such those using lithium ion technology, offer greater specific energy,
greater charge storage, and many other performance improvements due to the utilization of

higher energy components.

Edison developed the nickel-iron alkaline batteries in 1908 to equip the first electric cars. In the
end, it was used in commercial trucks and in automobiles used for excavating minerals/coal in
tunnels. Although it had longevity and durability as benefits, it rapidly decreased in popularity

due being its expensive, demanding high service requirements, and poor energy density [102].

Huge manufacturing applications were the main use for such pocket-plate nickel-cadmium bat-
teries, which have been produced since 1909. In the 1950s, the sintered-plate innovations,
which boosted power capacity and density of energy, expanded the market for correspondence
and aircraft engines starting using them, Later, the creation of sealed nickel-cadmium batteries

made it possible for it to be widely used in portable devices as well as for other purposes.
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Currently, the annual global market for rechargeable batteries is worth over $20 billion. The
LSI battery commands a considerable market share for lead-acid batteries, which are currently

most commonly used batteries.

2.7.1 Rechargeable battery categories and characteristics

The key features of rechargeable battery packs are that the discharging and charging, or the
conversion of electrical energy to chemical energy and returning again, should occur almost
reversibly, be efficient, and have few physical defects that might shorten cycle life. The battery
cell should have the typical qualities required of a battery, including high energy, low resistance,
and acceptable performance across a wide range of temperatures. Chemical activity, which can
also cause cell damage, loss of life,and loss of specific energy, should be absent. The range of

materials that may be effectively used in a rechargeable battery is limited by these constraints.

Several of these features may be found in lead-acid battery pack. The process of charge-
discharge is virtually reversible, the device is free from harmful chemical activity, and although
the lead-acid battery’s is low energy density , it operates consistently across a wide range of
temperatures. Its low price with excellent performance and cycle-span is a major contributor to

its attractiveness and leading position.

According to the designs specified in the lead-acid battery pack the battery is available in a
wide range of sizes, from 1 Ah packed tiny cells to 12,000 Ah big cells. The LSI battery used
in automobiles is easily the most common and widely used. In comparison to LSI batteries,
lead-acid corporate rechargeable batteries are often bigger and of superior quality. corporate
batteries are used for a variety of purposes. similar stationary service, which comprises HS,
telecom, utility companies for running backup and case of emergencies power supplies, UPS,

and on trains, signalling and vehicle power systems.

Three various positive plate forms are used in industrial battery pack: tubular, pasted, and
Plante’s models, which produce active electrode materials using pure lead and are mostly used
in stationary battery packs for motor power, stationary, and diesel engine cranking applications.

Lead-antimony or lead-calcium metal grid alloys are used in flat-plate batteries.

Lead-acid battery packs are also used in various kinds of applications, including in submarine

operations, as a backup power source for maritime applications, and in enclosed spaces, and in
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coal mines where generators are not permitted. Load levelling for services and solar PV projects
are two new applications that can benefit from the battery’s low cost. The energy and density of

energy of the lead-acid batteries will need to be increased for these purposes.

2.7.2 Battery capacity, energy and voltage

In essence, the electrode materials affect the voltage and storage of a battery. According to

[102], the energy supplied by a reaction is as follows:
AG° = —nFE° (2.25)

where F' is Faraday constant, n stands for the number of electrons participating in a stoichio-
metric process, and E'g is the standard voltage dictated by the kind of active various materials

towards the cell.

2.7.3 Theoretical capacity(Coulombic)

The entire amount of energy used in the electrochemical process is referred to as the specific
capacitance, which is given in coulombs(C) or ampere-hours (Ah) for a cell. The amount of
power produced by the active electro materials is directly related to the capacity. Ideally, a

substance containing 1 gramme equivalent will produce 96,487C or 26.8Ah.

2.7.4 Theoretical energy

The sum of battery cell voltage and capability is the theoretical energy, which is measured in
Watt-hours(Wh). The greatest value that a particular electrochemistry system can give is called

theoretical energy: Watt hour(Wh)=Voltage x Ampere Hour(Ah)

2.7.5 Mathematical modeling of battery pack

A cell can be represented as the equivalent circuit [102]] shown in Figure 2.9 The correspond-
ing circuit uses empirical approach to simulate the behaviour observed at the battery contacts
rather than directly modelling the interior chemical properties of such lead-acid battery pack
in the design. In order to simulate a 12 V automotive battery pack, the output voltage level is

approximated by six, the number of series battery cells.
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Figure 2.9: Battery equivalent circuit

Thevenin circuits [103]] utilize a series resistor as well as an RC parallel system to monitor
battery responses to transient loads while maintaining Voc constant. The projected battery

reaction may be predicted more precisely by running more parallel RC networks.

2.7.5.1 Main branch voltage

Equation provides an approximation of the inner electromotive force (EMF) or Voc of
a single cell. In the case of a completely charged battery pack , the EMF value is taken to be
constant. The State of Charge (SOC), or the amount of charge left in the battery, affects the
EMF’s variation with temperature [104].

Vbatt,oc = Vbatt,c - K (273 + 6)(1 - SOC) (2.26)

While K;(V/C) is a constant, (C) is the electrolytes temperature, and Vi oc(v) and Vygs c(v)

represent open-circuit voltage and full charge, respectively.

2.7.5.2 Resistance and capacitance of the main branch

Equation (2.27) provides a close approximation of the main resistance, R;. Resistance is de-
pendent on the battery’s charge of depth(COD) which is a measurement of charge modified
for discharge current flow. As the battery drains down during a recharge, the resistance has to

become significantly less.
R = —K»In(COD) (2.27)

where K> (Q) is a constant and Ry (Q) is the resistor of k;;, main branch.

The source of the discharge/charge time lag seems to be capacitance, which is represented in
equation (2.28)). The precision of the actual battery model is influenced by an increment in Ry
Cy units within the circuits.

Tk

C, =
k Ri

(2.28)
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here Cy(F) denotes the capacitance of k;;, branch and 7;(s) denotes time constants of the k;,

branch.

2.7.5.3 Resistance in the main branch

Equation (2.29) provides an approximation of the main branch resistor, R,. As battery Capacity

SOC rises, the resistance rapidly increases.

The resistance fluctuates in relation to the amount of current that flows through the major
branch. The battery is mostly influenced by resistance when it is getting charged. For dis-

charging currents, the resistance becomes comparatively negligible.
elKa(1=soc)]

KsTpgr >

R, =K;
1+ e( Inorm

(2.29)

where I, (a) and I,,,,,,(4) are the major branch current and normal battery current, respectively,

and K3, K4, and K5 are constant parameters.

2.7.5.4 Extracted and additional charges

The charge taken out of or supplied to the batteries is a basic integration of such current pouring

in and out of the major branch.

t
0(1) = Quiriat /O Tyt (7)dlT (2.30)

here Ip,;(A) is the major branch current, Q(Amp/sec) is the charge obtained, Qjirias is the
initially recovered charge, 7 is an integral time parameter, and 7(s) is the simulations duration.
2.7.5.5 Modeling of both voltage and current
The charge current, I, is shown in Figure [2.10]and calculated as follows:

v W

Ipare = VRoRo = Ckﬁ + R, (2.31)

while V;, Cy, and Ry, stand for voltage, capacitance, and resistance of k;j, batteries branch model,

and Vg is the voltage between R and V.
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Figure 2.10: Battery equivalent circuit:(a) Discharge mode, (b) charge mode

The following equations yield voltage Vj, across k;;, RC circuit:
_—t_
Vie = Ipart Rix (1 — eRka) (232)

The battery output, Vp,y, is written as follows when the battery is discharged (see Figure

2.100(a): L
Viarr = Vbatt,oc —Vro — Z Vi (233)
k=1

The initial current given as under fully discharged condition is:

Vbatt.,oc - Vbatt

Dyart = R (2.34)
After the charging procedure is complete, the current becomes:
V -V
Ibatt _ batt,oc batt (23 5)

Ro + ZZ:1 Rk

Equations (2.34) and (2.35) show that the current needed by the battery is large at the start of
the charging period and falls until it becomes a minimum, which is indicated by the flow of
electricity within the series resistor of the major branch.

As seen in Figure [2.10](b), the battery pack voltage is stated as follows when it is being charged:

n
Viatr = Vbatt,oc +Vro + Z Vi (2.36)
k=1
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Figure 2.11: supercapacitor

Figure 2.12: supercapacitor equivalent circuit

When a battery is completely discharged, the beginning charge current is determined as follows:

Vbarr — Vi
Lyt = batt - batt,oc (237)
0

The following formula is used to represent the current after the charging process:

Viart — Vbatt,oc

(2.38)
Ro + ZZ:] Rk

Tparr =
Equations (2.37) and (2.38)) indicate that the battery’s current need is greatest at the start and

lowers when the major branch capacitances in the model are completely charged.

2.8 Supercapacitors

The supercapacitor (SC), often referred to as the Electric Double-Layer Capacitor (EDLC),
or ultracapacitor (UC) is distinct from a standard capacitor in that it possesses an extremely
high capacitance. Additionally, EDLCs offer a far better power density than FC or traditional

batteries.

The capacitance of EDLC would increase by around two or three magnitudes, although often at
a lower operating voltage. It would have a capacitance of several Farads. Professional, larger
EDLC capacitors may store up to 5,000 Farads of energy. They are particularly appealing for

various applications, such as car, electric grids, UPS, etc., because of their unique characteris-
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Table 2.4: Benefits and drawbacks of a supercapacitor

Virtually limitless cycle life

Relatively high power

Charges quickly

No end-of-fee

termination is necessary.

Easy to charge Safe

Outstanding charge and

discharge capability in low temperatures

Advantages

Low energy content,
Discharge voltage,

High degree of self,
Relatively low voltage
Increased price per watt
Low battery cell voltage

Limitations

tics. Thus, this component may be used in conjunction with a battery to provide 9high power
required for the automobile to start and accelerate, which can lower the maximum output power
provided by the battery and lengthen its lifespan. Table lists the benefits and restrictions of
an SC.

The traditional equivalent circuit model of a SC unit [105,/106]] is composed of a capacitance
(C), an identical series resistance (Rjsg), which simulates the self-discharging deficits, and an
identical parallel resistance (R;pg). Figure provides the equivalent circuit diagram, and the

following equations provide the output voltage:

1 t
Vse = LicRysg + E /0 (Isc - ISD)dx + Vse (0) (2.39)

where Vs and Isc stand for SC voltage and current respectively. Self-discharge flow current is

denoted by Isp, while old SC prospective voltage is denoted by V¢ (0).
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Chapter 3

A Bayesian Fusion Technique for Maximum Power Point
Tracking Under Partial Shading Condition

3.1 Introduction

Photovoltaic (PV)-based power generation has gained immense attention over the past few
decades. With advancements in PV technology, PV cells have shown improved efficiency with
reduced manufacturing costs [[107]; also, PV systems have nonlinear characteristics that are de-
pendent on various parameters such as irradiance, temperature, series, and parallel resistance.
The power extracted from the PV panel is dependent on output voltage for a given irradiance and
temperature. This output voltage of the PV panel is usually varied using a power electronic con-
verter that interfaces with load and grid. For full utilization of the installed PV panel, a proper
maximum power point tracking (MPPT) technique that extracts maximum possible power from
PV systems for a particular irradiance and temperature is needed. Conventionally, the MPPT
technique such as perturb and observe (P&O) [|1], andincremental conductance [[108]] is used for
PV power plants as appropriate for single peak characteristics to obtain MPPT and its improved
strategies [[109]]. The main drawback of conventional methods is steady-state oscillations. Typ-
ically, the PV power plants are extended over a wide area by series and parallel combinations
of multiple PV panels to increase the operating voltages and the capacity of the PV system.
Due to the presence of multiple PV panels, there is a possibility of partial shading [110]] where
few PV panels get full irradiance whereas others may be shaded due to passing clouds, shading
effect of trees and buildings which in turn can lead to partial shading conditions (PSC). The
PV power plant under partially shaded conditions may exhibit multiple local peak(MLP) char-
acteristics which include a global peak (GP) [[111]. The conventional MPPT techniques based
on the “hill-climbing” algorithm may not guarantee a global peak under these conditions and
may be stuck at the local MPP. The multiple global maximum power point tracking (GMPPT)

algorithms available in literature.

This chapter proposes a Bayesian fusion technique (BFT) for tracking GMPP under PSC. In
this method, Bayes’ theorem is applied to obtain a proper GMPP solution by combining the in-

formation obtained from two methods [112H114], i.e., incremental conductance and Jaya algo-
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Table 3.1: Different patterns of the Irradiance (W /m?) value

Pattern-1 | Pattern-2 | Pattern-3
Modle BV 1w w2y | (wym) | (wym)
PV1 1000 1000 1000
PV2 1000 900 900
PV3 400 800 800
PV4 300 500 600

Table 3.2: Rating of the PV

P max ‘/()C ISC Vmax I max
60W | 21V | 3.84 | 17.1V | 3.5A

rithm for different partially shaded conditions. As the solutions from both conventional method
and meta-heuristic algorithms are used, based on previous probabilities, the BFT technique can
reduce overall convergence time, increase tracking accuracy, and reduce steady-state oscilla-
tion. For this reason, BFT method is more satisfactory than distribution based techniques. The
BFT adopts its solution based on the inputs obtained from incremental conductance and Jaya
algorithm-based tracking information, and is a step towards the best solution in the search do-

main.

3.2 Solar PV under partial shading condition

The Solar PV comes under partially shaded conditions (PSC) and a PV array which accommo-
dates various PV modules that are associated in series and parallel [115]]. The combination of
every module generates power, which implies that the PV array power. Out of the PV module,
any single PV module is shaded instead of inadequate solar irradiation to achieve output power,
assume as the shaded module in different levels are shown in Table [3.1land shaded modules are
shown in Figure. [3.1] (b), In every PSC combination, the number of PV modules is associated
with a series arrangement called the patterns. The remaining modules generate power and dis-
sipate power to the load. The PV array works like current /, but shaded modules are forced to
operate in the reverse-biased operating region, and the PV array behaves like a load rather than
power source [[116]. This indicates more localized power loss and the hotspot will appear on an
object with irreversible damage to the shaded PV module. Hence, to avoid the hotspot a bypass
diode is added to the PV modules under PSC condition [117]. Bypass diode has been added in
the configuration as shown in Figure[3.1] (b), to protect it from hotspot during PSC [118]]; under
uniform irradiation plane, the bypass diodes are forward biased. Because of bypass diodes, the
multiple local peaks of the P-V curve appear under PSC. For the simulation, three partially
shaded patterns were considered, i.e., GMPP at the left side of the PV curve, the middle global
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Figure 3.1: (a)Schematic diagram of PV with boost converter, (b) Three different arrangement
of array configuration exposed to different levels of partially shaded condition.i.e.(i) pattern-1
(GMPP on the left side of the PV curve), (ii) Pattern-2 (middle global peak of the PV curve),
(iii) pattern-3 (GMPP at right side of the PV curve)
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Figure 3.2: P-V curves of the partially shaded patterns; (a) GMPP on the left side of the PV
curve, (b) Middle global peak of the PV curve; (c) GMPP at right side of the PV curve

peak of the PV curve, and GMPP at the right side of the PV curve. For the partially shaded

condition, 4 series(4s) PV modules configuration were used as shown in Figure. [3.2]

Under normal conditions, conventional MPPT methods, which are P&O, incremental conduc-
tance methods, track the maximum power. But under the PSC it is difficult to differentiate in
the middle of local maximum power point and global maximum power point (GMPP). Hence,

in this chapter, some modifications have been made to eminent tracking about the GMPP under
PSC.

3.3 GMPPT methods

3.3.1 Incremental conductance method

The incremental conductance MPPT method is the most frequently used method because its
performance has precise regulation with low steady-state oscillation under sudden change in
weather conditions. In this method, the incremental conductance (j—é) is compared to instanta-
neous conductance (‘L,) [109]. The operating point at which the difference between incremental
conductance and instantaneous conductance will be zero is considered to be MPP, shown in

Figure[3.3] The detailed expressions that govern the incremental conductance MPPT are given

by equations (3.1)-(3.3).

dP  d(IV) dI
dv av + av G-
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dVdV=I/V
A at MPP

dIdV>-I/V
Left of MPPR,
didV<I’'V
Right of MPP

Power (W)

\J

Voltage (V)

Figure 3.3: Basic P-V characteristics of incremental conductance method

The above equation can be changed into the subsequent equation

j—{/ - —é, (3.3)
>, (3.4)
;1_‘1/ < —é, (3.5)

A system to track the MPP by using an incremental conductance with a Cuk converter is pre-
sented [[119]

The significant disadvantage of the above conventional technique has deviated from the max-
imum power point if there should be an occurrence of quickly changing weather conditions.
More slow assembly, complex control hardware, and steady-state tracking oscillations around
MPP are because of fixed step size. Anyway, these disadvantages are dispensed with if there is

an occurrence of Jaya method.
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3.3.2 Jaya algorithm

Jaya algorithm was developed as a meta-heuristic technique for solving optimization under
constrained and unconstrained problems [120]. This method differs in algorithmic specific
parameters compared to other heuristic techniques in that it has only two common parameters
such as iteration and population size, and these parametric values are easily initialized. This

critical improvement makes the utilization of Jaya algorithm simple and proficient.

Let us consider P = F(X) as the objective function; to maximize P, F(X) best and F (X ) worst
is the description of the best values and worst values of F(X) out of all candidate solutions
during every iteration [[121,/122]. First n number of candidate solutions are initialized and the
next iteration of Jaya algorithm is updated. Let k be the candidate solution under " iteration,

the modified value of k! is calculated by using Jaya algorithm given below in Equation(3.6).

Xik_H = Xik +r (Xbest — Xlk) - n (Xworst - sz) (3.6)

where Xl.k and X**! are the present and updated values, Xp.;; and X,,,s; are the best and worst
solution among all candidates, r; and r, are the arbitrary numbers between U|0, 1], the term
r1 (Xpest —Xl-k) is the solution of closer to the best, and r (Xyyorss —Xl-k) is avoid the worst solution.
This method also has fewer oscillations while tracking GMPP, and it takes more iteration to
reach the GMPP. The proposed technique combined recent meta-heuristic Jaya algorithm and
incremental conductance to improve maximum power point tracking with fewer oscillations and

lower iterations.

3.4 Proposed Bayesian Fusion Technique for MPPT

The proposed work is based on the concept of Bayesian decision theory [[114], to grow a mathe-
matical fusion structure. This conceptualization enhances the integration of two or more MPPT
tracking methods based on feature vector construction. Because of its probabilistic approach

the proposed approach can easily handle the uncertainties in irradiance and temperature [[123]].

3.4.1 Bayesian fusion formulation

The Bayesian technique has the provision of a reverse probability that models uncertainty based
on available observations (likelihood and prior knowledge). There are two different interpreta-
tions of probability theory,in which one is a frequentest interpretation that provides the prob-

ability about the frequencies of events or trials. The other one is Bayesian interpretation that
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Table 3.3: Utilized algorithm and boost converter parameters are given below

. Total set of data=527, training data =80% of 527(421),
Particulars .
testing data = 20% of 527 (106).
Bayesian Fusion Maximum iteration=100, population size=3.
Jaya Dinitial = 0.15, DeltaD= 0.0051
Incremental conductance | L =520 mH,C1 =C2 =10 F =10 kHz,
Boost converter Switch (MOSFET)
Sampling period(Ts) for simulation Ts = 0.0023 sec

provides the probability to quantify the uncertainty about some parameters [124].

Incremental conductance Jaya algorithm
algorithm

Figure 3.4: Bayesian fusion structure for MPPT information

The most commonly used statistical interpretation method is the frequentest (or classical) method.
In this interpretation, the unknown parameters are assumed as constant, and they define proba-
bility based on relative frequencies of event occurrence. This limits the decision making capa-

bilities on uncertain parametric conditions.

Bayesian fusion optimization techniques offer an alternative strategy; they treat as random pa-
rameters, and they define probability as “degrees of belief” in that probabilities are instinctive
and that can make probability explanations about parameters using Bayes’ theorem. Bayes the-
orem is intended to solve the problem after collecting the observed data events using inverse

probability

Suppose an unknown state “S” needs to be identified from the data set a = {ay,....a,} by using
a statistical model characterized by a probability P(§). Bayesian philosophy is used where

uncertainty concerning the parameter limitation is expressed during the probability evidence and
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distributions. The following steps illustrate the essential fundamentals of Bayesian inference

(i). For the probability distribution “S” , there is a construct as P(S) which is named as the

prior distribution. This distribution communicates the probabilities (for example, on the

mean, the skewness, the spread, etc.) about the given parameter before examining the

given information.

(ii). For a given particular data “a”, the statistical model is represented as P(§) is obtained to

describe the distribution of § in the given data.

(iii). The probabilities about “S” are updated by combining data information from the given

prior distribution, and calculation of data through posterior distribution P(%).

Simply, Bayes’ theorem updates existing knowledge with new information. In the concept of

Bayesian fusion, methods provide simple alternatives for the statistical inference all the infer-

ences that need to be mustered against the posterior probability distribution P().

Practically, the posterior probability distribution can be obtained with a simple analytical solu-

tions for most rudimentary problems. Sophisticated computations with the inclusion of simu-

lation methods are a part of most Bayesian analyses. The posterior distribution from the given

sample data is defined as equation (3.7/])
S, P(a/S)P(S)
Py =L
a P(a)
For n number of independent random variables, varies from n = 1 to 2N

S, _ Pay/S)P(s)

P = 52, Plar/s)

an

Equations.(3.8]) can be written as the product of the conditional probabilities

1
S )~ PSP
= P(@/9)

For n number of independent random variables, the posterior probability is given by

S 12N
P = 5 [T Pa/sies

n
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Z
is conditional probability.

Where 1= m, P(ay,/S) is the likelihood, P(S) is the marginal distribution, and P(S/ay,)
n=14\4n

3.4.2 Maximum power point tracking using Bayes fusion technique

The BFT-based MPP tracking technique is designed using a Bayesian network [[113]]. A Bayesian
network is a high powered tool derived from Bayes theorem that is used for the joint probability
distribution of statistics fusion. In Bayes theorem, the posterior probabilities depend on prior
probability distribution. The prior probability distribution is obtained from the statistical infer-
ence collected using a set of available prior information. Using current system information, best
rational assessment is applied to obtain posterior probability. The prior probabilities are con-
tinuously updated based on the previous information available and this is used to estimate new
posterior probabilities using Bayes’ theorem. These posterior probabilities will help in identify-
ing if a set of information passed is either new event-information or existing event information.

This complete BFT process can be segmented into two parts.
(1). Feature vector production.

(i1). Decision making

3.4.2.1 Feature vector production

For multiple random variables, a Bayesian network is used to move in the direction of obtain-
ing GMPP under PSC for PV array. The proposed work was done based on joint probability
distribution of statistics fusion of incremental conductance and Jaya algorithm. For better un-
derstanding, consider a PV system with four modules connected in series with each module
having an input combination of voltages and currents pairs at 1000W /m?, and the total open-
circuit voltage of the PV system being V,. = nVpcy, where (n=number of modules, nVpcyy is
the module open circuit voltage). Now, a Bayesian network is designed and observations in-
put nodes, i.e.L = {aj....a,}, are equally divided into two parts named, left nodes {ay,...,a,}
and right nodes R = {a,+1,...,as,}, respectively. The left nodes L = {ay,...,a,} are assigned
voltage information of individual panels when operated at MPP obtained by incremental con-
ductance under a partially shaded condition. Similarly, the right nodes R = {a,,1,...,a2,} are
assigned with input voltages obtained across individual panels when the PV system operates
using Jaya MPP algorithm for similar partially shaded conditions. The network arrangement
for Bayesian network is shown in Figure [3.4} in this network, the output node is defined as “S”.
After assigning values to all observation nodes, the individual nodes of the left nodes are com-

pared with all right nodes to identify matching nodes. Then the feature vector a is formulated
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using equation (3.12).

_ ) I, ifL;=R; . n o
a(i)=a(j) = Vi=1,2,..25j=1,2,...

; (3.12)
0, ifL;#R; 2

n
2
If any two nodes on the left and right nodes are matched, then “1” is placed in the feature
vector, otherwise “0” is placed. A vector is signified by a(t) = {ai(t),. .. ..a,) } , where a;(t)

represents the condition of ith node at time t.

3.4.2.2 Decision making

The sample training data sets, i.e., input combination of voltages and currents pairs (V,I) of
solar cell module with different irradiance and temperature, are noted and the output at each
training data sets the GMPP (output) for both Jaya and incremental conductance method. This
input data set (voltage, current, and corresponding output (GMPP)) serves as data set, 80% of
samples are randomly picked as training data set, and 20% samples are picked as the testing set.

The training data set (input, output) is used to train the BFT.

PR

Irradiation

Y

Condltlonal Compare BayeSian FUSion Maleuf‘n " PID
Probability | —2—_— optimization value of “S J Controller
Table (CPT) Technique TUL

Figure 3.5: Block diagram of proposed Bayesian fusion optimized controller

As mentioned above, input nodes to be stated as {Oor1}, and “S” has output nodes, i.e. Ng+ 1
= 527+ 1 states, states: S = {sy,......Sys,NoEvent}. Every state {sy,...sys} compares to an
expected point on the I-V curve. The location of the output point “S” (maximum power point)

is estimated from the feature vector by appropriately tuning it to BFT.

When values of “S” are given, the values of g; are conditionally independent on “S”. Hence
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Figure 3.6: Flow chart of the proposed Bayesian fusion method
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conditional probability distribution is based on the Bayes rule, P(S|ay,...,anP(S|an+1,...aon),

and this distribution can be written as the product of conditional probabilities P(a,S) using

equation (3.13)

1 2N

P(S/ay,....ary) = zP(s) Iij(an /S) (3.13)

BFT is trained to estimate the prior and likelihood distribution and the constant value “Z” is
calculated from the training data set. These distributions are used to predict the output “S”
from the trained BFT. Where 1= m, P(ay,/S) is the likelihood, P(S) is the marginal
distribution, and P(S/ay,...azy) is the conditional probability approximated from the training
data sets. For every feature vector, the output “S” is given as a tag. The calculated conditional
probability data saved in a particular table is called conditional probability table (CPT). In this
method, I-V curve points are stored under different irradiation, and at temperatures under par-
tially shaded conditions. Hence, these are used as training sets. Irradiation values were changed
from 1000W /m? to 200W /m? with a difference of 50W /m?,and with temperature changed from
10 to 50°C with a range of 2°C in each combination between these groups. For PV modules, the
MPP values of voltages and current combinations were taken. These samples were deployed as
part of CPT training. The block diagram of the Bayesian fusion optimized proposed controller
is shown in Figure[3.5] as well as in the flowchart shown in Figure.

At this point, once the PV array system is under operating conditions, the feature vectors were
determined each time as evidence. By using evidence obtaining the conditional probability
as above equation(3.13)), conditional probability determined to the most credible state of “S”
was acquired, i.e. the most probable maximum output power with low steady-state oscillation,
more tracking speed, with fewer iterations and more efficiency was observed by combining
incremental conductance and Jaya algorithm was better compared to individual meta-heuristics

techniques

3.5 Simulation results and discussion

A PV system with 4 PV modules configured in series is connected to the standalone loads using
a boost converter shown in Figure. [3.I(a) which is considered for simulation studies. The
parameters of the boost converter and algorithms data values have been shown in Table [3.3]
The simulation outcome is executed by applying the proposed Bayesian fusion optimization
technique (BFT) to get the global maximum power point (GMPP) in MATLAB/SIMULINK
for three possible patterns shown in Table [3.2] under PSC.The performance of the proposed
method is evaluated by comparing it with existing methods such as incremental conductance

method, PSO method, and Jaya method. Three different case studies were performed with three
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different partially shaded conditions of the PV system as detailed below.
Case-(1): Simulation results with GMPP at the left side of the PV curve.
Case-(i1): Simulation results with the middle global peak of the PV curve.

Case-(ii1): Simulation results with GMPP at the right side of the PV curve.

3.5.1 Case-(i): Simulation results with GMPP at left side of the PV curve

In this scenario, the irradiance on each PV module is shown in Table [3.1 Here, PV module-
1 and PV module-2 are considered to have the same irradiance values thus leading to three
different characteristics that are generated from PV module, and the complete PV characteristics
of the PV system are shown in Figure. [3.2a). It can be observed that the maximum global peak
lies on the left side of the PV curve with maximum power being 114.1 W, while the other
peaks middle and right peak are local peaks (LP) of the PV array for the PV configuration.
The time response of the PV output while reaching maximum peak point using incremental
conductance, PSO, Jaya, and the proposed method is shown in Figure. [3.7((a). The incremental
conductance algorithm was able to track a maximum power of 110.5 W with the tracking time
being 0.39 s. Moreover significant steady-state oscillation and power loss while tracking MPP
were observed while using incremental conductance. The PSO-based MPPT method was able
to extract a maximum power of 111 W in 63 iterations with a tracking time of 0.43 s. With PSO,
the steady-state oscillations were significantly reduced compared to incremental conductance,
but there were increased oscillations during the tracki atng period. The power extracted by at
Jaya algorithm was 111 W and it took around 28 iterations with a tracking time of 0.19 s and

there were fewer oscillations.

The proposed method was also able to extract 113 W with a tracking time of 0.3 sec at global
peak of the left side peak. In the proposed technique, the tracking time,and steady-state power
oscillations fewer compared to other methods, as observed in Figure. There was almost
no oscillatory behaviour while tracking MPP compared to incremental conductance, PSO, and
Jaya technique, indicating the superior performance of the proposed Bayesian fusion technique.
The relative waveforms of the voltage and current are shown in Figure. [3.7(b),(c), and analytic

comparison is provided in Table [3.4]

3.5.2 Case-(ii): simulation results with middle global peak of the PV curve

In this scenario, the irradiance on each PV module is shown in Table [3.1] While the four peaks
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Figure 3.7: Simulation results with GMPP at left side of the PV curve

are available in the P-V curve, as shown in Figure. @Kb), it can be observed that a global peak
exists in the middle of the PV curve, whereas the rest of the peaks lift side of the PV curve
and the right side of the PV curve has been considered as local peaks, with maximum power
being 148.2 W. The time response of the PV output while reaching maximum peak point using
incremental conductance, PSO, Jaya, and the proposed method is shown in Figure. [3.8((a). The
incremental conductance was able to track the maximum power of 147 W, with tracking time
being 0.24 sec. Moreover, a significant steady-state oscillation and power loss while tracking
MPP were observed while using incremental conductance. The PSO-based MPPT method was
able to extract a maximum power of 147.6 W, in 79 iterations with a tracking time of 0.55
sec. With PSO, the steady-state oscillations are significantly reduced compared to incremental
conductance, but there were increased oscillations during the tracking period. The power ex-
tracted by Jaya algorithm was 147.6 W and took around 28 iterations with a tracking time of
0.58 sec and there were fewer oscillations. The proposed method was able to extract 147.5 W
with a tracking time of 0.27 sec global peak of the left side peak. In the proposed technique,
the tracking time, and steady-state power oscillations were fewer compared to other methods
as observed in Figure. [3.8] There was almost no oscillatory behaviour observed while tracking

MPP as compared to incremental conductance, PSO, and Jaya technique, indicating the supe-
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rior performance of the proposed Bayesian fusion technique. The relative waveforms of voltage

and current are shown in Figure. [3.8b),(c), and analytic comparison is provided in Table [3.4]
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Figure 3.8: Simulation performance with middle global peak of the PV curve

3.5.3

curve.

Case-(iii): Simulation results with GMPP at right side of the PV

In this scenario, the irradiance on each PV module is shown in Table[3.1] While the four peaks
are available in the P-V curve, as shown in Figure. [3.2]c), it can be observed that a global peak

exists at the middle of the PV curve, whereas the rest of the peaks on the left side of the PV

curve and right side of the PV curve have been considered as local peaks, with maximum power

is being 155 W. The time response of the PV output while reaching maximum peak point using
incremental conductance, PSO, Jaya, and the proposed method is shown in Figure. [3.9(a).The

incremental conductance was able to track maximum power of 153.8 W, with a tracking time

0.19 sec. Moreover a significant steady-state oscillation and power loss while tracking MPP

were observed while using incremental conductance. The PSO-based MPPT method was able
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Table 3.4: Simulation analysis of proposed Bayesian fusion along with incremental conduc-
tance, PSO and Jaya algorithms as for PV array systems of 4 series configurations

Methods to use Tracking | Maximum
, Rated Power at | Voltage at | Current at | Time at | efficiency
produce maximum | o W) | MPP, (W) | MPP, (V) | MPP(A) | MPP, | produce from
power (sec) PV %
Incremental
conductance 110.5 34.06 3.3367 0.39 96.84
method 114.1
PSO method Pattern. 1 111 34.08 3.176 0.44 97.2
Jaya method 111 34.08 3.262 0.29 97.2
MBOA 111 33.99 3.27 0.24 97.2
Proposed method 113 41.22 3.621 0.23 99.03
Incremental
conductance 147 50.59 2.889 0.24 99.19
method 1482
PSO method Pattern.? 147.6 49.65 2.85 0.55 99.59
Jaya method 147.6 49.65 2.975 0.53 99.59
MBOA 147.6 49.75 2.98 0.53 99.59
Proposed method 147.5 38.16 3.628 0.27 99.52
Incremental
conductance 153.8 72.5 2.13 0.19 99.22
method 155
PSO method Patterns.3 154.4 74.18 1.957 0.18 99.61
Jaya method 154.4 74.18 2.084 0.17 99.61
MBOA 144.6 53.47 2.71 0.89 93.29
Proposed method 154.7 45.7 3.43 0.07 99.80
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to extract a maximum power of 154.4 W, in 26 iterations with a tracking time of 0.17 sec.With
PSO, the steady-state oscillations were significantly reduced compared to incremental conduc-
tance, but there were increased oscillations during the tracking period. The power extracted by
the Jaya algorithm was 154.4 W and took around 26 iterations with a tracking time of 0.18 sec
and there were fewer oscillations. The proposed method was able to extract 154.7 W with a
tracking time of 0.07 sec at global peak on the left side peak. In the proposed technique, the
tracking time, and steady-state power oscillations were are fewer compared to other methods
as observed in Figure. 3.9] There was almost no oscillatory behaviour while tracking MPP as
compared to incremental conductance, PSO, and Jaya technique indicating the superior perfor-
mance of the proposed Bayesian fusion technique. The relative waveforms of the voltage and

current are shown in Figure. [3.9(b), (c), and analytic comparison is provided in Table [3.4]
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Figure 3.9: Simulation performance with GMPP at right side of the PV curve

3.6 Comparative study

The proposed method portrayed and improved tracking accuracy and speed to achieve GMPP

under dynamic response; there were minimal oscillations with almost negligible steady-state
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oscillation, and execution time was quicker compared to incremental conductance of [109], Jaya
algorithm [26]], and PSO [[125] to achieve the global maximum power point tracking of the PV
system. The problems in incremental conductance algorithm are step size, and instability when
there is a change in irradiance due to PSC. But PSO and Jaya algorithms show more oscillations
during the tracking period and PSO needs comparatively larger time and more iterations to
reach GMPP. The proposed method compares with MBOA [28]], as MBOA depends on one
tunning parameter or one random number; whereas the proposed method does not require any
tunning parameters and the random number, this makes the proposed algorithm more robust
in implementation. Moreover, the average efficiency of the proposed method is almost near
to that of MBOA, which is 99.45% and the response is fast to sudden load variations. When
compared with ARMO [29], the proposed method has GMPP tracking capability, simple with
high efficiency, more tracking speed, and less steady state oscillation with high reliability are
shown in Table
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Figure 3.10: Comparative results of, (a).Power,(b).Tracking time, (c). Efficiency. (d). Iterations

The proposed BFT method is ideally suited to track the maximum power under PSC condi-
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Table 3.5: Qualitative Presentation of the Proposed Bayesian Fusion with Existing GMPPT
Algorithms

PSO JAYA GWO MBOA | ARMO

T IC [109 P d

ype WM "oy |2y | o | 8l | o) ropose
Nurmber of — 3 2 1 1 2 0
tuning parameters
Number of L ) ) ) 1 | 0
random numbers
Average

99.55% | 98.8 % | 98.8% 98.75% | 99.87% | 99.85% | 99.85%

MPPT Efficiency 0 0 7 0 ’ ’ 7
R

espons.e t.o Slow slow slow slow fast fast Very fast
load variation
simplicity simple medium | medium | medium | medium | medium | simple
Tracki

racking High medium | medium | medium | medium | simple | simple
speed
Steady ) Yes No No No No No No
state fluctuation
GMP,PT o No Yes Yes Yes Yes Yes Yes
tracking capability

tions. The performance of the proposed algorithm in terms of simulation results of incremental
conductance, PSO, and Jaya is explained clearly. Three patterns were reviewed for compar-
ing the generation of current (I), voltage (V), and power (P) of all four algorithms on similar
time measures, shown in Figures. and [3.9] Efficiency, tracking time, tracking power,
and iterations against many patterns of the peak of the PV array of the entire four algorithms
have been shown in Figure. [3.10] In Incremental conductance, tracking speed is very slow and
tracking accuracy may track local MPP, where efficiency is very low and oscillation is very
high compared to the proposed Bayesian fusion algorithm. When compared to PSO and Jaya
algorithm, the iterations and dynamic oscillation are more compared to the proposed system,
comparison of the proposed method with the existing method shown in Table [3.4] The Qualita-
tive Presentation of the Proposed Bayesian Fusion with existing GMPPT algorithm is shown in

table 3.31
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3.7 Conclusions

In this chapter, a Bayesian fusion technique-based controller for solar PV systems was designed
for improved global maximum power point tracking under partially shaded conditions. The
proposed method is simple to implement,highly cost-effective, and could achieve quicker and
highly effective tracking performance compared to PSO, Jaya, and incremental conductance-
based tracking methods. BFT was established to assist the controller in overcoming the stag-
nancy at the local peak position under partially shaded conditions. BFT has the provision of
reverse probability that models uncertainty based on available observations. To reach GMPP,
the proposed technique depicts enhanced tracking time, reduces the number of iterations, and
is more efficient compared to many existing state-of-the-art techniques. This research could
be expanded to cover different aspects within renewable energy areas, such as using machine
learning to make a quick distinction in temperature difference(s), enabling efficient control of

different hybrid renewable energy sources like solar energy, wind energy, etc.
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Chapter 4

A Computationally Efficient Jaya Optimization for Fuel Cell
Maximum Power Tracking

4.1 Introduction

Global warming, gradual depletion of fossil fuels, and public awareness about carbon emis-
sions have made researchers explore alternate solutions for energy production. The use of
renewable energy resources(RESs), fuel cells(FC), biogas, and energy storage systems (ESSs)
are some alternate sources for power generation [126]- [[127]. The use of renewable resources
like FC, biogas, and energy storage devices are some such alternate sources for power gener-
ation. Among all alternate sources, FC have numerous advantages because of their modular
structure that provides improved reliability, flexibility, and scalability to the desired level of
power generation [48]. Additionally, electrolyzers can be used to convert surplus electricity
from RES towards hydrogen fuel generation, which can be stored and used to supply power
from FC during power deficient conditions [48]]. The entire operation of electrolyzers and FC
are pollution-free and emit almost zero greenhouse gases, as they use hydrogen fuel and atmo-
spheric oxygen as input and produce electricity and water as output through a chemical process.
The FCs have been classified into various types, including direct methanol FC, solid oxide FC,
molten carbonate FC, proton exchange membrane FC (PEMFC), alkaline FC, and phosphoric
acid FC. Among these, PEMFC are highly popular due to their superior performance character-
istics such as quick start-up, low weight, and optimum working temperature and can be used
for electric vehicles (EV) and residential applications [128]]- [[129]]. However the parameters for

determining acceptable marginal pricing in different locations [[130].

In FC, the output is sensitive to changes in operating temperature [131]], membrane water con-
tent(MWC), hydrogen gas pressure, and oxygen pressures [132]. For a constant temperature,
MWC, hydrogen gas pressure, and oxygen partial pressures, PEMFC show non-linear V — I
and P — I characteristics with a global peak power point for varying current as shown in Fig-
ure4.I(a). Hence, it is desirable to operate FC at maximum power point (MPP) to have im-
proved FC efficiency. This chapter’s primary emphasis is in the creation of a heuristic opti-
mization technique to achieve fast-tracking of global MPP with reduced oscillations in a steady

state.
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Figure 4.1: Fuel cell: (a) P—1I and V — I characteristic, (b) functional diagram

In this work, Jaya algorithm-based MPPT tracking technique without a PID controller is devel-
oped to achieve the PEMFC’s MPP. The proposed approach improves MPP tracking speed with
minimal oscillations for a given hydrogen and oxygen pressure. The key contributions of this

chapter are follows as:

Development of Meta-heuristic Jaya-based MPPT technique for PEMFC presented.

* Designing Jaya algorithm for PEMFC MPPT without using any additional PID controller.

Detailed comparisons with other methods to show the superiority of the proposed method.

Hardware realization of the proposed approach considering various real-time disturbances

and operating conditions.

4.2 PEMFC operation

In ideal conditions, the fuel cell has three different regions, (7). active polarization, (ii). Ohmic
polarization, and (iii). concentration polarization. A combination of three regions results in
polarization curves and the curves have three different characteristics in V — I curves as shown
in Figure. [4.1] (a). The electrical energy is extracted from FC only if the current is absorbed
by the loads which in turn results in a drop in FC voltage due to irreversible loss mechanisms.
Ideally, the Ohmic polarization curve region exhibits inverse slope characteristics in which the
FC is operated. The extension of the Ohmic polarization line towards zero current gives open-
circuit voltage V,,. From the Ohmic polarization region, it is clear that power increases with an
increase in current and reaches a peak and then the operation reaches the concentration region

in which power decreases with increased current (as in Figure. [4.1).

Further, the V — I and P —I curves are sensitive to FC parameters such as temperature (7'),
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Figure 4.2: P—1 and V — I curves at various fuel cell temperatures

membrane water content(WMC) (4,,), hydrogen partial pressure (Ph;), and oxygen pressure
(PO,). Figure[4.2) portrays, FC P—1I and V — I curves for (T') is varying keeping A, Ph; and
PO; are constant. Similarly, the FC characteristics under varying MWC (4,,), hydrogen gas
pressure (Phy) with other parameters being constant are shown in Figure and Figure.

respectively. All the curves show that the FC output power is a nonlinear function of current and

the curves are highly affected by cell temperature, membrane water content(MWC), hydrogen

gas pressure,and Oxygen pressure. A fast and accurate MPPT technique is required to regulate

FC current so that maximum possible power can be extracted for any FC parameter variation.

Thus, in this chapter, a Jaya-optimization-based MPPT control is developed, to ensure MPP

operation in the Ohmic region.
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Figure 4.3: Variation in fuel cell water content affecting P — I and V — I curves.

4.2.1 Constructing a DC-DC converter

The fuel cells are usually connected to the DC bus through a DC/DC boost converter to ensure

regulated output voltage, irrespective of load demand. The step-up interleaved converter [133]
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Figure 4.5: Block diagram of the proposed system setup

is also designed to ensure FC operation in the linear domain of V — I characteristics as there is
a possibility of damage to the electrolyte membrane when operated in the non-linear region of
V — I characteristics. Figure[d.5|portrays the closed-loop DC/DC converter [134]]. The param-
eters of the power converter are tabulated in 4.1} The duty of the converter is controlled using

the maximum power tracking controller. The output voltage for varying duty (d) is given by
equation (4.1):

Vo 1
= — 4.1
Vee 1—d “.D

Where Vi, V,, are the input, and output voltages, d is the Duty ratio.
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Table 4.1: Parameters of the proposed method and boost converter

Particulars Specifications

PSO Cimin = Cmin=1;, Cimax =
Comax =2 Wyin = 0.1, Wyee = 1

Boost L=04mH, Cy= Cyy = 100uF,

Con- F, = 10kHz, Variable Rheostat

verter load:100Q2 10A

Sampling For Simulation 7y = 10ms, For Ex-

Period perimental 7 = 200ms

4.3 MPPT algorithm

As explained before, the MPP of the FC changes within FC variables such as 7', Phy, PO,, and
Am. By using MPPT methods, one can find optimal current and voltage operating point that
can be obtained so that it has maximum output power with high efficiency for a given system.
In this chapter, a Jaya-based MPPT has been developed for an FC system with such a boost

converter coupled to the resistive load as shown in Figure 4.5}

4.3.1 MPPT through proposed Jaya algorithm

Jaya method is a recently developed meta-heuristic technique for addressing restricted com-
plicated non-convex optimization problems [[135]. This method is different compared to other
heuristic techniques as it takes only two popular parameters, namely, “number of iterations" and
“population size" as inputs, and the parametric values can be easily initialized for any optimiza-

tion problem making the utilization of Jaya algorithm simple and convenient.

The power output Pr¢ is considered as the objective function in the MPPT tracking of the FC.
Initially, a random population set D = {d},d, ...d,} of size 'n’ corresponding to duty cycle is
generated. For a set of duty cycles D, the power output Prc is obtained from the FC mea-
surements. Two intermediate variables, dj,s and d,,,s are defined to which the best and worst
function valued candidates are assigned, respectively [27], [[136]. In each iteration, the popula-

tion set is updated using the best and worst candidates. In Jaya algorithm, shown in Figure4.6|
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, the update rule of an i candidate in a k" iteration is given as:

d;ﬁ_l = dlk + 71 (dpess — d,k) — 12 (dworst — dzk) (4.2)

g ditt, if fdE) > fdf) 43
T\ i) < (b |

where d{‘ and a’l’-€+l represent the actual and upgraded values, dp,.; and d,,ors represent the best
and worst responses across all the candidates,r; and r; are random numbers between U|0, 1] the
expression ry (dpess — dlk) refers to the solution that is closer to the best, while ry (dyors — dlk)
refers to the worst solution to be avoided. The termination process is met, if the maximum pro-
portion of iterations is achieved or the difference between |dpes-dyvors:| < €.shown in algorithm

1.

Algorithm 1 Jaya optimization based MPPT tracking

1: while iter_count<iter_max do

2 initialize n, random set D= {d|,d>, ...,d, }, iter_max, iter_count

3 obtain Ppc = {Ppc(di) Vi=1,2, ,n}

4: assign dj,y = {d ) Ppc(d) = I‘naX(Ppc)} and dyors = {d = Ppc(d) = l’nin(Ppc)}
5: Update D using (4.2)) and (@4.3)

6: iter_count=iter_count+1

7: return(dp, ;)
8: end while

4.4 Simulation results

The proposed method implemented for the fuel cell system designed in MATLAB/Simulink
domain. The FC System includes 35 FC linked in series, a DC/DC converter, resistive load, and
a maximum power tracker. To evaluate the tracking performance and steady-state behavior of
the FC system using the proposed Jaya algorithm MPPT method, it is compared with traditional
P&O technique and meta-heuristic-based PSO MPPT techniques by performing various case

studies under different operating conditions and perturbations as given below.

Case-(i): MPPT Tracking for constant fuel cell parameter with (7 = 300K), (A, = 3),
(Poy = 0.8atm),and (Phy = 0.7atm) being constant.

Case-(ii): Change in membrane water content (A,,).
Case-(iii): Variation in fuel cell temperature (7).

Case-(iv): Variation in hydrogen gas Partial pressure (Ph; ), and oxygen partial pressure (Po;).
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Case-(v): Variation in fuel cell temperature (7)), membrane water content (A,,), and hydrogen

gas partial pressure (Phy) at the same time .

4.4.1 Case-(i): MPPT tracking for constant fuel cell parameter with
(T =300K), (A =3), Ph, = 0.7atm, Po, = 0.8atm being constant.

In this study, fuel cell temperature T = 300K, MWC A,, = 3, hydrogen gas pressure (Phy =
0.7atm), and oxygen partial pressure (Po, = 0.8atm) were taken and held constant. The respec-
tive P —1, and V — I behaviour of the FC system are shown in Figure[4.7|for the system param-
eters; MPPT tracking was using the done proposed Jaya algorithm, PSO, and P&O techniques
as shown in Figure 4.8] From the Figure, it is noticed that P&O algorithm took a considerable
amount of time to track MPP, and persistent oscillations were recorded using this algorithm due

to three-step variation around the peak point.

1200f
1000¢
S 800
2 600t
(a
400

200¢

0 20 40 60 8 0 20 40 60 80
(@ lrc (A) (b) lrc (A)
Figure 4.7: Fuel cell characteristics at T = 300K, A,,, = 3, Phy, = 0.7atm, Po, = 0.8atm (a) P—1

curve and (b)V — I curve

Although the MPPT using PSO shows a better steady-state behavior unlike P&O, the transient
behavior during the MPP tracking the system behavior is oscillatory, as shown in Figure4.§|
However, the proposed Jaya algorithm-based MPPT shows better transient and steady-state

behavior compared to other two methods. A detailed comparative evaluation is given in Table

A2

4.4.2 Case-(ii): Change in the membrane water content. (4,,)

In this case, fuel cell parameters such as hydrogen gas pressure (Phy = 0.7atm), oxygen pres-

sure (Poy = 0.8arm), and temperature (7 = 300K) are kept constant at the given values, where
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Figure 4.8: MPPT tracking of power, current, and voltage in normal operating conditions for
the proposed technique, PSO, and P&O techniques

there is variation in MWC. The variation in (4,,) as a function of time is shown in Figure(a)
in which WMC is A,, = 2.5, and at r = 1.5s, the MWC of the cell is assumed to be 3.5 held
at that value till r = 3s, after which the MWC attains a value of 2.5, and then is held constant
for the rest of the simulation time.Figure 4.9] (b) portrays the Jaya algorithm-based MPP track-
ing process on an FC P — I curve when the MWC is varied. Initially, when the MWC is at
Am = 2.5, the FC is operating at MPP point P; later when the MWC is suddenly changed from
2.5 to 3.5, the operating point shifts from P to Q; however, as Q is not an MPP, Jaya algorithm
moves the operating point from Q to R making it operate at MPP when MWC is brought back
to A, = 2.5.The operating point shifts to a new point R from S and as S is not an MPP, Jaya
algorithm tracks the MPP point and shifts operation back to point P as shown in Figure #.9/(b)
Accordingly, the time response of the output power, current, and voltage using Jaya algorithm,
PSO, and P&O MPPT techniques are displayed in Figure[4.10] From the Figure,it can be ob-
served that the proposed method has better time response, as well as tracking time as given in
Table

4.4.3 Case-(iii): Variation in fuel cell temperature. (7')

In this case, fuel cell parameters such as hydrogen gas pressure (Phy = 0.7atm), oxygen partial

pressure (Po, = 0.8arm), and MWC (A,, = 3) are kept constant at the given values while there

73



CHAPTER 4. MPPT FOR FUEL CELL SYSTEM Section 4.4

[~
o] 150 1 I
- - am=25 R
4 | — AM=251035 (1/
— AM=351t025
=100 T
2 o al
500
/
1 /
/
0 oL
0 1 2 3 4 5 0O 10 20 30 40 50 60 70
@ Time (s) () lrc (A)

Figure 4.9: Tracking the P — I characteristics of a fuel cell as water content changes (a) water
content variation (b) tracing the P — I curve as the water content varies.
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is variation in FC temperature. The variation in (T') with time is shown in Figl4.11](a) in which,
the initial temperature is considered as 7' = 300K, and at t = 1.5s, the temperature of the cell
is increased to 340K and maintained at that value till # = 2.5s, after which the temperature is
ramped down with a slope up to ¢t = Ss till the temperature reaches 300K, and remains so for
the rest of the simulation time. Figure 4.TT](b) portrays the Jaya algorithm-based MPP tracking
process on an FC P — I curve when the temperature is varied. Initially, when the temperature
changes from T = 300K to 340, the new MPP operating point changes from P to R using
Jaya algorithm, shown in Figure[4.T1] (b) Accordingly, the time response of the output power,
current, and voltage using Jaya algorithm, PSO, and P&0O MPPT techniques is displayed in
Figure[4.12] From the Figure it can be observed that the data matches what is shown in Table
4.2]

4.4.4 Case-(iv): Variation in hydrogen gas partial pressure (Ph;), and

oxygen partial pressure (Po;).
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Figure 4.13: Fuel cell P — I characteristic tracing change in hydrogen pressure: (a) hydrogen
pressure variation, (b) tracing the P — I curve as hydrogen levels vary pressure

This case deals with two different cases, case-(i) where hydrogen gas pressure (Phy), is con-
stant; in this case, FC parameters such as, Poy = 0.8atm, A,, = 3, and T = 300K are kept
constant at given values expect hydrogen gas pressure of FC (Phy), and, in case-(ii), oxygen
partial pressure Po, is kept constant; Phy = 0.7atm, A,, = 3, and T = 300K are held constant
at the given values expect oxygen pressure Po, of FC. The variation in FC (Ph;), with respect
to time, is shown in Figured.13|(a) in which,initial hydrogen gas is considered as Phy = 0.7atm,
and at t = 1.5s, the pressure of hydrogen gas of the cell is increased to Satm and held at that
value till # = 3s; for case-4 (Po,) the initial pressure of oxygen gas is taken to be Po, = 0.8atm,

and atr = 1.5s, the oxygen gas of the cell is increased to 5atm and held at that value till # = 3s.
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Figure 4.14: MPPT tracking of power, voltage, and current under quick deviations in hydrogen
gas partial pressure for the proposed technique, PSO, and P&O techniques

The MPPs for partial pressure of hydrogen gas were determined by Jaya algorithm which tracks
the MPP point and shift operation as shown in Figure4.13[b). The workings of the proposed
Jaya algorithm, PSO, and P&O MPPT techniques are displayed in Figure[4.14] when oxygen
partial pressure changes as shown in Figure 4.14]in Table [4.2]

4.4.5 Case-(v): Variation of fuel cell temperature (7)), membrane water
content (4,,), and hydrogen gas partial pressure (Ph;,) at the same

time

In this case, the parameter Phy, A,,, and T are changed during the period 1.5s to 3s as shown
in Figure[4.13(a). The temperature is changed from 300K to 340K, while the variation in Ph;
and A,,, are considered similar to earlier case studies. The sudden changes in the given pa-
rameters impact FC MPP; consequently the time response of the output power, current, and
voltage using the proposed Jaya algorithm, PSO, and P&O MPPT techniques are displayed in
Figure[4.15] The P&O shows transient behavior during MPP tracking, while the system behav-
ior is oscillatory, as shown in Figure .15 A detailed comparative evaluation is given in Table
4.2
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Figure 4.15: MPPT tracking of power, voltage and current under fast change of fuel cell tem-
perature, water content, hydrogen gas partial pressure,and oxygen partial pressure for proposed,
PSO, and P&O Techniques

4.5 Experimental results and analysis

The hardware prototype was developed using a fuel cell simulator linked to a power converter
that provides a resistive load. The MPPT algorithm along with the converter control was re-
alized through rapid prototype controller dSPACE (DS1104) which was interfaced through
MATLAB/SIMULINK. The dSPACE reads the system information through analog inputs taken
from the current sensor (LAS5 — p), and voltage sensor(LV25 — p), which are connected at
system measuring points. This was done through a FC simulator (Magna power simulator
(XR600 —9.9/415 4+ PPPE + HS). The complete hardware prototype model is shown in Fig-
ure .16 whose system electrical parameters are similar to simulation parameters given in Table
6.2] The FC simulator was loaded with a few predefined P — I characteristics which were used
in all case studies. To assess the efficiency of the proposed MPPT tracking scheme for FC, two

different scenarios were implemented in hardware as given below:

Scenario-(i) MPPT Tracking for Constant Fuel cell Parameter (T = 300K, Ph, = 0.81atm,
Po, = 0.85atm)

Scenario-(ii) Dynamics in Fast deviation of fuel cell temperature from (7" = 340Kto 300K),
hydrogen gas partial pressure (Phy = 0.7atm), and oxygen partial pressure (Poy = 0.8atm),

are kept constant.
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Table 4.2: Comparison of simulation control approaches with output power, tracking time, and

number of iterations of the fuel cell under different conditions

Cases Control Rated MPP MPP MPP Tracking Number of Efficiency
methods Power, W power, W voltage, V current, A time (s) iteration (%)
Ygllf}“ 980 25.01 39.22 _ _ 81.6
Case-1 P&O 11\/[21112; 1113.42 23.1 48.2 0.8 - 92.78
PSO 1125.2 23.2 48.5 0.18 6 93.76
Proposed 1189.7 23.8 49.99 0.12 4 99.14
Without 122221 27.1 45.1 _ _ 86.07
MPPT MPP=
Case-2 P&O LA2KW 1370.4 24 57.1 0.8 - 96.5
PSO 1376.11 24.1 57.1 0.445 15 96.9
Proposed 1411.02 24.37 57.9 0.04 2 99.36
Without 16045 281 57.1 _ _ 89.13
MPPT MPP=
Case-3 P&O | 8kW 1665.31 24.1 69.1 0.75 - 92.51
PSO 1743.84 25.2 69.2 0.14 5 96.88
Proposed 1785.6 25.3 70.58 0.04 2 99.2
Without 1134 27.01 42.01 _ _ 91.45
Case-4 MPPT MPP=
(Ph2 P&O L 2AKW 1141.93 23.3 49.01 0.81 - 92.09
changes) PSO 1189.44 23.6 50.4 0.14 5 95.92
Proposed 1233.94 23.96 51.5 0.045 2 99.51
Without 1101.65 275 40.06 — — 90.29
Case-4 MPPT MPP=
(PO2 P&O L22kW 1127.98 23.02 49 0.82 - 92.45
changes) PSO 1139.04 22.6 50.4 0.13 5 93.36
Proposed 1211.73 23.9 50.7 0.04 2 99.32
Without 18224 272 67 _ _ 80.63
Case-6 MPPT MPP—
(All P&O 2 26KW 2100 26.25 80 0.81 - 92.92
variations) PSO 21924 26.1 84 0.12 4 97
Proposed 2259 26.15 86.4 0.04 2 99.95

4.5.1 Case-(i): MPPT tracking for constant fuel cell parameter

In this case, fuel cell T = 300K, Phy, = 0.81atm, and Po, = 0.85atm are considered under

(T =300K, Phy = 0.81atm, Po, = 0.85atm)
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Figure 4.16: Experimental structure of the established fuel cell system.

normal operating conditions. For the FC parameters, it can be observed that the MPP of the FC
curve with maximum power is 98.4W. The time response of such fuel cell tracking output using
P&O, PSO, and the proposed approach even as it approached maximum point is illustrated
in Figure[d.17| The P&O algorithm has fluctuating power and can monitor a maximum power
of 79.9W with a tracking duration of 6s in steady state condition, as shown in Figure[4.17]
The PSO-based MPPT technique is capable of extracting a maximum power of 83.3W within 4
iterations with such a tracking period of 4s, with significantly decreased steady-state oscillations
than P&O but significantly higher transient oscillations when tracking the MPP, as shown in
Figure [4.17| The proposed approach is the ability to extract maximum output power of 85.85W,
which is slightly higher than PSO, and track MPP within 3 iterations with a tracking time of
1.75s, as shown in Figured.T7]An analytic comparison of all three MPPT methods for this
scenario is provided in Table d.3]

80



CHAPTER 4. MPPT FOR FUEL CELL SYSTEM Section 4.5

1 200V 2 SO00A/ 3 11.48s 2000s/ Stop 1 200v/ 2 50087 3 11.48s 2.000s/ Stop 1200V 2 5004/ 3 1.48s

2000s/ Stop

Y
[ ! | [
Il‘ | 17V L iy v
| T e e i »:F YT e ————— | ‘Vhfr-"-—ﬂ—_*—— .
.y —» Fuel cell SimulatorfON o Fuel cell Simulator ON in—L» Fuel cell Simulator ON | |
I 4.7A 1 4.9A !
I - P O S PP I | el I o] 5054
w,ﬁyjﬁ_ A A A A '_,. Gl maisa e L ﬂnm T
i | ! . il i ) |
¥ t Steady stat " k. ) i ¥ Steady state power I |
| _xoscillation 100widiv Steady State'i)oyver 83.3W [ro0Wdiv §5.85W 100W/div
! ~ N
e g A 'VJ B L s T
e ~< 1 4 e “ iL 7 i — k. — ~T~Tracking time| | :] N
6/sec Tragking time ()|} 4 _—— ‘ s Tihcking time (Ts)| & _— x \ L.75 sex iy \
. o | (Ts) o \

Figure 4.17: Experimental results under normal operating conditions

4.5.2 Case-(ii): Dynamics in fast deviation of fuel cell temperature (7 =
340K to 300K)
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Figure 4.18: Experimental fuel cell characteristics as a function of temperature (a) temperature
variation (b) P — I curve

In this case, we applied sudden deviation of FC temperature for verification of the proposed
Jaya algorithm on the FC system.Figure[4.18|(a) shows the temperature of FC. The change in
temperature proceeded from point P. The sudden temperature change (7 = 340K to T = 300K)
at the operating point changes from P to Q and as Q is not an MPP, Jaya algorithm tracks
the MPP point and shifts operation point to R at maximum power of (127W, and 98.4W) as
shown in Figure4.18| (b). For change of temperature condition, to track the maximum power,
P&O, PSO, and the proposed Jaya algorithm techniques were applied continuously to track the
maximum powers using these methods, with initial tracking times shown (112.5W,116.84W,
and 117.5W); the tracking times are (0.9s,4s, and 3.5s). When there are changes dramatically

in the FC temperature, the algorithm re-initializes the parameters and updates the new power
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Table 4.3: Comparison of three control approaches utilizing experimental data of output power,
tracking time, and number of iterations of the fuel cell under different conditions.

Control Rated Maxn.numfrackingNumberEfﬁciency
Cases Power, Tracking 0

Methods Time,s . . (%)

Power W iterations

Case-1 P&O 79.9 6 — 81.19
Normal PSO 98.4 833 4 4 84.65
condition Proposed 8585 1.75 3 87.24
Case-2 P&O 1125 09 — 88.58
Fast deviation PSO 127 116.84 4 7 92
of Temperature Proposed 117.5 3.5 5 92.51
(T =340K)
Case-2 P&O 84 0.9 — 85.36
Fast deviation PSO 984 84 3.5 6 85.36
of Temperature Proposed 85.6 2 3 86.99

(T = 300K)

based FC (84W,84W, and 85.6W) with a tracking time of (0.9s, 3.5s, and 2s) Accordingly, the
time response of power output, current, and voltage using the proposed Jaya algorithm, PSO,
and P& O MPPT techniques are displayed in Figure[4.19] it is evident from the data that the

proposed Jaya algorithm is superior to other algorithms.The comparative charts for the above

two cases in terms of power, tracking time, iterations and efficiency are shown in Figure {4.20

The proposed Jaya algorithm is compared to standard MPPT algorithms in the literature, shown

in Table[4.3] By comparing the present results to previous results, as shown in the table,

Table 4.4: Comparison of the proposed Jaya algorithm with existing MPPT algorithms

iabl P&O- F - P
Variab .es &O uzzy ANFIS [54] GWO roposed
\Technique | INCO [137] | PSO [49] -PID [54]] | Jaya method
Tracking Fast Moderate Low Moderate | Fast
level
Iterations | Nil >5 5 3 <3
Tuning = ) 5 3 2 1
Parameters
Initial

) Dependent | Independent | Independent | Dependent | Independent
particulars
Efficiency | Moderate High High High very high
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4.6 Conclusions

The Jaya algorithm-based MPPT controller of PEMFC was detailed in this chapter in the con-
text of enchancing output power and efficiency under varying operating scenarios. When com-
pared to certain contemporary MPPT approaches, the proposed (Jaya algorithm) technique has
a greater degree of flexibility. In Jaya-based MPPT, the oscillation was observed to be minimal
at a steady-state compared to P&O and PSO, as Jaya algorithm preserves global peak solution
once the optimal point is achieved and until there is a change in operating conditions. The re-
sults indicated that the proposed approach is useful for tracking the optimized power of Fuel
cells in an appropriate and timely manner. The performance of Jaya based MPPT was tested
and evaluated using five different instances of operating conditions. The Jaya algorithm’s output

was compared to PSO and P&O approaches.

In the first case, a normal operating scenario, the temperature, MWC, hydrogen gas pressure,
and oxygen gas pressure were T = 300K, A,, = 3, Phy = 0.7atm, and Po, = 0.8atm, respectively
and were considered for which the maximum possible power of the FC and the related tracking
time was obtained as 1189.7W and 0.12s, respectively. The maximum power ratings obtained
for PSO, P&O, and without MPPT were accordingly 1125.2W, 1113.42W, and 980W. When
compared to PSO, P&O, and without MPPT, the Jaya approach improved maximum power by
a percentage of 5.4%, 6.4%, and 17.62%, respectively. Jaya, PSO, P&O, and without MPPT
tracking algorithms relative tracking efficiency were observed to be 99.14%, 93.76%, 92.78%,
and 81.6%, respectively.
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Chapter 5

Energy Management Strategy for Standalone DC Microgrid
System with Photovoltaic/Fuel cell/Battery Storage

5.1 Introduction

Increased focus on eco-friendly distributed generation has led to developments in microgrid sys-
tems, which provide additional reliability and flexibility over conventional power systems [/138]]-
[139]. Microgrids are described as a cluster of distributed generation, energy storage devices,
loads, and distribution networks. Microgrids can be operated in AC, DC, or AC-DC depend-
ing on the generation and nature of load [140]- [141]. However, attention to DC microgrid
is increasing as it has reduced conversion stages in generation (PV, Wind, Fuel Cells, Bat-
teries, and load) and increased efficiency in DC load appliances (LED lighting, BLDC fans,
and inverter-driven appliances like refrigerators, air conditioners). But any poorly managed
standalone microgrid is always prone to reliability issues and increased operational costs. To
achieve improved performance, reliability, and longevity of BESS, efficient energy manage-
ment strategies (EMS) are required, which regulate power flow between sources and BESS
to meet the load demand.These strategies may include a state machine approach, traditional
proportional-integral (PI) control, fuzzy control, external energy optimization, equivalent mini-

mization, and frequency decoupling authority [[142].

5.1.1 Features of proposed EMS and control

In this chapter, an EMS for PV/fuel cell/ battery energy storage-based DC microgrid is devel-
oped to overcome existing challenges. This approach achieves the goals in a coordinated man-
ner while regulating the fuel cell output power based on SOC and regulating hydrogen pressure
and oxygen pressure while maintaining pressure difference minimum to keep battery state of
charge(SoC) within acceptable limits and also ensuring efficient operation. The approach sug-
gested classifies the complete system operation into nine possible operating states based on the
battery bank’s state of charge, the system’s net demand power, and source output power. The
following are the key contributions of the proposed standalone microgrid EMS:

* A de-rating strategy for a PV system is designed to effectively overcome the deep charg-

ing of batteries under light load conditions.
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* The fuel cell power output power is controlled as a function of the battery’s SoC to opti-
mize the effective utilization of hydrogen fuel under light/medium loaded conditions and

to minimize deep discharge of the battery under heavily loaded conditions.

* A reverse sigmoidal function-based BESS SoC is used to provide smooth regulation of

fuel cell output power.

* Real-time perturbations and operational conditions are considered in the hardware imple-

mentation of the proposed method.

* Improved reliability by adjusting fuel cell hydrogen and oxygen pressures to enhance the
fuel cell output power, and FC is operated at the maximum power point (MPP) to satisfy

additional load demand.

5.2 System configuration and control

5.2.1 DC microgrid configuration

The schematic representation of DC Microgrid with PV, fuel cell, and BESS is shown in Fig-
ure@ In this scheme, the PV and fuel cell are connected to the common DC-link through
respective DC/DC boost converters while BESS is connected through a DC/DC bi-directional
converter. The bi-directional converter enables the charging and discharging of BESS and it
is designed to tackle power mismatch between the sources (PV, fuel cell) and the load. An
EMS for PV, fuel cell, and BESS is developed to minimize sources and load power mismatch
to ensure longevity [[143]] of BESS and efficiently utilize hydrogen fuel. In the DC microgrid,
the PV system is expected to operate either in MPPT or off MPPT (de-rated) based on BESS
State of Charge (SoC) and load demand. The fuel cell’s output power is regulated based on
battery SoC. As the fuel cell output power also depends on hydrogen and oxygen pressure,
the pressure is increased to a limit while keeping the pressure difference minimum to meet the
additional load demand, (especially under peak load conditions). The output power of the solar
PV systems, fuel cell, and BESS sources is controlled with their respective local controllers as

per commands provided by the proposed EMS.

5.2.2 Solar PV local control

Solar PV systems [144-146] are usually expected to operate at MPP. However, in the standalone
DC microgrid system, the PV system is expected to operate either in MPPT mode or off-MPPT
(de-rated) mode, as commanded by the proposed EMS (discussed in Section.5.3). For MPPT
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Figure 5.1: Solar PV-fuel cell-battery based standalone microgrid system with, control and
energy management strategy (EMS)

operation, the conventional perturb-and-observe (flow chat) MPPT [I]] shown in Figure[5.3]is
used to track the maximum power point by taking V), and I, as inputs, . For off-MPPT mode,
the operating point of the PV system is shifted to the right side of the MPP (as shown in Fig-
ure[5.2) that curbs PV output power to meet energy balance requirements in the system. This is

achieved by varying boost converter duty cycle (D)) using conditional logic given in equation

(©.1).

Dlo,lvd +ADpV7 if va — Pload < 0
Dpy = D9 —AD,,, else if Py, — Plpaq > 0 (5.1)

old ;
D7y otherwise

Usually, under normal operating conditions, i.e., when SoC < S0Cy,4y, the PV system is operated
in MPPT mode by extracting maximum possible solar power. But, when SoC > SoC,,., the
proposed EMS sends a status signal S,, = 0 to PV controller indicating off-MPPT operation.
Thus, the control now deviates from MPPT and operates at reduced output power, which is

equal to load power, thereby avoiding the deep charging of the battery. It is to be noted that
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Figure 5.2: Solar P-V and V-I characteristics

during off-MPPT, PV systems are operated on the right side of the MPP curve (as shown in
Figure. [5.2) so to have a low deviation in PV voltage V),,. This will support stable voltage

operation in the microgrid.

5.2.3 Control technique of the proton exchange membrane fuel cell (PEMFC)

model

Practical fuel cells cannot achieve these maximum electrical efficiency values due to the pres-
ence of internal resistance losses and other losses. Fuel cell was efficiency calculated using

equation (2.23) for varying output power as shown in Figure[5.4(b).

A practical fuel cell operating near its maximum power output might be able to produce only
154kJ of electricity per mole of hydrogen consumed, with the rest of the heating value appearing
as heat produced by the fuel cell. The calculation for such a fuel cell is 154kJ /mole285.8kJ /mole
efficient (HHV). However, the remaining 46% of the energy produced can be recovered from

the fuel cell system as co-generated heat [99], [[101].

As observed from Figure, [5.4(c). fuel cell system efficiency is low for low value of output
power and it sharply increase with an increase in output power, up to a value of P,;,. Beyond
the output power, although the rate of increase in efficiency with output power is positive, it is

very small in magnitude. In this curve, the peak efficiency value (Py emax) is observed when the
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fuel cells system output power is Premqx. On further increase of output power, the efficiency is
reduced with a small negative slope magnitude. From these efficiency characteristics, it can be
observed that fuel cell system efficiency is merely constant when the output power of the system
is between Prepin and Prepayx. Even at the MPP point, the efficiency is observed to be 7% lower
than its peak value. Thus, taking this advantage the proposed strategy can be easily employed
by maintaining the fuel cell minimum power, i.€., Prepin (Or power corresponding to the nose
point in the efficiency curve), when batteries are overcharged and power balance is achieved
by derating PV. During normal operation, the fuel cell is operating using a reverse sigmoidal
function, delivering power between Prepin 10 Premax. The reverse sigmoidal characteristics are
modified accordingly to fit within the output power limits these ranges. Further, the different
efficiency curves under different operating pressures of hydrogen and oxygen are also shown in
5.5

5.2.4 DC-Link voltage controller by using BESS

In BESS, a bi-directional DC/DC converter is employed to regulate common DC-link volt-
age. As BESS is regulating DC-link voltage, any power imbalance between sources and load
demand is taken care of by BESS. The conventional cascaded voltage and current controller
scheme [139] is adopted for BESS as shown in Figure The measured dc-link voltage (vg.)
is compared with a reference voltage signal (v4c. ) and fed to a PI-based voltage controller. The

output of the controller is considered battery reference current (i} ,,) and given in equation(5.2)

and (5.3));
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Av(t) = Vdcref(r) — Vdc(t)> (5.2)
i;;at (l‘) = kpAV(t) + k; /AV(Z‘) dt — ipv(t) — ifc(z)- (5.3)

Here k;, and k; are the gains of voltage PI controller.

The battery reference current is limited using saturation limits to avoid any prolonged over-
current that can damage BESS converter switches. The battery current (iz,) measured is then
compared with reference current signal (i, ) obtained and fed to inner current PI controller
which in turn provides duty-cycle (Dp,, ) as output. A PWM generator is used to generate the
switching pulses that trigger bidirectional converter as per the duty cycle (Dp,, ) obtained from

the controller, as shown in Figure[5.6]

5.2.4.1 Designing of BESS controller

For PI regulator of the battery, voltage controller dynamics is very slow compare to current
controller dynamics, and switching frequency ( fs,, = 20KHz). The current controller gains are
calculated based on filter inductor inductance (Ly) and resistance (Ry) and converter switching
frequency (fw). First, the current controller is designed to have a bandwidth lower than the

switching frequency.

Thus, the current controller time constant (7;) is chosen such that it greater than the settling
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time of switching frequency, i.e,

10

To=—— 5.4
C Z*E*fsw’ ( )

The proportional(K),.) and integral controller (K;.) gains of current controller are calculated
using the pole zero cancellation approach. The zero of PI controller (K,.s + Kj.) should cancel

the pole of the system due to series filter Lfs—1+Rf' Thus

Ly
Ky).=— 5.5
re = (3.5)
Where, Ly= inductance value (Henry)
R
Kie =/ (5.6)

Where, R = inductor resistance (ohms)

Similarly, the voltage controller is designed with lower bandwidth than the current controller.
Let 7, be time constant of voltage controller which should be greater than the settling time of
the current controller. 7, = 5 to 10 times of 7, (settling time 7)

Now the proportional (K,,) and integral (Kj,) gains of voltage controller are calculated by
fixing one of the gains to a constant and having time constant 7,,. Thus assuming K;, = 50, k,,

is calculated as follows:
K, =T, *K;, 5.7

It needs to be noted that if iy, is positive while Av is positive, the input power to the dc-link
is greater than that of the output power, and vice versa. Thus the DC-link voltage is raised
or reduced to make the net power imbalance and voltage deviation across the DC-link zero.
Typically, when the load demand is high, and the battery SoC is greater than battery SoC,;,, the
bidirectional converter operates as in boost mode (discharging mode) supply when using power
from the battery. When load demand is low, and battery SoC is less than the upper limit, the

battery operates in buck mode (charging mode or floating mode).

5.3 Energy management strategy (EMS)

In this chapter, to efficiently utilize sources (PV, fuel cell, and BESS) for supplying load de-
mand, to improve longevity, and to ensure minimum consumption of hydrogen, an EMS scheme

has been proposed. Here, a rule-based controller scheme is implemented for EMS by consider-

93



CHAPTER 5. ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC MICROGRID SYSTEM Section 5.3

Bidirectional buck -

Y
Y

DC Micro grid

Battery

boost converter
Gatet

pulses|
PWM Generator
(DC-DC)
A
t Duty

----------

PI controller Gain

v,
EH"‘\};‘f pisy ey VeV

Saturation
Limit

Figure 5.6: DC-link Voltage Controller by Using PI Controller

ing load (Pyy4q) and battery SoC level. The proposed system for EMS is shown in Figure. [5.8]
In EMS, Battery SoC is monitored and the operating points for all the sources are calculated to
maintain SoC within limits while regulating the DC-link voltage at nominal value. In all op-
erating conditions, S, represents PV status that is fed to PV local controller (S,, = 1), which
represents MPPT operation. while (S,, = 0), represents off-MPPT operation. The PV system
is typically operated at MPPT. For efficient operation, fuel cell is typically operated in de-rated
(off-MPPT) to have not much difference of efficiency. The fuel cell operating power refer-
ence signal is obtained using a reverse sigmoidal function of battery SoC (shown in Figurel5.7),

which is mathematically formulated as given in equation [5.§]

exp(a(B —SoC))
e T exp(a(B — S0C)

P}‘C = P (5.8)
Here « is saturation constant, 3 is the mid-value of SoC limits (typically chosen between 45% —
55%) and Pfcmay 18 the maximum possible power generation for P, and Fy, of the fuel cell.
Based on power mismatch between the sources and load (Ppy, + Pre — Pioqq), the DC microgrid
operation can be broadly classified into two different modes of operation, (i) Excess Generation
Mode (EGM). and (ii) Deficit Generation Mode (DGM) as shown in Figure[5.9
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5.3.1 Excess generation modes: (EGM)(P,, + Prc > Piyqq) (modes: 1-5).

In EGM, the sum of average power from PV (P,,) and fuel cell (Ps,) is greater than P,,,,; under
this, five operating modes are possible as shown in Figure. [5.9}

Mode: 1 & 2 (SoC < SoC,in): In these modes, the objective of EMS is to increase SoC of the
battery to bring it within limits. Hence, in both modes, the PV and fuel cell systems are always
operated at MPP for a given solar irradiance ,hydrogen and oxygen pressure, respectively. In
mode:1, when Py, > Py,max, Po, 2 Poymax 1-€., P, P,y are held constant at maximum value,
which means that the fuel cell output power is at maximum rating, Py,, and FP,, difference is
maintained at minimum value. The fuel cell continues to operate at the same point maintaining
maximum power level till SoC increases beyond the lower limit. In mode: 2, when Py, < Py, 4y,
Py, < Poomax, the power of fuel cell (Pfc) is slightly increased as per reverse sigmoidal function
given by to operate it at maximum fuel cell power mode, hydrogen, and oxygen pressures

Prymaxs Poymax 80 as to ensure fast charging of BESS.

Mode: 3 & 4 (SoC > SoCayx): In mode:3,the PV is operated in off- MPPT (derating) mode to
ensure that BESS is either in floating mode or discharging mode. In mode: 3, when P, > P,,,
i.e., the fuel cell generates derated power for supplying (Py,),with (P,,) minimum value; the
EMS continues to maintain minimum power till battery SoC falls below SoCqy. In mode:4,
when Py, < Pjyuq, PV operating in MPPT mode, fuel cell supplied power as per the reverse
sigmoidal function (5.8)), shown in Figure[5.7|to ensure that battery operates either in floating

mode or in discharging mode.

Mode: 5 (SoCyin < SoC < S0Cpayx): In mode: 5, the PV is operated in MPPT mode while the
fuel cell operates based on reverse sigmoidal function and charges the battery SoC to have a

DC-link power balance and maintains DC link voltage nominally with reference to vycre -

5.3.2 Deficit generation modes (DGM): (P, + P < Piyqq) (Modes:6-9).

In DGM, the sum of powers from the sources PV (P,,) and fuel cell (Py) is less than load
demand (P},,4). Under DGM, there can be four operating modes, as shown in Figure[5.9

Mode: 6 & 7 (SoC < SoC,in): The PV system and fuel cells are run at MPP in modes 6 and
7, respectively, for a given amount of solar irradiation and hydrogen and oxygen gas partial
pressure. In mode 6, when Py, > Pimax, Poo > Poymax 1.€., Py,, P,, are maintained constant

at maximum value; it signifies that fuel cell output power is at maximum rating, and P, F,,
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different is kept to a minimum value. Furthermore, if the load demand is not met using both PV

and fuel cells, optional loads are shed. This ensures that BESS doesn’t discharge extensively.

In mode: 7, when Py, < Py,maxs Po, < Po,max the power of the fuel cell Py slightly raised
according to reverse sigmoidal function provided by equation (5.8)) to operate it at maximum

hydrogen, and oxygen pressures Phy,qx, Poymax SO as to ensure quick charging of BESS.

Mode: 8 & 9: For modes 8 and 9, PV was operated at MPP in modes 8 and 9. In mode 8, battery
SoC > S0Cyayx or SoCyin > SoC > SoC,.y; in this condition the fuel cell was supplied based on
the reverse sigmoidal function shown in Figurel5.7] and the battery discharges up to above the
lower limit. In mode: 9, when SoC,i, > SoC > SoC,.x, PV operated at MPPT mode, battery
SoC maximum so it discharged up to the minimum level of battery,and the fuel cell provided the
load power based on reverse sigmoidal function as shown in Figure[5.7; PV power,and battery

power,were kept constant to maintain the load demand continuously.

5.4 Stability analysis of proposed microgrid

The stability of the DC microgrid while regulating dc-link voltage is analysed in this section.
As the dc-link voltage controller remains the same in all control operating modes, stability is
analysed by considering DC-link voltage as system output and its controller is designed so as
to have sufficient phase margin to the system open-loop transfer function. As BESS uses bidi-
rectional boost converters, the transfer functions of the converter system are derived from the

inductor current and capacitor voltage dynamics using equation and (5.10)), respectively.

di t

meu;—c;t() = Vbar — (1 - dbat>vc'bat (5.9)
dv t } . . .

Cbatcg—a;() = (1 _dbat>lLbat_ (_lload+lpv+lfc) (510)

The voltage control transfer functions [[147]], are generated using the state space averaging ap-

proach as follows:

G . A‘9bat (S) _ (1 - Dbat)vdc — LparlLpars 511
Avdbar — 7 - 2 Lbatibat 2 ( ’ )
dbat (S) Lbatcbats + TS + (1 _Dbat)
Moreover, the current control transfer function is computed as follows:
Iir (s CoparViaes +2(1 = Dyt
izatdbat _ /l\ba,( ) - obatVdcS + ( bat) Lbat (512)

dbat(s) B Lbathatts2 + Lb\(ﬁ;ﬁms"i_ (1 _Dbat)2
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Figure 5.10: Stability analysis of feedforward loop system

The simplified transfer function model with feedback control loop of BESS system is shown in
Figure[5.10] Here, it is noted that the disturbance caused by exogenous inputs (ipy, ifc, and ijpuq)
are eliminated using the feedforward loop [[147] shown in Figure. [5.I0] The battery current
control loop is designed for a bandwidth of (5 — 10)(bps) less than the switching frequency, so
that the controller action towards switching transients is avoided. The loop gain of the battery

current control loop is given by:
Li,op = Pl -Gl;x -H) (5.13)

and the transfer function of a closed loop current control loop is:

L. — PIiZat ) GIiZat ( 5 1 4)
el 1 + PIiZat ’ GIiZat ' Hl .

The inner current controller PI gains were assigned using MATLAB/SISO toolbox. In the
battery, inner current loop was designed with a bandwidth of 5000rad /s to ensure fast operation
of battery during load transients and the phase margin was selected as 60° to provide sufficient
damping and exhibit stable closed-loop operation. Figure. [5.T1] depicts the bode diagram for

such compensated and uncompensated battery current loop systems.

Similarly, the loop gain for the simplified voltage-controlled battery system is given by equation

SR Lyyop = Liyc-Gvi_-Ply, (5.15)

The outer voltage controller is designed with a loop bandwidth of 500rad /s and phase margin
of 60°. The Bode plot with and without compensator is shown in Figure/5.11] The blue line
represents the uncompensated system, whereas the red line represents the proposed accurate
model [148]].
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Table 5.1: System Parameters

Simulation | Experimental
Parameters Name
Parameters | Parameters
Specification for Solar PV at STC (1000W /m?,25°C)
Power at MPP (W) 54.69 70.2
Voltage at MPP (V) 16.88 31.2
Current at MPP (A) 3.24 2.25
Voltage at Voc (V) 21.1 39.36
Current at Isc (A) 3.6 2.5
No of cells 48 96
Each cell Voltage (V) 0.44 0.41
Input capacitor Cj, S00uF S00uF
Output capacitor C,,; 500uF 500uF
Inductot (L,y) 4mH,0.001X | 4.5 mH
Specifications of PEMFC
Rated Power(W) 230 50
Number of Cell 48 20
Purging at a Voltage (V) 12 12
A(em?) 27 25
lum 127 135
Jnax(mA Jem?) 6.5 -
Phy Pressure (bar) llg'gg ) zfé)(as P00 - 5.021
Temperature 343.15- 5° to 30°
353.15 (K)
Purity of hydrogen > 99.995% | > 99.995% of
of dry P, dry P,
Shut down for over current (A) | 12 12
Shut down for low voltage (V) | 12 12
shut down at over temp - 65°
Time taken for start up immediate < 30s at ambi-
ent temp
Efficiency 46% 40%
Input capacitor Cj, S00uF S00uF
Output capacitor C,,; S500uF S00uF
Inductor (Ly.) 4mH,0.001X | 8.5 mH
Specification of BESS
Battery choice lead—acid lead—acid bat-
battery tery
Rating in Ampere hour 120 Ah 120 Ah
Nominal Voltage 12V 12V
Charging rate 1 C/10 C/10
Capacitor (Cpg) W000uF 500uF
Inductor (Lpg) 4.8mH,0.001X7.2mH
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Figure 5.11: Bode plot for (a) current control loop,and (b) voltage control loop

5.5 Simulation studies

The efficacy of the proposed EMS was evaluated by simulating the DC microgrid system as
shown in Figure[5.1in MATLAB/Simulink. The specifications of the PV systems, fuel cells,
and battery along with their respective converter and control parameters used in simulation
studies are detailed in Table. The fuel cell generates a maximum output power (Pfcmax =
220W) for a maximum safe hydrogen pressure range (P,, = 5.02bar). The hydrogen pressure
of the fuel cell cylinder was controlled through pressure control valve detailed in section.5.2.3.
BESS was controlled using the cascaded control loop method for DC link voltage regulation.
In this, the inner current controller was tuned using pole-zero placement approach and the outer
voltage controller was tuned using the symmetrical optimal method. The upper and lower limits
of battery SoC were considered as S0C,,,4x = 80% and SoC,,;;, = 20%. and the EMS was designed
to operate the battery within the limit of SoC. Further, for all test scenarios, the resistive loads
were considered across the DC link and BESS local controller and it was designed to maintain

DC link voltage at a reference nominal value of vy, r=100V .

5.5.1 Case-(i) (SoC = 80%):

In this scenario, the battery SoC was close to its upper limit S0Cyqy, as shown in Figure[5.12{(b).

For these conditions, the performance of the proposed EMS was evaluated under varying load
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Figure 5.12: BESS SoC = 80% with load changes (a) Load power (P 4q), (b) Battery SoC(%),
(c) PV power (P,,), (d) Hydrogen pressure (P, ), and Oxygen gas pressure (P,,), (¢) Fuel cell
power (Py.), and (f) DC link voltage (V)

conditions. The initial load on the DC microgrid was Pj,,; = 280W, and battery SoC was at 80%
as shown in Figure[5.12{a) and [5.12|(b). As the battery SoC was at its upper limit, to avoid deep
charging of the batteries, the proposed EMS, sends an S, = 0 signal to PV local control that
makes PV operate in load follower mode for avoiding further charging of the battery. During
this cycle, the hydrogen pressure is maintained at a minimum value based on reverse sigmoidal
function output and the DC-link voltage is maintained at 100V by BESS controller. At time
t = 3.5s, the total load P,y in DC microgrid is increased to 614W (Figure[5.12a)). As the load
demand is increased, the battery starts discharging, and SoC falls below its upper limit. based on
this data, the proposed EMS provides PV MPPT on signal (S, = 1) to PV controller and enables
MPPT operation as shown in Figure[5.12{c). However, as the load P),,; = 614W is greater than
PV MPP output power P, = 430, BESS continues to discharge by supplying P, = 140W.
During this phase, the fuel cell is still supplying at a minimum generation of around Prepin =
38W as shown in Figure[5.12(e). Atr =9.5s, the load demand is reduced to 280W which results
in the battery discharging till SoC < SoC,,,x. When BESS SoC reaches the maximum limit, the
proposed EMS sends off-MPPT signal to PV controller and makes PV operate in derated mode
with output power condition Py, = Pj,,4 as shown in Figure@c). Again, at t = 18s, the load
demand increases to 380W, as SoC > 80%; the PV continues to operate at off-MPPT, PV output
is equal to load demand. During this phase, the battery is operated in floating mode, and the

fuel cell at minimum generation mode as shown in Figure[5.12]
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Figure 5.13: Minimum BESS SoC = 20% with load changes: (a) Load power (P,y44), (b) Bat-
tery SoC(%), (c) PV power (P,,), (d) Hydrogen pressure (Py,),and Oxygen gas pressure (P,, ),
(e) Fuel cell power (Py.) , and (f) DC link voltage (V)

5.5.2 Case-(ii) (SoC = 20%):

In this case, the battery SoC is near its lower limit (SoCy,;,) as shown in Figure b). Under

these conditions, the performance of the proposed EMS is evaluated for varying load condi-

tions. The initial load on the DC microgrid was Pyq > Ppy + Pfc, and battery SoC was at
20% as shown in Figures[5.13(a) and [5.13(b).The proposed EMS operated PV and fuel cell
system in MPPT mode and fuel pressure was maintained in minimum mode as shown in Fig-
ure[5.13(c),(d), and (e), and the battery discharged to maintain the load demand while also
avoiding deep discharging of the batteries. The optional load was shed at t = 2s with the net
load being P, = S00W. The battery started to charge. Further, the charge at r = 8s led the

load to being further reduced to P,,,; = 400W battery at a faster rate. At ¢ = 14s the load in-

creased and reached Pj,,q = 790W, During this time, BESS discharged to maintain the load

demand. Atr = 20.5s, to avoid deep discharging, the load demand was again reduced as shown

in Figure[5.13]
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Figure 5.14: Minimum BESS SoC = 40% with PV Shaded Condition: (a) Load power (Pyqq),
(b) Battery SoC(%), (c) PV power (Pp,), (d) Hydrogen pressure (Py,),& Oxygen gas pressure
(Py,), (e) Fuel cell power (Py.) , and (f) DC link voltage (V)

5.5.3 Case-(iii) (SoC = 40%):

In this case, load demand was maintained constant (P,,; = 670W) as shown in Figurea).
Initially, the battery SoC was considered at 40% within limits of SoC,,;, and SoC,,, as shown
in Figure[5.14(b). During this phase, PV was operated in MPPT mode, and the fuel cell power
reference was obtained from reverse sigmoidal function of BESS SoC at PJZk o~ 0.84Pcmax =
193.2W. BESS was operated in discharging mode with P, = 51W to maintain the load demand
as shown in Figure@f). At 4s, due to cloud shade, PV output power was reduced to Py, =
360W as shown in Figure. @Kc), and fuel cell output was held at Py, = 193.5W as shown in
Figure. [5.14(e). The additional load demand was met the battery P, = 120W with increased
rate of discharge as shown in Figure [5.14(b). At time # = 9s, the solar PV system irradiance
was restored due to which the battery discharging rate reduced as depicted in Figure[5.14|(b).

5.6 Experimental results

The proposed EMS was validated using a hardware DC microgrid prototype model shown in
Figure[5.15] The schematic diagram of the hardware prototype is the same as shown in Fig-
ure5.1] with different ratings, tabulated in Table[5.I] A programmable PV simulator (Magna
power electronics XR 250-6.0/200+PPPE+SL) was used to replace the PV system; PEMFC
(H-50 Horizon) with hydrogen pressure (P,,) ranging from 1-5.02 (Bar) performed at 12V,
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Figure 5.15: Experimental setup.

4.1A, and 40% efficiency, and two series-connected 12V /120Ah lead—acid batteries were used
as sources, The local controllers of the individual source and the proposed EMS were imple-
mented in dSPACE-DS1104 controller. The system was designed to maintain DC-link voltage
at reference Vy.r.y = 48V. Further, LEDs and incandescent bulbs were used as the DC loads in
this system as shown in Figure[5.13]

5.6.1 Case-(i) (SoC = 80%):

In this case, the performance of the proposed EMS was evaluated for varying load conditions
while the battery SoC was near its upper limit with SoC ~ 80%, as shown in Figure[5.16] Initial
Piogq = 80W, Py, = 70W, and Pr. = 2W. AS Pyuq > Ppy + Py and SoC = 80%, the proposed
EMS ensured that MPPT operation for PV and fuel cell was in minimum power operation mode
so that the battery discharged by supplying additional power Py, ~ 8W. At the time, 1, the
total load was Pj,q¢ in DC microgrid, and it decreased to 73W (Figure. [5.16] (a)). Even though
the load decreased, Pjyqq > Ppy + Pyc, the PV and fuel cell showed similar operation to that in
the pre-disturbance phase. However, the battery output power (P,,,) reduced to 1W. At time 1,
the load was brought back to its initial value, which made all sources deliver the same output

power as provided during the initial operation.
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Figure 5.16: BESS SoC = 80% with load changes:(a) Load power (P;,,4) PV power (P,,) Fuel
cell power (Py.), and (b) Battery SoC(%), DC link Voltage(Vy,)

5.6.2 Case-(ii) (SoC = 80%:

In this case, the load demand was held constant at (P, = 72W) and PV was shaded from 7,
to t, as shown in Figure (a). Initially, as Pjyqq > Ppy + Pr. and SoC =~ 80%, the PV was
operated in MPPT with output power P, = 70W; the fuel cell was operated at minimum power
with Py, = 2W and the battery was in floating mode. At 7y, PV irradiance reduced which also
decreased PV MPP to P,, = 60W. As Pyyq > Py, + Py and SoC =~ 80%, the battery supplied
power of P, = 10W to meet the load demand as shown in Figure. (b). Att,, PV irradiance

was restored to initial value due to which the battery was operated in floating mode.

5.6.3 Case-(iii) (SoC = 20%):

Initially, Pjyuq ~ 82W,P,, =~ T0W, Ps. ~ 50W, and SoC ~ 20%. The recommended EMS
assured MPPT operations for PV, and fuel cell for maximum power operations to sustain load
demand and charge the battery with a power rating of P,,; = 38W, which was done by delivering
additional power from the fuel cell, as Py,qq < Py, + Prc and SoC = 21%. The load demand F},4q
in DC microgrid was reduced to 74W at time #1, as illustrated in Figure. (a). Even though
the load was reduced, PV was unable to meet the load requirement; thus, the fuel cell inputs

hydrogen to the maximum in supply mode (Ps. = 46W) in combination with PV to meet the
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Figure 5.17: BESS SoC = 80% with PV shaded Condition: (a) Load power (P,,,q) PV power
(Pyy) Fuel cell power (Py.), and (b) Battery SoC(%), DC link Voltage(Vy)
load demand, and charge the battery. At time #,, the load is reset to power output as shown in

Figures[5.18| (a),and (b). as all sources generate the same power in initial operation.

5.6.4 Case-(iv): (SoC =20%

As illustrated in Figure (a), the total load is kept constant at (Pj,q.q = 82W), and PV is
shaded from 7; to ;. At first, because Pj,qq > Ppy and SoC ~ 20%, the PV functioned in MPPT
with a power output of P, = 70W, and the fuel cell was required to implement maximum output
power mode with Py, = 50W to sustain power demands and recharge the battery with an output
power of Pr. = 38W. At instant, PV irradiation was lowered from 1000W / m? to 700W /m?
which also lowered PV MPP to P,,, = 60W. Because of P,,q > Py, and SoC = 20%, a fuel cell
with a power rating of Py, = 50W was required to fulfil the load demand and charge the battery,
as shown in Figures[5.19](a) and (b). The PV irradiation was returned to its initial value at #,,

allowing the battery to function in charging mode.

5.7 Comparative studies

In this chapter, the PI control in MATLAB was configured with three input signals to PV, FC,
and battery. The efficacy of the proposed EMS was evaluated by comparing it against existing
approaches developed in [149] and [150] and their comparison is tabulated in [5.2] Strategy I
and II were taken from [149] and [150], respectively.They isolate microgrid with PV, fuel cell,
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Figure 5.19: BESS SoC = 20% with PV shaded condition: (a) Load power (P,,,q) PV power
(Ppy) Fuel cell power (Py.), and (b) Battery SoC(%), DC link Voltage(Vy,)

108



S

as

80.005

SoC(%)

79.99

600

CHAPTER 5. ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC MICROGRID SYSTEM Section 5.8

400

20

80

79.99

79.985

P, (W)

60

400

200

Figure 5.20: BESS SoC = 80% , load changes with proposed EMS (a) Load power (P,yuq) (b)
Battery SoC(%) (c) PV power (Pp,) (d) Hydrogen pressure (Pj), and Oxygen gas pressure
(Py2) (e) Fuel cell power (Py.) (f) DC link voltage (V)

battery, and load power under two different operating conditions with battery SoC were max-
imum condition (SoCy,qx = 80%) and minimum condition (SoCpi, = 20%) which considered
for direct comparative analysis. In Table [5.2] an analytical comparison of existing techniques

under various operating scenarios with load fluctuation is presented.

5.7.1 Energy management strategy comparison with conventional method:
Figure[5.21] and Figure [5.22] show the system operation with EMS in and the proposed
strategy. In Figure. [5.21] initially, from 7 = Os to 2s,P,,q = 700W, and PV was operated
at MPPT with P, = 430W, and fuel cell supplying power of 220W as load was greater than
generation, and the battery was in discharging mode. When the load was suddenly reduced to
(Proaa = 600W) in 2 seconds, the battery started charging and went beyond maximum SoCmax,
i.e. 80%, leading to deep charging mode as shown in Figure[5.22] At t=5s, the load was again
increased to 700W, thus discharging the battery. But with the proposed EMS technique (shown
in Figure. [5.22)), at ¢ = 2s, when the load demand falls to P,,,; = 435W , the total demand was
less than the generation. This enables the charging of battery, however, battery SoC reached to

80%, PV was automatically derated to 400W to avoid deep charging as shown in Figure[5.22]

109

. P
Roas = 500W R .4 =500W S
P oad o
N T oo —
Proag = 438W ﬁ Féz (Oxygen gas pressure) %
50,1025’/’ /
3 = % as Pressure) B
: O 01025 : [TYCOSRN 92 A
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 10
Time(s) Time(s)
[ Floating mode [ [ 50
B Discharging -
\ \, . mode ~ —r
.3 . Charging » = 25
Discharging ™ (;" Y A = Fuellcell PowerP,_ | =(38)W
}— mode a
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 10
Time(s) Time(s)
200, T T T T
~. 150
- N
W % 100
=
A}
) PV Power{ MPPT)=430W 50 DC link voltage=100V
0 1 1 1 1
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 10
Time(s) Time(s)



CHAPTER 5. ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC MICROGRID SYSTEM Section 5.8

SoC(%)

750 §1G
S = FE: 700w N 5 Pop(Oxygen gas pressure)
= Road = 7000 2 P
; Pload 5 GOOV\‘ g 5
8250 =3
(gg th(Hydogen gas Pressure
. @3 ()
1 2 3 4 55 6 7 8 9 10 1 2 3 4 _5 6 7 8 9 1
Time(s) Time(s)
80.05—— : : : -
& Discharging _ Discharging R
<80 -0%%\ mode i mode £ 200 N
- ~ Charging o Fuel cell Powerrc.  =(220W)
1 ~ o L. ©
99— 5 5 6 7 8 9 10 1 2 3 4 Tir?]e(s)ﬁ 78 9 10
Time(s)
200
60 15
S 400 %10
& 200 N ~ e
1Y
% PV Power ( MPPT)=/430W © DC link voltage =100V 0
1 2 s 4 5 6 7 8 9 10 1 5 3 5 6 7 8 9 10
Time(s) Time(s)
Figure 5.21: BESS SoC = 80% , load changes without EMS (a) Load power (P,,q) (b) Battery
SoC(%) (c) PV power (Pp,) (d) Hydrogen pressure (P;), and Oxygen gas pressure (Pp) (e)
Fuel cell power (Py.) (f) DC link voltage(Vy,)
600 ~—~ 0.10265 T T
_Foag = 500W R, =500W E
2 400 ~ g 0102 —
3 Ploag = 438W ] R (Oxygen gas pressure) %
& 20 2 010255~
8 01028 . [ (Hydogen gas Pressure) %
1 2 3 4 5 6 7 8 9 10 T 2 3 4 5 5 7 8 9
_ Time(s) Time(s)
80.005 Floating mode 50
80 ! ischarging
79.99 \. Chiraing — m(k)de ; ﬁr_f
i Discharging ~ 13" | < Fuel|cell PowerP, | =(38)W
7904 mode | M0 e o f
79.985 0
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9
200,
~ 60 ; 150
% 400 W % 100
& 200 X =
8 . PV Powerl MPPT)=430W 50 DC linK voltagé 100V
0
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9
Time(s) Time(s)
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Table 5.2: Comparison of the proposed method against strategies [149] and [150]

Operation condition
of DC

microgrid and
status of battery

Strategy-I [[150]

Strategy-1II [149]

Proposed EMS method

Case.1 (SoC >= 80%),
under load variation

The PV controller is
not designed to have
derating mode.

The PV controller is not
designed to have
derating mode.

The PV system can
operate in derating
mode as

per requirement.

The battery can be

The battery can be over

The battery SoC

Case.2 (20%<SoC<80%),
under load variation

over charged beyond | charged beyond is maintained

safe limits safe limits at maximum limit,

under light load. under light load by derating PV.
The fuel cell operates The fuel cell

The fuel cell operates
at constant power with
no control over

the Ph2 and

Poy pressure.

output power is varied
by using addition control
command from

the controller.

But no control

over the Ph2 and

Po2 pressure

power output

is regulated using
reverse sigmoidal
function SoC,
without loosing much
of fuel cell efficiency

The PV system is
operating in
MPPT Mode

The PV system is operating
in MPPT Mode.

The PV system is
operating MPPT Mode.

Case.3 (SoC <=20%),
under load variations

The battery can be
deeply discharged.

The battery can be
deeply discharged.

The battery SoC
maintains (discharging,
charging,

and floating modes)

by regulating

the Ph2 and Po2
pressures within
limitations.

111




CHAPTER 5. ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC MICROGRID SYSTEM Section 5.8

5.8 Conclusions

In this chapter, an effective EMS was proposed for standalone DC microgrid with PV/fuel
cell/energy storage Systems. The EMS was developed for improved longevity of battery by
maintaining the battery’s SoC in an acceptable range and also for reduced hydrogen fuel intake
in a fuel cell without compromising system reliability. In normal operation, the PV system
operates in MPPT mode to maximize the utilization of renewable energy. The fuel cell is op-
erated as a function of battery SoC to avoid deep charging/discharging of the battery, which
also improves the fuel cell efficiency. The battery bank is managed by EMS to ensure balanced
power distribution across sources and loads while regulating DC link voltage. The improved
functionality of EMS manages the power flow between the fuel cell generating system and the

storage battery under various operating conditions.

The operating conditions are classified into 9 operational states based on BESS SoC, the sys-
tem’s total demand power, as well as optimal working points of distributed generators. These
operational modes enable the de-rated operation of PV system under light load and high SoC
conditions, MPPT operation of fuel cell under heavy load and low SoC. This avoids deep
charging/discharging of batteries, thereby improving their longevity, efficiency of the fuel cell
under normal conditions, and increasing reliability of the system under extreme conditions.
The proposed EMS was validated in simulation and on hardware DC microgrid prototype un-
der various battery SoC levels and loading conditions. According to the results, this method
is able to regulate diverse distributed generation systems while maintaining power balance, as
well as optimizing DC microgrid system. Further, the EMS can be slightly modified for effec-
tive operation of the system under transient conditions while limiting the battery discharge rate
within acceptable limits using super-capacitor. Additionally, the application of the proposed

EMS algorithm can be extended to microgrids with heterogeneous distributed generators.
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Chapter 6

Optimal Coordinated Energy Management Strategy for
Standalone Solar Photovoltaic System with Hybrid Energy
Storage

6.1 Introduction

In nanogrid, energy storage systems (ESS) are commonly employed to compensate power im-
balance between generation and load demand. ESSs are also used to address issues like energy
management, peak(or)maximum shaving, power quality, transient stability response, load lev-
elling, voltage control, and provide uninterrupted power supply. Various energy storage devices
are classified according to factors such as energy and power density, life cycle, ramp limit,
and so on [151]]. Battery energy storage systems (BESS), and Supercapacitor(SC) are the most
commonly used ESS technologies. With advancements in battery technology, BESS has a wide
range of applications in electric and hybrid vehicles, aeroplanes, DC shipboards, and other ap-

plications of DC and AC microgrids.

To address these issues, an adaptive charge discharge rate limit regulation with optimization

technique has been developed. The key contributions of the proposed control schemes are:

Optimise the amount of energy charge/discharge from BESS during the transient condi-

tion using EMS.

Optimise BESS’s charge/discharge rate limitation.

Optimise the time period in which BESS is discharging and charging at its greatest pos-
sible rate with EMS, and

A PV system de-rating approach was intended to successfully overcome deep charging

of the battery under light load situations.

6.2 System configuration and control

A DC nanogrid consists of a photovoltaic (PV) system, a battery energy storage system (BESS),
a supercapacitor (SC), and power electronic converters, as shown in Figurel6.1] The PV system
is the major energy source that is designed to meet the maximum load demand in the system

during day daytime. A boost converter is used to control the PV output power (mostly to track
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Figure 6.1: Standalone solar PV-BESS-SC nanogrid with energy management system

the maximum power point) and feed the net output power into the network. HESS is linked to a
common DC bus through an individual DC-DC bi-directional converter for each storage source.
HESS is utilized to regulate the DC voltage (V) at the common DC link while supplying power
to meet any imbalances between generation and load. The DC-DC bi-directional converter has
two operating modes. 1) charging mode if the power generation is greater than the load demand,
and 2) discharging mode if generation is lower than the load requirement. The HESS detailed
here is capable of fulfilling average power requirements for a long time, and can fulfil the

transient power variations for a short duration.

In Figure@ Vovs Viar: » and V. are the terminal voltages, ipy, ipas» ise» and ijyqq indicate
currents, Ly, Lygy , and Ly, are inductor variables, respectively. The resistance R represents the
DC load. SW,SW,, SW3 ,SW,, and SW5 are the controllable switches used in DC-DC power
converters. The DC-link voltage is denoted by the symbol V,.. The converters of solar PV
systems, BESS, and SC sources are controlled with their respective local controllers as per the

commands provided by the proposed energy management strategy (EMS).
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Figure 6.2: Solar P-V and V-I Characteristics

6.2.1 Solar photovoltaic (PV) system

The PV array is modelled using equations given in [152]]. Each module is capable of producing
power of 80.18W /m? at V,. =21.1V and I,,=3.84. The PV array is formed by connecting
3 modules in series and one such row in parallel. The standard temperature and irradiance are
considered to be 25°C and 1000W /m?, respectively. Solar PV systems [91] are usually expected
to operate at MPP. However, in the standalone DC nanogrid systems, the PV system is expected
to operate either in MPPT mode or off-MPPT (de-rated) mode, based on load. For PV MPPT
operation, the conventional perturb-and-observe MPPT [144] is used to track the maximum
power point by taking V), and I,,, as inputs. For off-MPPT mode, the operating point of the PV
system is shifted to the right side of the MPP (as shown in Figure[6.2)) which curbs PV output
power to meet energy balance requirements in the system. This is achieved by varying the boost

converter duty cycle (D,,) using conditional logic given by equation(6.I).

Dzlvd +ADpV7 if va — Pload < 0
Dpy = { D9 —AD,,, else if Py, — Plpaq > 0 (6.1)

old ;
D7y otherwise

The PV systems are operating on the right side of MPP in off-MPPT, the difference in PV
voltage V), is low, guaranteeing stable voltage operation in the nano grid. In general, during a
normal operation, whenever the battery SoC < SoC,y, the PV system works in MPPT mode,
obtaining maximum power possible. SoC > SoC,,y, signifies an off-MPPT operation, decreas-

ing PV output power to prevent deep charging of the battery, as illustrated in the flowchat shown
in Figurel6.3]
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6.2.1.1 Design process of PV system

The solar radiation availability, its allowance area, and the PV module efficiency all affect how
much electricity solar PV systems can produce [153]]. A PV device’s hourly output of electrical

power may be calculated as:
va = Apv * Ht(AV) *MNpv (6.2)

where Py, is the hourly electrical power generated, H;(4y) is the place’s daily hour solar irradi-
ance, 1), is the PV panels’ efficacy, and A, is the zone of the PV panel. The size of the PV

panels required to satisfy a specific load requirements is given by:
Er

Ay = (6.3)
7 Hy(avy * Mpv * Nbart ¥ ATcf

where E, is the expected overall energy requirement, 1), 1s the efficacy of BESS, and Ay.¢
is the temperature adjustment factor. This variable corrects for testing conditions and takes into
account the temperature-related reduction in cell voltage. In this work, the value is estimated to
be 0.8. The number of PV panels(va) required to provide the required power may be estimated

using the equation below:

= va
P Vpeak

My 6.4)
where the terms 1), and PV, refer to the quantity of PV panels and their individual peak
powers, respectively. The International Institute of Tropical Agriculture in Ibadan provided the
solar irradiance data employed in this chapter’s modeling. Table[6.1] presents the PV module’s

specifications, which were employed in this study.

6.2.2 Battery energy storage system (BESS)

A 12V, 120Ah lead-acid BESS is considered for nanogrid operation. The battery model is
changed to suit the datasheet parameters provided in the manufacturer’s catalog [[154]. The bat-
tery is critical to the effectiveness of HESS because it supplies consistent power to the DC link.
The mathematical formulation of a lead-acid battery bank is adapted from [[155], as illustrated
in Figure6.4] Battery functioning is dependent on SoC of battery bank, and BESS SoC varia-
tions slower than SC. SoC was maintained between 20% and 80% for the safety of HESS. The
BESS model equations are presented in Equations. (6.5)), (6.6)), and (6.7).
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Figure 6.4: Mathematical model of lead acid battery [156]]

0 . -
E =FE, - K——— t Exp(t 6.5
batt 0 ipef —0.10 (ibaret + Lhart T XP( ) (6.5)
Vbatt = Ebatt - ibattRbatt (6-6)
Exp(t) = B.|i(t)|.(—Exp(t) + A.u(r)) (6.7)

Where i, = BESS current(A), i = filtered BESS current (A), Exp denotes BESS’s expo-
nentially zone voltage(V), and Q = BESS capacity (Ah), i, = actual BESS charge. A =
exponential voltage (V), B = exponential capacity Ah~!, Ry,,;; = BESS internal resistance (Q),
Epqr = Energy released by BESS(W).

6.2.2.1 Design process of BESS

Considering the voltage level (V;), the BESS’s depth of discharge (DoD), and its efficacy, the
total capacity of BESS (Wh) required for a certain application may be computed [[153]] as fol-

lows:

. Dde L
* MNpan ¥ DoD * Vg

pv (6.8)

wherein Dy is the total number of autonomous days. The system’s needed battery count may be

calculated using the equation given below:

Cbatt
ng

Nbarr = (6.9)

Where Ci, is the storage capacity of a single battery in Ah. The parameters of the battery are
furnished in Table[6.1]
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Figure 6.5: Mathematical model of supercapacitor [[159]

6.2.3 Supercapacitor(SC) energy storage system

Under changing loads that require great instantaneous power, having a single energy supply for
such purposes would lead to thermal as well as power quality difficulties. Most of these difficul-
ties are mitigated and power stability is improved by including SC. In this approach, changing
loads are established by connecting various power loads in parallel via regulated switches [[157].
The supercapacitor (SC) serves as a link between the conventional capacitor and also BESS. SC
is well suited for transitory applications because of its quick response time and capacitance of
a few hundred Farads. For SC evaluation, the SC modeling provided in math works [158] was
employed. The SC numerical analysis is a hybrid of Helmholtz and Gouy—Chapman models
as shown in Figurel6.5] Equations. (6.10), (6.11) and (6.12)). provide the formula for SC inner

voltage with SoC. The maximal amount of energy that may be stored in SC is given by

1
Esc,max = ECSCVS%,MGX (6 10)

The amount of energy saved by SC at every particular time,E.(¢) is given by:

1
Esc,max = ECchszc(t) (61 1)

The following are the relationships between SC’s energies and SoC:

E(t)

sc,max

SoCy. =

(6.12)

As a result, the SoC of SC depicts the fluctuations in energy over time. As a result, SoC is

provided in the form of charge, as shown in equation.(6.13])

SoCy. = Qint — Joi(t)dt (6.13)
Or
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Here, Qr is the total charge stored by internal SC (Coulomb).

One of the goals of this chapter is to determine the right combination of system components

that will have minimum life cycle cost and meet the power demand requirement.

6.2.3.1 Design process of supercapacitor

When switched on, supercapacitors may be employed to supply higher current needed by induc-
tion machines since they are high-density power storage systems [[153]]. They are not suitable
for this application by themselves due to the low energy density. Hence, they are compatible
with BESS. Although SC typically have low voltage, they must be linked in series when used
in applications where the voltage level is higher than that of a single capacitor. SC is linked in
parallel to enhance the amount of energy that may be stored. The total capacitance C of any

combination of supercapacitors in series and in parallel is given in equation}6.14]
n
C=—Cy, (6.14)
m

where m refers to the amount of SC operating in parallel and n refers to the amount of SC
operating in series. Each supercapacitor has a capacitance Cy. The SC’s maximum potential
energy output in joules is given by

e = 0.5C* (V2, .. — Viemin) (6.15)

where Vi¢max and Viepin stand for the SC’s maximum and minimum voltages, respectively. Using
the formula 1J =2.78 * 10~ 7kW h, the energy supplied by the SC may be translated to kWh.
Table. provides the SC parameters utilized in this study.

6.3 Cost analysis of PV/battery and supercapacitor:

In the simulation test system, the daily residential average load is considered to be around
240W, with the peak load being around Pjyuq1mq=610W. The daily energy load demand is
E10qa=210W % 24hr=5.04kWh. To meet this load demand, the installed capacity of PV and
batteries is calculated, as given in [153], which comes to P,,=205W and Epuery=7200VAh.
But additionally, if a supercapacitor is used along with PV and Battery system, the net re-
quired installed capacities of each component is P, =205W, Ej411y=5760VAh and Cs.=99F (at
Vse=24V). To give a complete economic analysis, three cost components are considered: (i)the

initial cost, (ii)the cost of repairs at current value, and (iii)the expense of use and service [[153].
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Figure 6.6: Battery Life time comparison without and with supercapacitor

Table 6.1: Starting cost of the source

PV (C(pv(init))) | Battery Supercapacitor _
System components o o Total (C;nit
Y P (80 INR/W) (Cpaar (init)) | (Cye(init)) )
Unit cost (INR) 19,200 63,860 0 83,060
Unit cost (INR) 19,200 31,200 31,200 102,400

6.3.1 Initial cost:

The initial investment expense incurred while purchasing parts of the system for the very first

time is known as "startup cost." The price of device upon launch is listed as
Cinit = va(init) + Cbatt(init) + Csc(init) (6.16)

where C is the PV modules’ starting cost, Cpu(inir)) 1s the initial amount of BESS, and

pv(init))
C (se(inir)) 18 the initial amount of SC (Tablel6.T).
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6.3.2 Present value replacement cost:

The cost of repairing system components as they approach the limit of their service life is
considered in the current value purchase price of such components. Inflation and rate of interest,
which might affect the system’s current value, are considered in this cost as well. The formula

for calculating the cost of repairs Cy, is:

N:
Nrep 1+ f Nrepil
Crep = CunitCnom Z [ - :|

i=1 L1 +Kq

(6.17)

Where f, is the inflation rate of the replacing unit, k; is the rate of interest of the replaced
element, N; is the couple of year, and G, is the value of a system component. using the
Schiffer balanced Ah capacity model, the effect of SC on BESS life is determined. By taking
into consideration the corrosive loss (C.) and (Cyeq) of BESS materials, this method computes
BESS’s lifespan. When a BESS’s capacity (C,) is less than 80% of its rated capacity (Cp),
it is said to have achieved the end of its useful life. The BESS’s remaining capacity may be

calculated using equation (6.18).
Cr=Co—Cc—Ceg (6.18)

where is C. and Cy,, are calculated as given in [[160];, Figure@] shows the remaining battery
capacity with and without the supercapacitor. It is evident that the replacement of the battery
was carried out with 3.5 years when the battery alone was used in the system, whereas if the
super capacitor is used, then battery life time is increased by almost 2 more years. This reduces

the replacement cost Cye).

6.3.3 Present value of operation and maintenance cost:

This cost includes the cost of running and maintaining every element of the device over the

duration of the device. It is given by

1+/, (I4+fo\n
C(O&m)07 [1:1};] |:l - H‘Kd) :| >kd %fl
Clo&m)0sxn, kg # fi

Clogm)0 = (6.19)

where C(q,,), represents the initial operating cost and maintenance, f; represents the inflation
rate for costs, and n represents the lifespan in years. It should be noted that the operation of a

supercapacitor requires the bare minimum cost, as there are no dynamic or moving components.
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Figure 6.7: Total Cost incurred in the system life time of 20years

6.3.4 Life cycle cost:

The life cycle cost (LCC) includes the initial capital cost of the system, the present value re-
placement cost of the system component throughout the system’s lifetime, and the present value

of operation and maintenance cost throughout the system’s lifetime. Hence, the life cycle cost

is given as equation.(6.20).
LCC = Cipir + Ccrep + Co&m (620)

Although the initial cost of PV with HESS (INR 102,400) is larger when compared to the PV
with BESS (INR 83,060), on inclusion of replacement and maintenance costs, the PV with
BESS has becomes more expensive after 6 years, as observed in Figure. [6.6] Here, in our case
study, the life of a supercapacitor is pessimistically considered to be 10 years, even though many
data sheets claim to have a 10-15 year life span. The comparison in Figurel6.7 shows that PV
with HESS is less expensive in the long time if the selected design specifications and control

strategy is a fair indicator.

6.4 HESS supported RES configuration

The HESS arrangement that is most frequently utilized to achieve individual control over both

BESS and SC is shown in Figure[6.8] The element ESSs under actively parallel arrangement of
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Figure 6.8: DC microgrid setup powered by PV source and supplemented by HESS

HESS might interchange energy, for instance, so,that BESS store the SC ESS or vice-versa. PV
serves as the primary power supply for such DC nanogrid and is coupled with a BESS and a SC.
The MPP tracking and DC grid interface of PV are done using the DC-DC converter. The PV
supply used in this study has an MPP of 80.18W /m? at 21.1V and 3.8A, with a solar irradiation
of 1000W /m? and a module temperature of 25°C. It is possible to correct the mismatch be-
tween source power and load power using HESS device, which includes a BESS-SC bank. To
link HESS to DC nanogrid, a two-input, four-switch H-bridge DC-DC bidirectional converter
is employed. HESS discharge and charge are regulated by two - input bidirectional DC-DC
converter. HESS manages the excess or deficiency power at the predetermined reference of DC

grid voltage at the location of discrepancy among source power with load power.

6.4.1 Operation of microgrid with HESS

In this part, the functioning of the nanogrid with HESS is described, and the two-input DC-
DC bidirectional converter is utilised to regulate HESS (battery management). As shown in
Figurel6.8] the system consists of four switching devices arranged in an H-bridge configuration.
With this converter design, the battery voltage is chosen to be lower than DC utility grid but
more than SC voltage. The BESS and SC legs are linked, accordingly, to higher frequency

inductance Ly, and Lg.. The following sections discuss several types of operations.
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6.4.1.1 HESS charging mode

When PV power produced exceeds the necessary load or even when the load reduces, there is
extra power, as in a DC nanogrid, which causes the DC grid level voltage to rise. The extra
power is used to charge SC and BESS, balancing the DC nanogrid. As a result, electricity from
the DC grid is sent to HESS in this state. As indicated in Figure[6.9] the DC-DC converter
operations in this state can be split into two time periods. Switches Sy and S, are actuated
with a duty ratio throughout the time period 77, charging the inductances Ly, and L with
respective sources Vpy and Vge. As shown in Figure current rises with a profile of (Vpe
“Viart)! Lpars and (Vpe-Vse)! Lge, respectively. After this time (during 73), two switch devices

are switched off, allowing iz p and iz g to freely go via D441 and Dy.q, respectively.

Viart = dpar-Vpe (6.21)

Vsc = dsc-Vpc (6.22)

Where dp, and dsc are now the duty cycles, respectively. Energy is transferred from the DC
grid to HESS. More potential exists for the DC grid network than for the HESS. The bidirec-

tional converter is then used in buck mode to recharge HESS.

6.4.1.2 Discharging mode of HESS

DC nanogrid voltage drops when PV generating power reduces owing to decreased irradiance or
when demand exceeds PV generating capacity. For this time period, HESS must provide power.
Under this state, electricity is transferred from HESS to DC grid by appropriately managing
Sparr1 and Scq devices. As shown in Figure[6.9] when switches Sy, and S, are controlled
during each time period 73, inductors (L, and L) accumulate energy mostly in reverse way,
and reversal current flow (ifpq, and i — Lsc) grows with a gradient of Vj,u,/ Lpgy and Vel Ly,
respectively.Power flows through HESS to DC grid in the directions shown in Figurel6.10] after

its time span 73 (during time span 7;) as the total of BESS and inductance voltages surpasses

DC grid voltage.
Vbatt
Vpe = (6.23)
P 1 — dpant
Vsc
Vpc = 6.24
PC= T U (6.24)

126



CHAPTER 6. OPTIMAL COORDINATED ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC GRID Section 6.6

since switches Spar1> Sharr2, Sse1, and S0 are operated in a complementary manner. There is

just a single gate circuit needed for each switching leg.

6.5 Calculate the converter efficiency

The power efficiency of the system is dependent on power electronic converter losses, which
are used in PV and HESS systems. The power efficiency of the standalone system is calculated
from the net power loss of individual converters. The power efficiency of PV boost converter is
given by:

npY = totie (6.25)

Lpv-Vpy

Similarly, the power efficiency of the bi-directional converter used for BESS and SC is nfi‘”’ ,

and gC, respectively. The power efficiency is as follow:

I RY

nll;an _ .balto dc (626)
Lbatt -Vbart

Isco-Vie
M = e (6.27)

Lsc-Vsc

The total power loss in the standalone system is calculated as:

Pross = (ivapv - iva)Vdc) + (ibattvbatt - ibattOVdc) + (iSCVSC - iscOVdc)- (6.28)

However, the efficiency that the authors claimed in the manuscript is referred to as "energy
efficiency,” which depends on the charge and discharge cycles of BESS and SC [161]]. The

energy efficiency of the storage device is defined by:

energy (Wh) discharged

_ 6.29
Nenergy energy (Wh) required for complete charge ( )

In practice the lead acid battery has an efficiency of nf,f’e’,gy=70 — 85% while the superca-
sc

pacitor has an efficiency of 1.,

=85 —98%. For our system, the battery efficiency was nearly

SC
energy

bat

Nenergy=19-4% and for supercapacitor, efficiency was around 7 =92.3% for one complete

charge-discharge cycle.

6.6 Dynamic modelling of the standalone system:

In this section, the complete small signal modelling (SSM) of the standalone microgrid is devel-
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Figure 6.10: Steady state wave forms for HESS charging discharging mode
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Figure 6.11: Circuit of the DC-DC bidirectional converter in (a) boost-mode and (b) buck-mode
operation.

oped. As the switching ripples of the state variables are equal to zero over one switching period
of the power converters for both PV and HESS, the small signal averaged model is considered
to assume continuous conduction mode. Moreover, the nonlinearities caused by the averaging

procedure are eliminated before linearizing the small signal dynamic model.

Small-signal analysis: determining the dynamic behavior of a DC-DC converter is essential for
the development of regulation [162]. The resultant LTI model for small signals allows for the
use of all common circuit analysis methods. In order to describe the time-domain dynamics
in the case of small-signal activation, a continuous variant- time small signal design has been
developed. The frequency-spectral (s-domain) small-signal concept is then created by chang-
ing the time-spectral small-signal model. The power stage dynamical transfer functions are

generated by this transformation, which is necessary for the stability design.

6.6.1 DC-DC bidirectional converter:

The DC-DC bidirectional converter combines boost and buck conversions, with the EMS choos-
ing the proper mode. With such a converter, the BESS and SC are discharged and charged, with
the current control system determining the appropriate duty cycles, or d; and d;, of the switches
S1 and S, accordingly. In the follow-up, a thorough small-signal design is provided for the in-

stance of boost and buck operating modes.

6.6.2 Boost-mode operation:

The boost-mode is applied for the discharging procedure of the storage (battery or superca-
pacitor). Figurel6.11|(a) shows the circuit of the boost-mode operation of the converter, where

the direction of the inductor current is from lower voltage side to higher voltage side. The av-
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eraged large signal inductor current, iz, , and the DC-bus output voltage, v;. , in a continuous

conduction mode (CCM) of operation can be found using the equations below.

di, 1 dge 1 o
d—tL:Z(Vb—(l—dl)vdc%;;;cZE((I—dl)lL—’dc) (6.30)

where L is the inductance of the converter, C is the capacitance of the converter, v;, is the input
voltage (i.e., battery voltage), and iy is the output current of the converter. Thus, the input
voltage and the duty cycle (v,(t),d;(t)) can be represented by the sum of their quiescent values
(Vy,D1) and small variations in time (V(¢),d;(z)).

vp(t) = Vi + il (1),dy (1) = Dy +d (1). (6.31)

ige(r) = Lae +1ac(t),vac(t) = Ve + ey i (1) = IL+1.(¢) (6.32)

Thus, equations in (6.30) can be linearized by expanding and separating the steady-state terms

and small-signal terms.

diy, diLEl)

Lt ===V — D1 Ve + V(1) +vaedy (1) — Dy9ge (1) 4 040 (£)dy (1) (6.33)
dV c dVdA R A A . . A
C_dj —I—d—;(t) ZDIIL_Idc+DllL(t)_lLdl(t)—ldc(t)+(—lL(t)d1(t) (6.34)

Where D=1 — D, In state space form:

diL ) 2 ﬁb(t)
a0 B | o0 () (6.35)
il IR K B ) B OO B
1

w0 = | O | o) = " (1) = | "0 6.36)
Nade(ny| T l‘fc((;) T |
1
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The above vectors in state-space equation form are written as:
X(t) = Ax(t) + Bii(t),$(t) = Cx(t) + Dii(t) (6.37)

The next step is the conversion of the time-domain small signal model into a frequency-domain

(s-domain) small-signal model. Taking Laplace transforms (with zero initial conditions) in

equation. yields:
R(s) = (sI —A) " 1Bi(s),(s) = C(sI —A) " 1Bi(s) (6.38)

The last step is to export the small-signal transfer functions of the boost converter.

~

L(S) 2V, [ 1458 LC
LS) _ 2V ( 55 +Sz—) (6.39)

G‘dS = = = -y ~
als) dis) RD} \l+sk = D3

6.6.3 Buck-mode operation:

The buck-mode is operated for the charging process of the storage. Figure[6.11(b) presents the
circuit of the buck-mode converter. In contrast to boost-mode operation, the inductor current
flows from higher voltage side to lower voltage side. The averaged large signal inductor current,
ir, and the output battery voltage, v, are calculated using equations[6.40] and describe the buck-
mode operation in a CCM of the converter.

d iL 1 dvb 1 : Vp

= = —(vy.dr — — = (i — = 6.40

% 7 (Vacd2 = vs), o C(lL 7 (6.40)
Thus, equations in [6.40| can be linearized by expanding and separating the steady-state terms

and small-signal terms.

dig, dith)
L—
dt * dt

= (VaeD2 — Vi + Vdedy (£) + Dabge(t) — 9 (1) 4 Dac (t)da (1)) (6.41)

dvpy Ay Vb | . vp(t)
o, (-2 - 42
Car Tar =) 642)
In state space form:
diL 2
iL(r) _ 0 | |iL() Do Y|\ §ue(t) 6.43)
405(1) &2 o) 0 0] |da)
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The state vector £(¢) input vector #(¢) and output vector (¢) are defined by equation below.

o ae | wo] e
) = ade(t) |’ 0= ds (1) I = iL(r) (6.44)

As before, the last step is to determine the required small signal transfer function of the buck

converter using Laplace transforms. The above vectors in state-space equation form are written

Guals) = i1 (S) % 1+ sRC (6.45)
’ d(s)  RDy \ 1+sk+s21C '

as

>

o~

6.7 Conventional control strategy:

The control strategy maintains the DC link voltage (V) at a reference value (Vyerer). In this
case, fluctuations in load power (Pj,44), and generation of (PPV) are reflected on V;; the voltage
error is passed through the PI controller of the battery to maintain voltage. Adjustment for load
power (Pyq) is provided by HESS. The overall power (P) is split into high-frequency
potions and low-frequency portions; the lower frequencies part is provided to BESS converter

as (Ppastre £); meanwhile, the high frequencies part is provided to SC as (Pscrey).

BESS and/or SC provide imbalance in generation and load requirement (AP}, ) at any moment
in time using the controller (figurel6.12), as indicated in equation(6.46).

APyirr = APpy — APjpaq = Ppasr + Pyc (6.46)

where Py, represents the amount of power provided by BESS, and P;. denotes power provided
by SC. As a result, the factor of (APy;yy) is constituted of high-frequency element fulfilled by
SC as also the lower frequency element attained by BESS. The need for a low pass filter enables

a low-frequency element, which seems to be the deficit reference power, to be obtained using
the equation provided by (6.47).

AP* = frpr(APyifr) (6.47)

where frpr signifies the low-pass filter’s transfer function. A charge/discharge time limit is

provided for BESS’s reference power [[163]], which is given by:

Pballref = fLPF (AP*) (6.48)
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Figure 6.12: Conventional PI control diagram

The SC’s function is to provide uncompensated required power from BESS. As a result, SC’s

reference power value becomes:
Pscref = Protal — Pbattref (649)

The reference value (Pscrer) is compared with the actual value (Py.), and thus the standard error
is passed to the PI controller, which produces the duty cycle Dy, towards the PWM control
signaling of SC converter switches (SWand SWs).

Figure[6.13] displays the graph of Py.+Pp,; response while separating the high frequency and
low-frequency component changes in (AP,,,;). The region under each curve, i.e., the Pyc+Ppg;
curve, represents the amount of energy delivered by SC & BESS respectively; the energy re-
leased by BESS is calculated as

t t
Epu = /0 Pourdt = /0 VoartIpardlt (6.50)

where Vpus, Ipa,-and Py denote BESS voltage, current, and power respectively. Based on
energy levels, the SoC in the battery rises, falls, or remains unchanged. The battery’s bank %

of SoC is expressed by the equation given below [[157]].
1
%SoC = (1 — é/lbm,dt) x 100 (6.51)

Here, Q is the battery capacity.When [, 1s positive, it represents battery discharging, while
negative represents battery charging. Because energy as well as SoCs, are factors of I, BESS

SoC may be shown in the form of energy.

SoC = f(Epar) (6.52)

As a result, SoC is determined by the amount of energy stored in/discharged from BESS, and

the battery’s power flow is performed to match the specific power requirement.
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Figure 6.14: BESS response curve: (a) power, and (b) energy

6.8 Proposed control strategy

In this approach, during the transient interval, the power path of BESS is fully dependent on PI
variables, the error supplied to the PI controller,and LPF. The power path is non-linear, generally
as shown in Figurel6.13] To explain the influence of power curve on BESS, we assume that the
maximum discharge rate specified by the designer is (tq,) and the BESS response to changes

in load requirements is linear instead of nonlinear.

Figure[6.14] displays three different power curves adopted by BESS to fulfill the change in
(APgifr) load requirement. Curve-1, in Figurea), delivers the load requirement at zero
a discharge rate of till #;, then it drains at the discharging rate (qy); curve-2 is designed to
deliver the load requirement at a linear rate =(AFPy;¢¢/T ). Similarly, curve-3 initially delivers the
load requirements at a higher discharge rate ({4y), and then delivers the load at zero flow rates
after fulfilling the necessary load requirements. From the curves, curve-2 provides the lowest
discharge rate while fulfilling the load requirements. Here, curve -1 and curve-3 discharge at

maximum rate. So all non-linear power curves are produced by using PI controller between
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Figure 6.15: A diagram of a proposed control method.

curve-1 and curve-3 under load demand (APy;¢r) and settling time(T). Figureb) shows
the energy supplied by the battery under these power curves. It explains that, for a given load
requirement and settling time, the power provided by these curves is provided in the order listed:
curve — 1 < curve —2 < curve — 3. curve-3 discharges at a higher energy rate than other two
curves, which is undesirable. However, curve-2 produces higher energy with a lower discharge
flow rate, while curve-1 provides lower energy with a higher discharge rate. As a result, a trade-
off scenario should occur between both the discharge flow rate as well as energy discharged. As
a function, curves 1 and 2 are taken into account to develop the energy management operating

strategy to optimize battery energy management strategy with a fixed time duration,

6.8.1 Energy management strategy (EMS)

The basic requirement of optimal battery management is a component of disturbance to BESS
and disturbance to SC.Using Meta-heuristic Jaya algorithm with fixed-time SC operation an
optimal BESS system has been developed to provide a reference to the traditional PI controller.

To develop the proposed battery energy management system, it is assumed that:
* The BESS system’s maximum allowable charge/discharge ratio is Wqy-

» The positive direction shows that BESS is being discharged, while the negative orientation

shows that BESS is being charged.

* The SC maintains a balance between load requirement and BESS power, Py (t)=APy;ff(t)
~Pyar (1),

* The standard powers are accurately tracked by power converter.
* During the operating condition, the SC’s SoC is maintains within oprational limit.
The EMS generated using Meta-heuristic Jaya algorithm with a fixed flow rate limit is shown

in Figure]6.16) adding a new power curve as an opt-curve, with a flexible flow rate limit
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Figure 6.16: Proposed method rate-limit control for the BESS
(U1and ), within curve-1 and curve-2 leads to [164]
Curve-1’s power is defined as follows:
0, for0 <t <1,
Pi(t) = (6.53)
Umax(T —1ty), fort, <t<T
Where, T denotes the settling time, and
APy;
fy=T— =21 (6.54)
umax
curve-2’s functionality is defined as
Py(t) = Wit (6.55)
where
APy;
Hiin =~ (6.56)

For any change in load condition, BESS operation is used to study the battery and SC operation.
The same can be extended for load decrease. Curve-1 performs the AEC pathway with a fixed
flow rate limit of Wy, curve-2 takes the AC pathway with a fixed flow rate limit of 1;,,, while
optimum curve (opt-curve) employs the AFC pathway with a fixed flow rate limit of 1 and p,.

The fixed flow rate limits p; and u; are defined as follows:

_ Pbatt(t)
5]

H (6.57)
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h=T-1t,

The span of such rate limitations is given as

0 < < Wyjp

Wiin < Ho < Himax

opt-curve provides the following power:

w (1), for0 <t <p

Pope(t) =

Pbart ‘|—,Ll2(T_tl), fortyy <t <T

The energy saved by certain curve-1 is given by:
1
E| =AreaofAEBC = E(T — 1) APy

The energy saved by certain curve-2 is:

1
E>» = Areao fAABC = ETAPdiff

Likewise, the energy saved by opt-curves is :
E,pr = Areao fABCFA

= AreaofAADF + FDBGF + AFGC

= Loprl +Eop12 +Eopt3
1 1 P2
Eopr1 = Etlpbatt = E.ulllz = —zb;ff
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1 1 P’

EoptZ = EZ2PSC = Elizl% = 2:; (6.71)
Py P,

Eoprs =P = ity = % (6.72)

The proposed control strategy is aimed to satisfy three optimum requirements listed below.
(i) During a transitory period, BESS is stored/discharged and (E,,) is optimised.
(ii) The maximum discharge/charge rate (1) is optimised.

(iii) The period (#;) during which the battery discharges/charges at its maximum flow rate

(1p)is optimised.

The optimum point as presented in Figure[6.16]is 'F’, E,, is obtained using the proposed

Meta-heuristic minimization of Jaya algorithm given below.

6.8.2 Jaya algorithm

Let f(x) be the objective function to determine the values of x; € {1, U2, Ppusr, Psc } that min-
imize the value of power [27]. The population size of 10 (i.e. candidate solutions), for each
variable x € {1, o, Ppass, Psc } 1s initialized as shown in flow chart Figure

2 2
b batt P sc P, battPsc

minf(x;) = - - - 6.73
P00 = 12000 24 2l ©7

Subject to the conditions privided below:
Ppar + Pse = APyjzr (6.74)

P P
bat (6.75)
2 %)
AP .

0<m<—" (6.76)

APy,
— < < (6.77)
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The initial population of the variables is randomly generated within their respective upper and
lower limits, and correspondingly the objective function is computed for each population can-
didate f(x;). As it is a minimization function, the lowest value of f(x) is considered the best
solution, and the highest value of f(x) is considered the worst solution. Let the best candidate
obtain the best value of f(x) (i.e. f(x)pesr) in the entire candidate solutions and the worst can-
didate obtain the worst value of f(x) (i.e. f(x)worst) in the entire candidate solutions as per the
following eq.(6.73).

The variables within the limit having the lowest objective values at the end of the iteration are

maintained and these values become the input for the next iteration.

6.8.3 Analysis of energy management strategy

An EMS scheme has been proposed to efficiently utilize sources (PV,BESS,and SC) for sup-
plying the load demand,improve longevity of BESS,reduce transients and ensure battery is
within the limits while regulating DC-link voltage at nominal value, Here, a rule-based con-
troller scheme is implemented for EMS by considering PV power, P, load (Pyq), SC, and
battery SoC level. The proposed system for EMS is shown in Figurel6.18§]

In all operating conditions, Spv represents PV MPPT status that is fed to the PV local controller
(Spv = 1), which represents MPPT operation. (S,, = 0) represents the derating operation. Un-
der normal conditions, the PV is typically operated at MPP, extracting the maximum available
power. The SC charge/discharge time constant (7') is selected by the operator, which decides

the operational time of SC during the transient period.

Based on the variation in power generation and load demand, the DC nano grid operation can be
broadly classified into two different modes of operation, (i) Positive change in power (APy;zs >
0). (ii) Negative change in power (APz;¢¢ < 0) as shown in Figure .

6.8.4 For negative change in power (APy;rr < 0)

This occurs mainly if generation falls (APpy < 0) or load increases (AP;,qq > 0). Under this
condition, the system operation can be classified into four operating modes as shown in Fig-

urel6.19

Mode: (i)(S0Cpats < S0Chatt,)(S0Cye < SoC

— Cmin

): In this case, the SC and battery SOC are in

minimal condition mode. In this condition, PV is running in MPPT mode and the minimum
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Figure 6.17: Flow chart for Jaya algorithm.

140



CHAPTER 6. OPTIMAL COORDINATED ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC GRID

Section 6.8

Emulated PV source
With MPPT

Va > Pov

I

i~ LPF > I

i—>[LPF > %

SoC
1/3600.C,, <
Socsc_ref

1/3600.C, @Sic&
SOCbref Ap _

Voltage
Vde controller L T
Vde . Time constant

Load power (Pioaq) Pioa

Figure 6.18: Proposed System for Energy Management

Energy

Management

System

(ems)

6pv T |Sw

ANM

Pbatt

T

— 0 (off MPPT)

1 (MPPT)

e— 2 (Derate MPPT)

batt _re

batt

Current

controller

8batt

NMd

I sC_ ref{ )

Current
controller

SC

SoC of battery and SC is insufficient to meet the load requirement. Under this condition, the

load is shed depending on generation.

Mode: (ii)(SoCpur < S0Cpuss,,, ),(S0Cse > S0Cse,,..): In this mode SoC is the minimum mode,

and SC SoC level is more than the minimum condition, so PV and SC discharge as per load

requirement, and the battery is in floating mode.

Mode: (iii)(SoCpay > SoCpar, ){(S0Cye < SoCs

Cmin

):In this mode, the battery SoC is greater

than the minimum, but SC SoC is minimum. Under this condition,PV, and battery can supply

the load needed as the load varies, and SC is in floating mode.

Mode: (iv)(S0Cpuyy > S0Cps,;,)-(S0Cye > So

C

SCmin

): In this mode, the SC and battery SoCs are

greater than the minimal value; under this situation, the PV, battery, and SC provide the load

demand as per equations ((6.59)) and ((6.60)).)

6.8.5 For positive change in power (AFP;;¢r > 0).

This condition arises if there is an increase in PV output power, (APpy > 0), or when the load

demand decreases, (AP, < 0). Based on SC and battery SoC level, in the proposed EMS

strategies, the system operation can be classified into four operating modes as shown in Fig-

urel6.19

Mode: (v)(S0Cpys < SOCbattmax)’(SOCsc < SoCs

Cmax

):When the battery is under light load and SC

SoC is in maximal mode; as a result, the PV is running in derating mode, which is equivalent to

141

)

A%

[92]
Ik




CHAPTER 6. OPTIMAL COORDINATED ENERGY MANAGEMENT STRATEGY FOR STANDALONE DC GRID Section 6.9

load demand, while the battery and SC are in floating mode.

Mode: (vi)(SoCpu < SOCbattmax),(SOCsc > SoC;

mum mode and SC SoC is in minimum mode; thus, the PV operates in MPPT mode to charge

): In this case, the battery SoC is in maxi-

Cmax

SC to the maximum SoC level and meet the demand; the battery remains in floating mode.

Mode: (vii)(SoCpa; > S0Cparr,,. ):(S0Cse < SoC,

- — Cmax

): In this condition, the battery SoC is in
minimal condition while SC SoC is in maximum condition. Under light loads, the PV can run
in MPPT mode to charge the battery and fulfil the load requirement; in this scenario, the SC

continues in floating mode.

Mode: (viii)(SoCpayy > S0Chasy, )(S0Cse > SoCy

are in minimal mode under light load conditions, and the PV is operating in MPPT mode to

):In this situation, the battery and SC SoC

Cmax

meet the load requirement and charge the battery and SC according to equations ((6.59)) and

((6.60)).

6.9 Discussion on simulation outcomes

The efficacy of the proposed EMS was evaluated by simulating the DC nano grid system as
shown in Figure in MATLAB/Simulink. The specifications of the PV systems, BESS, and
SC, along with their respective converter and control parameters used in simulation studies, are
detailed in Table The PV generates a maximum output power (P,, = 205W), and BESS
is controlled using the cascaded control loop method to regulate DC link voltage. In this, the
inner current controller is tuned using the pole-zero placement approach, and the outer voltage
controller is tuned using the symmetrical optimal method. The upper and lower limits for SoC
of BESS and SC are assumed to be SoC,,x = 80% and SoC,,;, = 20%. The EMS is designed
to operate BESS and SC within the limits of SoC. Further, for all test scenarios, the resistive
loads are considered across the DC link. The local controller of BESS is designed to maintain
the DC link voltage at a reference nominal value of Vdc,.;y =100V, and thus to manage the
charge/discharge periods of BESS using EMS. The outcomes of the proposed method analysis,

established using three major test scenarios, are discussed in this section.
Case (i): Energy management under load demand increases APy, sy < 0.
Case (ii): Energy management under load demand decreases APy;rr > 0,and

Case (ii1): Energy management when PV is in derating mode
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Figure 6.19: Flowchart for Modes of Operation in PV, BESS and SC System with Proposed
Energy Management Strategy.
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6.9.1 Case (i): Energy management under load demand increases
(APd,' ff < 0).

HESS using the traditional voltage control technique for a sudden change in load demand is
considered as shown in Figure6.20(i). In this scenario, PV is operated in MPPT mode and any
changes in load demand are met by BESS and SC. The SC acts for a short period to reduce the
effect of transient discharge on the battery. In the case study, four scenarios were considered,
as shown in Figurel6.20] In all these scenarios, initially, PV generation was operating at MPPT,
extracting power of, (205W), with a total connected load of 200W. The SoC of BESS and SC
were considered to be 50.0575% and 51.425%, respectively, and in floating mode as Py;rr —
Pioss = 0. At 2sec, the load is increased to (620W), and BESS and SC started to discharge to
meet the load that suffers a shortfall by PV generation. In Figure. [6.20(a), with the conventional
approach, the SC was able to take the sudden load transients. However, this approach could not
limit the battery discharge to an optimal rate and led to sudden discharges beyond the maximum
discharge rate. This might cause overheating of the battery and diminish the battery life span. To
improve BESS’s discharge rates, the proposed EMS with optimal rate limit strategy was applied,
whose responsibility for different operating time constants of SC is shown in Figure6.20(b) -

6.21}d).

Similar to the conventional approach scenario (6.20(a)), a sudden increase in load demand was
considered for all other three scenarios, to demonstrate the efficacy of the proposed approach.
Under comparable test conditions, the performance of the proposed control method when ap-
plied to the system with SC operational time constants being lsec, 2sec, and 3sec is shown in
Figure. [6.20(b), [6.21)(c), and [6.21d), respectively. In these scenarios, the energy released by
BESS is more than the energy released by traditional voltage control approach. As a result,
BESS quickly exceeds the SoC limit in traditional techniques, as shown in Figurel6.20[i), Al-
though, in all these scenarios, the initial SoC is 50.0575, based on the selected operating time
constant of SC, the slope of the discharge varies and SoC at the end of 10sec is different, as seen
in Figures [6.20(a)(iv), [6.20(b)(iv), [6.21)c)(iv)J6.21}(d)(iv). With the conventional approach, the
battery has seen a larger discharge for a value of SoC=50.0428% (6.20(a)(iv)), While with the
proposed approach and with an SC time constant of 7 = 3sec, the battery SoC is smaller and
discharged to a value of 50.046% as shown in fgure(Figurel6.21[(d)(iv)).
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Figure 6.20: Simulation results of an increase in load demand: (a) Conventional method, (b)
Proposed method with T =1 sec.
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6.9.2 Case (ii): Energy management under the load demand decreases
(APgirr > 0)

The HESS using traditional voltage control techniques for sudden decrease in load demand is
considered, as shown in Figure6.22(i). To start with, four scenarios were considered, as shown
in Figure6.22|(a),(b),(c),and(d). In this case, PV was initially operating in MPPT power mode
(P,y=205W) to satisfy the load requirement (P,,,4=200W). The SoC of BESS and SC were
considered to be at 50.16278 and 52.0875, respectively, and in floating mode as Py; s — Pjoss = 0.
When the load was lowered to (100W) at t=2s, BESS and SC begin to charge to compensate for
surplus PV generation. In Figure[6.22(i), the conventional approach allowed the SC to absorb
rapid load transients; however, this approach did not limit the battery charge to an optimal rate,
resulting in a sudden charge that exceeded the maximum charge rate. This may have an effect
on the battery’s durability and shorten its life cycle the response of BESS and SoC to varied
operating time constants of SC is shown in Figure[6.22b){6.23(d).

In all three scenarios, a sudden fall in load demand was considered, as in the traditional method
scenario (Figurel6.22](a)), to show the superiority of the proposed approach. The performance
of the proposed control approach when applied to systems with SC operating time constants
of 1sec, 2sec, and 3sec is shown in Figuresl6.22[b), [6.23(c) and [6.23(d), respectively, under
comparable test conditions. In such cases, the energy absorbed by BESS is slower than the
energy absorbed by the traditional voltage control approach. As a result, in the traditional
technique, BESS rapidly reaches the SoC limit, as seen in Figureiv), Although, in all
these scenarios, the initial SoC is 50.1617, based on the selected operating time constant of the
SC, the slope of the charge is varied, and the SoC at the end of 10s is different as seen in Figure.
[6.22(a)(iv), [6.22(b)(iv), [6.23[(c)(iv)[6.23(d)(iv). With conventional approach, the battery has
seen larger charge attaining a value of SoC = 50.1658 (as shown in Figure6.22[a)(iv)), while
with the proposed approach and with SC time constant of 7" = 3sec, the battery’s SoC is smaller
charged to a value of 50.1638 (Figure. [6.23|d)(iv))

6.9.3 Case (iii): Energy management when PV is derating mode

As shown in Figurel6.24(d), the SC and battery SoC approach the upper limits (SoCpyy <
SoCpat,,,.)» (S0Cse < SoCse,,.-
for varied load conditions. The DC nanogrid’s initial load is P,,; =205W, SC, and the battery

Under these conditions, the proposed EMS method is evaluated

SoC is at 80%. Under this condition, to avoid deep charging of the batteries, the proposed EMS

sends an §,,= 1 signal from EMS to PV local control, which causes the PV to operate in load
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Figure 6.22: Simulation results of decrease in load demand: (a) Conventional method, (b)
Proposed method with T =1 sec.
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follower mode to avoid further charging of the battery. At ¢ = 2sec, the load demand is lowered
to 100W, causing the battery and SC to charge till SoC < SoC,,,. When the proposed EMS
detects that BESS SoC has reached its maximum capacity, it sends an off-MPPT signal of S,,=
2 to the PV controller, allowing the PV to operate in a derated mode with an output power of
Py, = Pipaqa, shown in Figure@] (c). Att =6sec, the load demand increases again to 205W.
As SoC < 80%, the PV runs as MPPT to match the load demand. The battery and SC were in

floating mode under these circumstances, as indicated in Figure. [6.24(d).

6.10 Experimental study

Figurel6.25| shows an experimental model of a HESS system, which includes a programming
PV emulator, BESS, supercapacitor, boost, and bi-directional converters. The proposed EMS
controller is realized using a real-time controller, dSPACE 1104. In this experiment, the PV ar-
ray is simulated using programming PV emulators, while the 12V, 120Ah lead-acid battery with
a bi-directional converter is used as a BESS system. A Maxwell supercapacitor (BMOD0058)
of capacitance 58F, 16V is used in HESS system. The detailed specifications of all compo-
nents used in the hardware prototype are tabulated in Table}6.3] The controller in dSPACE is
designed to control voltage across the DC link using a cascaded voltage and current controller.
The reference to the current controller was obtained using the optimization technique used in
EMS controller developed in dSPACE. The hardware prototype developed was used to validate
the practical feasibility of the proposed EMS under different conditions.

6.10.1 Case (i): Energy management under the load demand increases
(APd,' ff < 0).

In this case, the efficacy of the proposed EMS is validated for increased load demand condi-
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Table 6.2: Parameters of the proposed method and boost converter

Particulars Specifications

Jaya Maximum iteration = 100, popula-
tion size = 3

Boost Ly, = 0.4mH, Cyy= Cyyy = 100UF,
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Figure 6.25: Experimental Setup for HESS

tions (Figure[6.26(b), Figurel6.27|(c), and Figure[6.27(d)). The proposed approach is compared
against the traditional voltage controller developed. Under this case study, four scenarios were

considered.
Scenario (i)- HESS system operation with conventional voltage controller (Figure[6.26(a))

Scenario (ii)- HESS system operation with proposed EMS for SC time constant T=1s (Fig-

urel6.26(b))

Scenario (ii1))- HESS system operation with the proposed EMS for SC time constant T=2s

(Figure[6.27(c)) and

Scenario (iv))- HESS system operation with the proposed EMS for SC time constant T=3s
(Figure[6.27(d))
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Table 6.3: System Parameters

Simulation | Experimental
Parameters Name
Parameters | Parameters
Specification for Solar PV at STC (1000W /m?,25°C)
Power at MPP (W) 54.69 70.2
Voltage at MPP (V) 16.88 31.2
Current at MPP (A) 3.24 2.25
Voltage at Voc (V) 21.1 39.36
Current at Isc (A) 3.6 2.5
No of cells 48 96
Each cell Voltage (V) 0.44 0.41
Specifications of Supercapacitor
Rated capacitance(Farads) 99 58
Number of series capacitors 1 1
Number of Parallel Capacitors | 50 6
Initial voltage (V) 50 16
Operating Temp(celsius) 25 +65
Capacitor (Cs.) 2000uF 500uF
Inductor (L) 4mH,0.001X | 8.5 mH
Specification of BESS
Battery choice lead—acid lead—acid bat-
battery tery
Rating in Ampere hour 120 Ah 120 Ah
Nominal Voltage 12V 12V
Charging rate C/10 C/10
Capacitor (Cparr) 2000uF 500uF
Inductor (Lpgy) 4.8mH,0.001X 7.2mH
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In all four scenarios, load demand is greater than PV generation, EMS sends signal MPPT
operation command to PV and supplies power P,,=222W. At nearly 2sec, the load is increased
to 280W. As the Py, falls short of the load demand, BESS and SC begin to discharge power to
fulfill to meet the load demand while maintaining the DC link voltage at 48V. The results of
the traditional voltage controller (scenariol) are shown in Figure6.26(b), as well as the results
of the proposed method; various settling periods of 1sec (scenario2), 2sec (scenario3), and 3sec
(scenario4), are shown in Figure[6.26(b), Figures ref320(c)[6.27(d). The results indicate that in
scenario 1, BESS is nearly at the maximum permissible discharge limit; however, in scenarios
2 to 4, the discharge levels are reduced, as shown in Figurel6.26(b) Figureg6.27|c)}6.27(d).
Comparing all scenarios, the traditional approach has shown the highest battery discharge rate
while the proposed approach with 7 = 3s has displayed low discharge rate. Moreover, the
energy released by BESS is lower with the proposed control scheme compared to a traditional
voltage controller. From Figures [6.26(b), and Figurel6.27(c)[6.27(d), the SoC of BESS for
Scenario 1 is lower than its Soc for Scenarios- 2, 3, and 4, showing that comparatively higher

energy is released.

6.10.2 Case (ii): Energy management under the load demand decreases.
(APyirr > 0)

In this case, the superiority of the proposed EMS is validated for decreased load demand con-
dition Figure]6.28 The proposed method is evaluated with the conventional voltage controller
described in [36]. In this test case, four scenarios were considered.

scenario.(i): HESS system operation with conventional voltage controller [6.28|(a)

scenario.(ii): HESS system operation with the proposed EMS for SC time constant T = 1s
628)(b)

scenario.(iii): HESS system operation with the proposed EMS for SC time constant T = 2s
[6.28](c) and

scenario.(iv): HESS system operation with the proposed EMS for SC time constant T = 3s

[6.28(d)

In all four scenarios, load demand was lower than PV generation. As a result, surplus en-
ergy was supplied to BESS and SC while maintaining power balance and DC grid voltage at
48 V. In this case, in all scenarios, initially, the PV system supplies MPP power of P, = 222W
and a supplying load of around Pj,,q = 220W up to 2 sec. At t = 2s, the load is reduced to
162W, as Py, is more than the load demand, and the surplus energy is immediately fed to SC
while maintaining the DC link voltage at 48V. The energy stored in SC is slowly transferred to
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BESS, and excess power from PV is taken by the battery after 7 seconds of post disturbance.
With traditional voltage controllers, as observed in Figure]6.28(a), the response time of SC and
BESS is quick, and they are charged with faster charge rate limit within a short duration of
time (scenariol). The results of the proposed controller with different settling periods of 1sec
(scenario2), 2sec (scenario3), and 3sec (scenario4) are shown in Figure[6.28(b)—(d). It indicates
that the proposed control BESS charges at a slower rate than the traditional voltage controller
method.

6.11 Conclusions

In this chapter, an energy management system for DC nanogrid has been proposed to optimize
charge/discharge rates of the battery with SC. A Jaya-based optimization algorithm was used
to optimally to calculate the charge/discharge rate constants of HESS for a given desired op-
erational time constant and load/PV generation perturbation. Further, to improve the longevity
of BESS, the EMS was designed to avoid deep charging and discharging. The PV generation
derated especially under light load (no-load) conditions and when battery SoC> SoC,,;,. Simi-
larly, the SC charging and optional load shedding were used when SoC< SoC,,;, to avoid deep
discharging.

In the proposed EMS, the DC voltage of the nanogrid was maintained constant by HESS
system, which also enables instantaneous power balance. The effectiveness of the proposed
EMS was validated through both simulation studies and by developing the hardware prototype.
The results were compared with conventional control method, and it was observed that energy
charge/discharge rates by the battery were optimized during the transient period compared to

conventional scheme.
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Chapter 7

Conclusions and Scope for Future Work
7.1 Conclusions

To understand the principles and advancements in the history of hybrid systems, a study of
earlier chapters on hybrid systems included a PV panel, an FC, a battery, SC and amanagement.
Furthermore, a complete comparison, analysis, and integration of management topology was
carried out.

The following conclusions have been drawn from the research work.

A solar photovoltaic (PV) controller based on Bayesian Fusion Techinique (BFT) was devel-
oped for better tracking of global maximum power point in partially shaded environments.
Comparing the recommended approach to PSO, Jaya, and incremental conductance-based track-
ing techniques, the proposed method is easier to use, highly cost-effective, and could provide
quicker and more effective tracking performance.To help the controller overcome stagnancy at
the nearby peak location in a partially darkened state, BFT is created. A reverse probability that
represents uncertainty depending on available observations is a feature of BFT. The approach
suggested is more effective than many current state-of-the-art methods in that it minimizes the
number of repetitions while still achieving GMPP. This work might be expanded to include
more features of renewable energy, such as utilising machine learning to quickly distinguish be-
tween temperature differences and enable effective control of various hybrid renewable energy

sources, such as solar energy, wind energy, etc.

A static as well as dynamic model of fuel cell(FC) was examined and simulated at various gas
flows using a maximum power tracker. Static and dynamic models verified the mathematical
concepts. Extra overshoots appeared in the simulation of the dynamic FC model. The device
that tracks it extracts maximum power while being efficient. The constant step applied to or
removed from the present amount can be used to regulate the time required to achieve MPP. An
increase in constant step decreases tracking time while increasing output power fluctuations.
Another advantage of adopting MPPT is its capacity to prevent FC from deteriorating and im-
prove its lifetime by preventing the FC voltage drop and current from exceeding critical limits.
The compensator’s work is to keep the voltage that it outputs at the level specified by the user’s

specification. We may conclude that the proposed approach has certain benefits by managing
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current, hydrogen gas flow, and oxygen gas flow in a single MPP tracker while all parameters
are associated with the current demanded by the load.We may use it to create a controller for
the hydrogen gas valves and oxygen gas values described by the proposed method.

Typically, Fuzzy Logic Controller (FLC) [129], artificial neural network (ANN) algorithms
[165]], An adaptive neuro-fuzzy inference system (ANFIS) [45] method was used for decision-
making problems. The major drawback of these controllers is that they require large amounts
of training data and intense computational facilities. However, the implementation of rules-
based heuristic strategies is fairly simple and straight forward. In these approaches, there is no
requirement for a large data set for training and no need for huge computational facilities, and
control actions are highly reliable. This makes it more feasible for real-world problems and can
be implemented using already available computational facilities. Owing to these advantages, the
rule-based heuristic approach scores over other artificially, intelligent approaches. However,
these approaches also have a few challenges, especially; to frame the rules, for which expert
knowledge is required.

The major contributions of a successful EMS for a standalone DC microgrid with PV/fuel
cell/energy storage systems were suggested. The EMS is designed to increase battery longevity
by keeping the battery’s SoC within an acceptable range, as well as to limit hydrogen fuel input
in a fuel cell without affecting system dependability. In normal operation, the PV system runs
in MPPT mode to maximise renewable energy use. To minimise deep charging/discharging of
the battery, the fuel cell operates as a function of the battery SoC, which also enhances fuel cell
efficiency. EMS manages the battery bank to guarantee balanced power distribution sources
and loads while managing DC link voltage.Furthermore, utilising a super-capacitor, the EMS
may be significantly changed for effective system functioning under transient situations while
keeping the battery depletion rate below acceptable ranges. Furthermore, the proposed EMS

algorithm’s use may be extended to microgrids with heterogeneous distributed generators.

To optimize the charge/discharge rate and energy stored/discharged by the storage device, a dy-
namic rate-limit controller has been developed. Depending on the load requirement and settling
time, two distinct rate-limits were established to charge/discharge electricity from the battery.
To validate the control scheme’s efficacy, it was implemented to an independent photovoltaic
system with HESS by establishing a control hardware-in-loop dSPACE. When the findings
have been compared to the usual control method, it was discovered that charge/discharge evalu-
ations and energy stored/discharged by the battery were optimized over the transient phase. The
amount of stress on the battery was also optimized as the charge/discharge incidences were op-
timized, thereby minimizing the life-time restriction effects of high charge/discharge amounts.

Furthermore, because the energy stored/discharged through the battery was optimized, the bat-
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tery’s state of charge can remain within limits for a longer period of time, resulting in low
overcharging/discharging of the batteries. Because the recommended control approach pre-
serves the characteristics of the traditional control scheme, the energy balance stays constant

under steady-state operating circumstances with the assistance of supercapacitor.

7.2 Scope for Future Research

A prospective researcher has the opportunity to expand on the current research effort:

e The proposed EMS is subject to control the microgrid in grid-connected mode. However,
during the period of disconnection from the grid (islanded mode) the microgrid needs
a different operating strategy in order to sustain its stability. In islanded mode, voltage
magnitude and system frequency drifts away from their nominal values and hence the sta-
bility of microgrid highly depends on the balance between generation and consumption.
In this case, role of droop control mechanisms is very important to keep the frequency

and voltage in microgrid at a certain level.

At the same time, there exists power fluctuations due to non-linearity of load and the
stochastic behavior of solar PV plant. This matter exacerbates the situation and pushes
the microgrid forward to become unstable. Therefore, a sophisticated energy management

approach must be adopted to maintain the microgrid during the islanded operating mode.

e The methods recommended in the present investigation may be employed on PV integra-

tion to grid-tied systems in order to increase PV system tracking efficiency.

e Improved adaptive optimisation approaches can be used in hybrid systems to enhance

efficiency while providing consistent power to the DC grid.

e Maximum power point tracking strategies can be used to increase wind power generating

efficiency. etc.
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