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ABSTRACT
Attribute reduction techniques based on Pawlak rough set
theory work only on data sets with discrete attributes. In
real-world applications, the domain of a few or all attributes
of the data set may be continuous. These continuous at-
tributes need to be discretized as a pre-processing step to
attribute reduction. In this paper, we have proposed an
algorithm to the problem of attribute reduction on continu-
ous data in rough set theory. The proposed algorithm does
not need any extra information or expert domain knowledge
apart from the continuous data set. The proposed algo-
rithm is based on the concepts of rough set theory. These
include principle of indiscernibility, basic cuts and discerni-
bility matrix. It adapts the search techniques provided by
the ant colony optimization meta-heuristic. As ant colony
optimization is a graph based meta-heuristic algorithm, we
have introduced a fully connected graph whose nodes are
the basic cuts. We have evaluated the proposed algorithm
on various data sets found in University of California, ma-
chine learning repository. For each data set, a reduced data
set is obtained by retaining the attributes in the reduct de-
termined by the proposed algorithm and removing the at-
tributes not in the reduct. The obtained reduced data set
is found to give better classification accuracies when tested
using i) C4.5 classifier and ii) Naive Bayes classifier in com-
parison with those obtained on the data set before attribute
reduction.
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Rough set theory (RST) was introduced by Pawlak in 1982
for data analysis [23, 24, 25]. RST provides a mathemati-
cal methodology to deal with imprecision and uncertainty in
information systems. Based on the principle of indiscerni-
bility of objects and approximation of concepts, RST iden-
tifies data dependencies of decision attributes on the condi-
tional attributes in decision systems. Semantics preserving
attribute reduction and decision rule acquisition are the im-
portant applications of RST. As RST does not require any
additional information apart from the data set, it is success-
fully applied to many domains [13, 29]. RST is used to solve
the problem of attribute reduction and is widely studied in
the literature [1, 4, 5, 8, 16, 18, 35, 38].

Pawlak RST is designed to work on data sets consist-
ing of only discrete-valued attributes. But the domain of
a few or all attributes of the data set may be continuous-
valued. These continuous-valued attributes need to be dis-
cretized as a pre-processing step to attribute reduction. Var-
ious algorithms are proposed in the literature based on RST
to discretize the continuous-valued attributes [28, 32, 36].
The main limitation of discretizing the data set as a pre-
processing step to attribute reduction is loss of information.
Fuzzy rough set theory provides a framework to perform
attribute reduction on continuous-valued attributes by tak-
ing the concept of fuzziness from fuzzy set theory and the
concept of indiscernibility from RST. Various approaches
have been discussed in the literature based on fuzzy rough
sets, for attribute reduction on decision tables consisting of
continuous-valued attributes [6, 10, 11, 12, 13, 14, 15, 21,
31, 33, 34, 37]. The limitation with these approaches is the
requirement of computation of fuzzy partitions using fuzzy
similarity relations.

In this paper, we have proposed an algorithm to the prob-
lem of attribute reduction in RST, on data sets consisting
of continuous-valued attributes. Initially, we construct dis-
cernibility matrix and basic cut graph based on RST prin-
ciples of indiscernibility. We adapt Ant colony optimization
(ACO) meta-heuristic by providing the stopping criteria for
an ant traversal and the evaluation criteria for the traversed
path of an ant. The proposed algorithm returns the near
optimal set of irreducible cuts. Next, we extract attributes
from the obtained set of irreducible cuts.

The rest of the paper is organized as follows. Section 2
introduces RST concepts. Section 3 introduces the concepts
of discretization of data set consisting of continuous-valued
attributes using RST. Section 4 describes our proposed al-
gorithm for attribute reduction on continuous data. Section
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5 describes experimental results obtained and comparisons
performed. Section 6 describes the conclusion and future
work of the paper.

2. ROUGH SET THEORY
In RST [22], a decision system S is defined as S = (U,C, d, f),

where U = {o1, o2, o3, ..., on} is the universe of n objects,
C = {c1, c2, c3, ..., cm} is the set of m conditional attributes,
d is the decision attribute, f is a mapping function, f(oi, a) ∈
Va where a ∈ (C ∪ d) and Va is the value set of attribute a.
The principal idea of RST is the indiscernibility relation IA.
In a decision system S, if objects oi and oj have same values
with respect to the attributes in A ⊆ C, then the object oi
is said to be indiscernible from the object oj with respect to
A. The indiscernibility relation IA is defined as follows

IA = {(oi, oj) ∈ U × U | ∀a ∈ A, f(oi, a) = f(oj , a)}
IA is said to be an equivalence relation, because it satisfies
reflexive, symmetric and transitive properties. In a decision
system S, an equivalence class [oi]A of an object oi is defined
as the set of all objects in U that are indiscernible from oi
with respect to the attributes in A.

[oi]A = {oj ∈ U | oiIAoj}
Let Vd = {d1, d2, d3, ..., dk} be the set of all decision classes
of S. In a decision system S, a concept Xdi is defined as the
set of all objects in U that are having di as their decision
attribute value.

Xdi = {oj ∈ U | f(oj , d) = di, di ∈ Vd}
In a decision system S, the set of all concepts D partitions
U into k disjoint subsets, where k = |Vd|.

D = {Xd1 , Xd2 , Xd3 , ..., Xdk}, U =

k⋃
i=1

Xdi

Rough set of a concept Xdi with respect to A ⊆ C is defined
in terms of lower approximation and upper approximation.
Lower approximation LAA(Xdi) of the concept Xdi with
respect to A ⊆ C is defined as the set of all objects that
certainly belong to the concept Xdi .

LAA(Xdi) =
⋃

oj∈U

{[oj ]A | [oj ]A ⊆ Xdi}

Upper approximation UAA(Xdi) of the concept Xdi with
respect to A ⊆ C is defined as the set of all objects that
possibly belong to the concept Xdi .

UAA(Xdi) =
⋃

oj∈U

{[oj ]A | [oj ]A ∩Xdi �= φ}

Positive region POSA(Xdi) of the concept Xdi with re-
spect to A ⊆ C is defined same as the lower approximation
LAA(Xdi).

POSA(Xdi) = LAA(Xdi)

Boundary region BNDA(Xdi) of the concept Xdi with re-
spect to A ⊆ C is defined as the difference of upper approxi-
mation UAA(Xdi) and the lower approximation LAA(Xdi).

BNDA(Xdi) = UAA(Xdi)− LAA(Xdi)

Further,

POSA(D) =
⋃

Xdi
∈D

POSA(Xdi)

BNDA(D) =
⋃

Xdi
∈D

BNDA(Xdi)

Consistency of a decision table is defined in terms of a gen-
eralized decision function. A generalized decision function
∂A(oi) of an object oi with respect to A ⊆ C, is defined as
the set of decision classes of all the objects in the equivalence
class of oi.

∂A(oi) = {f(oj , d) | oj ∈ [oi]A}
Decision table is said to be consistent, if the cardinality of
∂A(oi) is 1 for all the objects in the universe. Otherwise, the
decision table is said to be inconsistent.

S =

{
consistent if ∀oi ∈ U |∂C(oi)| = 1
inconsistent otherwise

where |∂C(oi)| is the cardinality of ∂C(oi).

3. DISCRETIZATION USING RST
Discretization of continuous data using RST is based on

defining a set of cuts on all the continuous-valued attributes
of the decision system [23]. Let Vc be the value set of at-
tribute c ∈ C. Let lc be the left bound and rc be the right
bound of Vc such that lc < rc. Let R be the set of real num-
bers. Vc = [lc, rc) ⊂ R. Let pi be a real number such that
lc ≤ pi < rc. pi partitions the universe of objects U into two
disjoint sets Ul and Ur where Ul = {oj ∈ U | f(oj , c) ≤ pi}
and Ur = {oj ∈ U | f(oj , c) > pi} respectively. Both Ul

and Ur are non-empty sets. pi is defined as the cut on at-
tribute c. Let Pc be the set of cuts on attribute c defined as
Pc = {p1, p2, ..., pk} such that lc ≤ p1 < p2 < ... < pk < rc.

Let the value set of the attribute c be defined as Vc =
{v1, v2, v3, ..., v|Vc|} such that v1 < v2 < ... < v|Vc|. The set
of basic cuts Bc on attribute c is defined as follows

Bc =

{
(v1 + v2)

2
,
(v2 + v3)

2
, ...,

(v|Vc|−1 + v|Vc|)
2

}

The set of basic cuts B on the set of attributes C is defined
as B =

⋃
c∈C Bc.

The discretized version of a consistent decision system S
is a new decision system called P−discretization of S and
is defined as a 5 tuple SP = (U,C, d, P, fP ), where P is the
set of cuts on C, defined as P =

⋃
c∈C Pc and the function

fP is defined as follows

fP (oj , c) =

⎧⎨
⎩

0, if f(oj , c) < p1
i, if f(oj , c) ∈ [pi, pi+1), 1 ≤ i ≤ k − 1)
k, if f(oj , c) ≥ pk

If the generalized definition functions ∂C(S) and ∂C(S
P )

of the decision systems S and SP respectively are same, then
the set of cuts P is called S-consistent. If P is S-consistent
and ∀P ′ ⊂ P | P ′ is not S-consistent, then the set of cuts
P is called S-irreducible. If P is S-consistent and ∀ S-
consistent set of cuts P ′ such that |P | ≤ |P ′|, then the set
of cuts P is called S-optimal with respect to the cardinality
of the set of cuts.

The problem of finding the set of S-optimal cuts is an
optimization problem. Boolean reasoning approach is used
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to the problem of finding the set of S-optimal cuts in RST
by defining discernibility matrix and a discernibility func-
tion [30]. Skowron et al. [30] have introduced discernibility
matrix and discernibility function. The discernibility matrix
M is defined as follows

M =

{
eij if (1 ≤ i < j ≤ n) ∧ (f(oi, d) �= f(oj , d))
φ otherwise

where eij =
⋃

c∈C

⋃
pk∈Bc

{(c, pk) | pk =
(vk+vk+1)

2
∧

[vk, vk+1) ⊆ [min(f(oi, c), f(oj , c)),max(f(oi, c), f(oj , c)))}
The discernibility function F is defined as follows

F =
∧
i≥1

∨
i<j≤n

e∗ij

where e∗ij =
⋃

(c,pk)∈eij
{p∗k | p∗k is the boolean variable cor-

responding to (c, pk)}. Discernibility function is the con-
junct of the disjuncts that are defined on each element of
the discernibility matrix by considering the cuts as boolean
variables. Each implicant of F is defined as the set of S-
consistent cuts of the decision system S. Each prime im-
plicant of F is defined as the set of S−irreducible cuts of
the decision system S. The set of S−irreducible cuts with
minimum number of cuts is defined as the set of S−optimal
cuts of the decision system S.

4. PROPOSED ALGORITHM TO THE PROB-
LEM OF ATTRIBUTE REDUCTION ON
CONTINUOUS DATA IN RST USING ACO

ACO is a meta-heuristic introduced by Dorigo et al. in
1996 [7]. ACO meta-heuristic is applied to a wide range of
combinatorial problems [2, 3, 20, 27]. ACO is inspired from
the collaborative behavior of real ants in finding the shortest
path to food sources from their colonies. Real ants find the
shortest path by following the principle of stigmergy. Ini-
tially, all ants move randomly from their colonies in search
of food. Once, an ant finds food source, it starts its return
journey to the colonies. These ants deposit pheromone trails
in their return journey. Ants that are present with in the
influence of the deposited pheromone follow the pheromone
trails to food sources. These ants also deposit pheromone
in their return journey. This results in an increase in the
concentration of the pheromone in this path. Eventually,
all ants follow this path. Pheromone also gets slowly evap-
orated which helps ants not to get stuck in the sub-optimal
paths.
The data flow diagram of the proposed algorithm is as

shown in Figure 1. The proposed algorithm gets input as the
decision table consisting of continuous-valued attributes. In
this work, we construct basic cut graph G by applying RST
principles of indiscernibility. Each vertex of the basic cut
graph corresponds to a unique basic cut in the set of all ba-
sic cuts B. So, there will be a one to one mapping between
the vertices of the basic cut graph and the set of basic cuts
B. Finally, the number of vertices in G is |B|, where |B|
is the cardinality of B. We also construct a discernibility
matrix M whose elements are the set of basic cuts that are
discerning a row object and a column object. With inputs
as the basic cut graph G, discernibility matrix M and ACO
parameters, the proposed algorithm determines an approx-
imately optimal set of irreducible cuts. Here, optimality of

the set of irreducible cuts is defined in terms of the cardinal-
ity of the set of irreducible cuts. The set of irreducible cuts
of minimal length, is said to be optimal. Reduct is obtained
from the determined set of irreducible cuts by extracting the
attributes corresponding to the cuts in the obtained set of
irreducible cuts.

Figure 1: Data flow diagram of the proposed algo-
rithm for attribute reduction on continuous data in
RST using ACO meta-heuristic

4.1 Representation of problem
In ACO meta-heuristic, the combinatorial problem is de-

scribed as a graph G(V,E), where V is the set of vertices
and E is the set of edges. The solution to the combinatorial
problem is to find the shortest path from source node to the
destination node. In this paper, the problem of attribute re-
duction on continuous data sets is represented as a problem
of finding the shortest path of the basic cut graph, where
each node of the basic cut graph corresponds to the basic
cut pk ∈ B. All nodes of the graph are fully connected.

4.2 Stopping criteria and evaluation criteria
The solution is to find the shortest path P = {p1, p2, ..., pk}

of the basic cut graph satisfying the following conditions

1. Stopping criteria: ∀e ∈ M, ∃pk ∈ P | pk ∈ e

2. Evaluation criteria:
∀pk ∈ P, ∃e ∈ M | (pk ∈ e) & ((P − {pk}) ∩ e = φ)

The first condition is defined as the stopping criteria, be-
cause an ant has to stop its traversal through the graph G if
this condition is met. The second condition is defined as the
evaluation criteria, because once an ant stops its traversal,
then the path traversed by the ant is evaluated using this
condition.

4.3 Probability of selection of a node
Probability of selecting the node pj when the ant is at

node pi is given as

pr(pi, pj) =

⎧⎨
⎩

τpipj∑
pk

τpipk
if pk ∈ Npi

0 otherwise
(1)

where Npi is the set of nodes that are not yet traversed by
the ant.

19



Figure 2: Flow chart of the proposed algorithm for attribute reduction on continuous data in RST using
ACO meta-heuristic

4.4 Deposit and evaporation of pheromone
An ant traversal through the graph is stopped if the stop-

ping criteria defined in Section 4.2 is satisfied. The solution
obtained by an ant is the set of all nodes traversed by the
ant. Let P be the set of all nodes traversed by the ant.
The obtained solution is then evaluated based on the evalu-
ation criteria defined in Section 4.2. The obtained solution
is discarded if it fails to satisfy the evaluation criteria. This
path is retraced backward and the pheromone trails of all
the edges in this path are evaporated as follows

τpipj = (1− ρ)τpipj (2)

where pi and pj are two consecutive nodes in the path P
and ρ ∈ (0, 1] is a parameter. Pheromone trail evaporation
decreases the probability of selecting the nodes present in
this path in future traversals of ants. If the obtained solution
satisfies the evaluation criteria, then the ant deposits an
amount of Δτ pheromone trails on all the edges in this path
as follows

τpipj = τpipj +Δτ (3)

Pheromone trail deposits increase the probability of select-
ing the nodes present in this path in future traversals of ant
through the graph G.

4.5 The proposed algorithm
The overview of the proposed algorithm is as shown in

Figure 2. Decision table consisting of continuous-valued at-
tributes is given as input to this algorithm. The output of

this algorithm is the reduct R. The detailed description of
the proposed algorithm is as shown in Algorithm 1. Initially,
the algorithm determines the set of basic cuts B and con-
structs the discernibility matrix M . Fully connected graph
G is constructed with basic cuts of B as vertices. Next,
the proposed algorithm adapts ACO meta-heuristic to de-
termine the approximately optimal reduct. The proposed
algorithm starts with initializing all the ACO parameters.
Each run of the algorithm is limited to the maximum num-
ber of iterations. Let PBestg be the global best set of ir-
reducible cuts to be determined by the proposed algorithm.
Let PBestl be the local best set of irreducible cuts to be
determined by the ants in the current iteration.

In each iteration, the algorithm creates n ants and does
the following for each ant i) let P be the path to be traversed
by an ant ii) an ant starts from a random vertex and depend-
ing upon the probability of traversal, it selects the next ver-
tex to traverse iii) an ant stops its traversal through graph G
if the stopping criteria (∀e ∈ M, ∃pk ∈ P | pk ∈ e) is met iv)
evaluates the solution P obtained by an ant using the evalu-
ation criteria (∀pk ∈ P, ∃e ∈ M | (pk ∈ e) & ((P−{pk})∩e =
φ)) v) if the solution P fails to satisfy the evaluation crite-
ria, then the pheromone trails of the path P are evaporated
as given in Equation 2 vi) otherwise, pheromone trails are
deposited on all the edges of P as given in Equation 3 and if
the cardinality of PBestl is greater than the cardinality of
P , then the set of irreducible cuts PBestl is updated with
the obtained solution P .

The algorithm deposits an amount of Δτ pheromone trails
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Algorithm 1: Proposed algorithm to determine reduct on continuous data in RST using ACO meta-heuristic

Input : Decision table S(U,C, d, f)
Output: Reduct R
Let B be the set of basic cuts on the set of attributes C
// Determine the set of basic cuts B
for (each c ∈ C) do

Let Vc be the value set of attribute c
Sort Vc as Vc = {v1, v2, v3, ..., v|Vc|} such that v1 < v2 < ... < v|Vc|
Let Bc be the set of cuts on attribute c ∈ C

Determine Bc as Bc =
{

(v1+v2)
2

, (v2+v3)
2

, ...,
(v|Vc|−1+v|Vc|)

2

}
B = B

⋃
Bc

Let PBestg be the global best set of irreducible cuts
Initialize PBestg with the complete set of basic cuts, PBestg = B
Let G be the graph with basic cuts in B as vertices
Construct a fully connected graph G
Let M be the discernibility matrix
// Construct discernibility matrix M
for (each oi in U) do

for (each oj in U) do
Let e be an element of the matrix M
if (f(oi, d) �= f(oj , d)) then

e =
⋃

c∈C

⋃
pk∈Bc

{(c, pk) | pk =
(vk+vk+1)

2
∧ [vk, vk+1) ⊆ [min(f(oi, c), f(oj , c)),max(f(oi, c), f(oj , c)))}

// ACO meta-heuristic parameters

Let t be the termination condition
Let n be the number of ants
Let τpipj be the pheromone trail on edge connecting any two vertices pi and pj of the graph G, initially 0
Let Δτ be the amount of pheromone trail to be deposited on an edge of G
Let ρ ∈ (0, 1] be a parameter
Initialize all ACO meta-heuristic parameters
while (!t) do

Let PBestl be the local best set of irreducible cuts, initialize with PBestg
Create n ants
for (each ant) do

Let P be the set of vertices to be traversed by the ant, initially empty
Start the ant from a random vertex pi of the graph G, P = {pi}
// Stopping criteria for ant traversal

while (!(∀e ∈ M, ∃pk ∈ P | pk ∈ e)) do
Select the next vertex pj to be traversed with probability pr(pi, pj)

pr(pi, pj) =

⎧⎨
⎩

τpipj∑
pk

τpipk
if pk ∈ Npi

0 otherwise

where Npi is the set of vertices that are not yet traversed by the ant
P = P

⋃{pj}
// Evaluate P
if (∀pk ∈ P, ∃e ∈ M | (pk ∈ e) & ((P − {pk}) ∩ e = φ)) then

// Set of irreducible cuts PBestl is updated if the newly obtained set of irreducible cuts is

of minimal length

if (|P | < |PBestl|) then
PBestl = P

else
// Evaporate pheromone trails on all the edges in the path P
for (each edge connecting two vertices pi and pj in the path P ) do

τpipj = (1− ρ)τpipj

// Deposit pheromone trails on all the edges in the path PBestl
for (each edge connecting two vertices pi and pj in the path PBestl) do

τpipj = τpipj +Δτ

if (|PBestl| < |PBestg|) then
PBestg = PBestl

// Extract conditional attributes from the set of irreducible cuts PBestg
for (each pi ∈ PBestg) do

Let cj be the attribute corresponding to the cut pi
Include cj in R, R = R

⋃{cj}
return R
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Table 1: ACO parameters
Parameter Value

Termination condition (t) No. of iterations
= 1000

No. of ants (n) 100
Initial pheromone trail (τpipj ) 0

Pheromone evaporation factor (ρ) 0.01

on all the edges of the path PBestl. If the cardinality of
PBestg is greater than the cardinality of PBestl, then the
set of irreducible cuts PBestg is updated with the obtained
solution PBestl. Once, the algorithm completes the maxi-
mum number of iterations, it returns the set of unique at-
tributes corresponding to the cuts in PBestg as the final
reduct R.

5. EXPERIMENTAL RESULTS AND ANAL-
YSIS

In this section, we analyze the effectiveness of our pro-
posed algorithm for attribute reduction on continuous data
in RST using ACO meta-heuristic by conducting a series of
experiments on 7 data sets of different sizes from machine
learning repository at University of California, Irvine [19].
The experiments have been conducted with ACO parame-
ters as shown in Table 1. While conducting experiments,
each execution of the proposed algorithm is limited to 1000
iterations. The details of all the 7 data sets selected for our
experimentation are shown in Table 2. All the chosen data
sets are of multi-category, with the number of classes rang-
ing from 2 to 8, the number of objects ranging from 150 to
5473 and the number of conditional attributes ranging from
3 to 13. Except haberman data set, for all the remaining
6 data sets all of the conditional attributes are continuous-
valued. The haberman data set has only one discrete-valued
conditional attribute and rest all are continuous-valued con-
ditional attributes. The experiments were conducted on a
2.27 GHz PC running Windows 7 with Intel Core i3 proces-
sor with 4 GB RAM.
We conducted a series of experiments using the proposed

algorithm to determine a reduct on all the 7 data sets shown
in Table 2. We have also performed comparison analysis
with respect to the classification performance for each of the
data set before and after attribute reduction. Criteria for
comparison chosen are i) classification accuracies obtained,
when tested using the C4.5 classifier [26] and ii) classifica-
tion accuracies obtained, when tested using the Naive Bayes
classifier [17]. C4.5 classification algorithm was introduced
by J. Ross Quinlan. C4.5 algorithm constructs a decision
tree from training data based on the concept of information
entropy. Classification of an object with unknown decision
is done using the constructed decision trees. Naive Bayes
classifier is based on Bayes theorem. Classification of an
object with unknown decision is done using the conditional
probability of the object to belong to a class. Conditional
probability is calculated by assuming zero dependency be-
tween the conditional attributes.
Table 3 shows the set of irreducible cuts and reduct ob-

tained using the proposed algorithm. The set of irreducible
cuts obtained is an approximate to optimal solution. Here,
optimality is defined in terms of the cardinality of the set

Table 2: Data sets description
Data set No. of No. of No. of

objects conditional classes
attributes

breast-cancer 699 9 2
ecoli 336 7 8

haberman 306 3 2
iris 150 4 3

liver-disorders 345 6 2
page-blocks 5473 10 5

wine 178 13 3

of irreducible cuts. The reduct is obtained from the set of
irreducible cuts by selecting the attributes corresponding to
the cuts without including duplicates.

Table 4 shows the cardinality of the set of irreducible cuts,
cardinality of the reduct and percentage of reduction ob-
tained using the proposed algorithm. On all the data sets
the proposed algorithm has achieved more than 10 percent-
age of reduction. The wine data set has achieved a highest
percentage of reduction of 69.23. Reduced data sets are ob-
tained by retaining the attributes of reduct in the original
data sets and removing other attributes not in the reduct.
The performance of the proposed algorithm is evaluated by
training C4.5 classifier and Naive Bayes classifier on the orig-
inal data sets and the reduced data sets. We have used the
implementation of C4.5 classifier and Naive Bayes classifier
provided by WEKA software tool [9]. Classification accu-
racy was obtained by using C4.5 classifier and Naive Bayes
classifier with 10 fold cross-validation approach for valida-
tion.

Now, we present the comparison analysis of the perfor-
mance of our proposed algorithm. Table 5 shows the com-
parisons on the classification performance of the data sets
before and after attribute reduction. For the different data
sets, columns 2 and 3 of Table 5 shows the comparisons of
classification accuracies obtained by training C4.5 classifier
on the original data set and reduced data set obtained using
the proposed algorithm. These results show that the pro-
posed algorithm is achieving a reduced data set that is ob-
taining higher classification accuracies on majority i.e., 4 of
the 7 data sets. The original data set is achieving higher clas-
sification accuracies on 3 of the 7 data sets. For the different
data sets, columns 4 and 5 of Table 5 shows the comparisons
of classification accuracies obtained by training Naive Bayes
classifier on the original data set and reduced data set ob-
tained using the proposed algorithm. These results show
that the proposed algorithm is achieving a reduced data set
that is obtaining higher classification accuracies on majority
i.e., 4 of the 7 data sets. The original data set is achieving
higher classification accuracies on 3 of the 7 data sets. The
bold values in this table indicate the higher classification
accuracies.

From the experimental results obtained, we conclude that
the proposed algorithm is giving a reduced data set in terms
of i) cardinality of the conditional attributes found for dif-
ferent data sets ii) classification accuracies obtained for dif-
ferent data sets, when tested using the C4.5 classifier and
iii) classification accuracies obtained for different data sets,
when tested using the Naive Bayes classifier.
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Table 3: Set of irreducible cuts and reduct obtained using the proposed algorithm
Data set Set of irreducible cuts Reduct

breast-cancer {(c1, 6.5), (c2, 3.5), (c6, 3.77), (c8, 2.5)} {c1, c2, c6, c8}
ecoli {(c1, 0.56), (c2, 0.5), (c5, 0.52), (c6, 0.52)} {c1, c2, c5, c6}

haberman {(c1, 30.5), (c1, 80.5), (c3, 49)} {c1, c3}
iris {(c2, 2.95), (c3, 4.45), (c4, 0.8), (c4, 1.75)} {c2, c3, c4}

liver-disorders {(c1, 90.5), (c2, 65.5), (c5, 22.5), (c6, 3.5)} {c1, c2, c5, c6}
page-blocks {(c1, 7.5), (c1, 14.5), (c1, 28.5), (c1, 38.5), (c2, 40.5), (c4, 1.32), (c4, 1.9), (c4, 2.87), {c1, c2, c4, c5, c6,

(c4, 17.9), (c4, 34.69), (c5, 0.21), (c5, 0.34), (c5, 0.44), (c5, 0.6), (c5, 0.9), (c6, 0.52), c7, c8, c9, c10}
(c6, 0.74), (c7, 1.83), (c7, 3.5), (c7, 5.4), (c7, 7.28), (c8, 9.5), (c8, 15.5), (c9, 98.5), (c10, 5.5)}

wine {(c1, 13.04), (c7, 1.4), (c10, 3.82), (c13, 719)} {c1, c7, c10, c13}

Table 4: Cardinality of the set of irreducible cuts,
cardinality of the reduct and percentage of reduction
obtained using the proposed algorithm

Data set Cardinality Cardinality Percentage of
of the set of of the reduct reduction

irreducible cuts
breast-cancer 4 4 55.56

ecoli 4 4 42.86
haberman 3 2 33.33

iris 4 3 25
liver-disorders 4 4 33.33

page-blocks 25 9 10
wine 4 4 69.23

6. CONCLUSION AND FUTURE WORK
The contribution of this paper is the proposed algorithm

to determine reduct on continuous data; determines a set
of irreducible cuts with no redundancy. We have analyzed
the performance of our proposed algorithm by conducting a
series of experiments on 7 data sets from machine learning
repository at University of California, Irvine. Initially, we
conducted a series of experiments using the proposed algo-
rithm to determine reducts for each of the 7 data sets. Test-
ing for classification accuracy was done on all 7 reduced data
sets using C4.5 classifier and Naive Bayes classifier respec-
tively. We have also performed comparison analysis with re-
spect to the classification performance for each of the data
set before and after attribute reduction. We conclude that
our algorithm is giving better results compared to the re-
sults that are obtained before attribute reduction as shown
by the experimental results obtained for classification accu-
racies for different data sets, when tested using i) C4.5 clas-
sifier and ii) Naive Bayes classifier. The problem of attribute
reduction in RST on imbalanced data is to be studied in the
future as most learning algorithms expect equal distribution
of classes.
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