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Abstract WiMAX is a coming forth broadband wireless technology that considered as

one of the most prominent solution to provide high speed data services. This paper ad-

dresses the design of WiMAX end to end physical layer (PHY) in Simulink with channel

equalization and space time block coding techniques. The authors analyzed the perfor-

mance of WiMAX PHY with decision feedback equalizers (DFE), linear equalizers and

blind equalizers over AWGN and multipath faded channels. Results include MISO channel

power spectral density (PSD), antenna amplitude/PSD/phase difference, multipath faded

and AWGN channel’s effect on the transmitted signal and the performance of proposed

equalizers on the received signals. This paper concluded that the linear equalizers have

higher frame error rates (FER) than DFE. However, blind equalizers have higher FERs

compared to conventional equalizers with better spectral efficiency as they need no training

sequence.

Keywords BER � Channel equalizers � FER � OFDM � Simulink � STBC � WiMAX

1 Introduction

The The experienced growth in the use of digital networks has led to the need for the

design of new communication networks with higher capacity. Wireless digital communi-

cations are an emerging field that has experienced an spectacular expansion during the last

several years. Moreover, the huge uptake rate of mobile phone technology, Wireless Local
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Area Network (WLAN) and the exponential growth of Internet have resulted in an in-

creased demand for new methods of obtaining high capacity wireless networks [1].

Worldwide interoperability for microwave access (WiMAX) [2] was designed to offer

broadband wireless access (BWA) services [3] to metropolitan areas providing users with

larger coverage ranges and higher data rates. WiMAX applied orthogonal frequency di-

vision multiplexing (OFDM) [4] to provide high data rates with better spectral efficiency.

The purpose of choosing OFDM (multicarrier system) over a single carrier systems is its

capability to preserve the adverse and harsh channel conditions. OFDM additionally im-

proves the data rate and reduces the fading effect of channel. Orthogonal frequency di-

vision multiple access (OFDMA) [4] is involved in BWA services due to its capability to

persist multipath interference. In the BWA services, signals have to be transmitted through

time dispersive channels [5] for communication.

Time dispersive channels may result an inter symbol interference (ISI) [6], a type of

distortion that induces symbols to overlap and get to be indistinguishable by the receiver.

For instance, the receiver encounters postponed adaptations of a symbol transmission

which can interfere with other symbol transmissions in a multipath faded environment.

An equalizer [7] is attempted at the receiver end to mitigate ISI with improved receiver

performance. The equalizers have been classified into two types in terms of their usage

and execution such as linear and non-linear [8]. Linear equalizers are further classified

into two types such as symbol-spaced equalizers and fractionally spaced equalizers

(FSEs). Linear equalizers are reasonably and computationally simple, while non-linear

equalizers are unpredictable and computationally tough. The simplicity of linear equal-

izers takes on at a cost of execution. Then again, non-linear equalizers have higher

execution complexity, yet they offer prevalent execution. Decision feedback equalizer [8]

gives a decent tradeoff in the middle of execution and complexity. Linear and decision-

feedback equalizers called as adaptive equalizers [9] because of using an adaptive al-

gorithm. Authors proposed various adaptive algorithms to implement WiMAX physical

layer are Least Mean Square (LMS), Signed LMS, Normalized LMS, Variable step-size

LMS, Recursive Least Squares (RLS) and Constant Modulus Algorithm (CMA) [10].

The selection procedure of an algorithm among these many algorithms is presented in

Sect. 3.

Fading might be reduced by utilizing receiver and transmit diversity [11], there by

enhancing the reliability of the transmission link. In diversity techniques [12], same data is

transmitted across independent fading channels to avoid fading and co-channel interfer-

ence [13] essentially.

2 Channel Equalization

Equalization is the process of recovering the data sequence from the undetermined channel

samples. Here will be a few generalizations that may impact the determination of particular

adaptive algorithm such as LMS algorithm [14] rapidly however converges slowly, and its

complexity increases linearly with the number of weights. To simplify hardware imple-

mentation, the various types of signed LMS algorithms are proposed. The Normalized

LMS and variable-step-size LMS algorithms are more robust to variability of the input

signal’s statistics (such as power). The RLS algorithm [15] converges quickly, but its

complexity increases with the square of the number of weights. This algorithm can also be

unstable when the number of weights are more. The constant modulus algorithm (CMA) is
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useful for constant modulus modulations such as PSK and it needs no training sequence.

However, if CMA has no extra side data, it may introduce phase ambiguity. For instance,

CMA might find weights that generate a perfect QPSK constellation but may result a phase

rotation of 90, 180, or 270 degrees. On the other hand, differential modulation might be

utilized to avoid phase ambiguity.

All the proposed equalizers implement a symbol-spaced (i.e. T-spaced) equalizer when

the user sets the ’Number of samples per symbol’ parameter to 1 and otherwise, the block

implements a fractionally spaced equalizer.

2.1 Decision Feedback Equalizer

A fundamental structure of the decision feedback equalizer (DFE) [8] is presented in

Fig. 1. The DFE comprises of a transversal feed forward and feedback filter. The DFE

utilizes past corrected samples, w(n), from a decision device to the feedback filter and

consolidates with the feed forward filter. Basically, the role of feedback filter is to mitigate

the ISI raised by formerly detected symbols from the estimates of future samples. Assume

that the DFE is updated with a recursive algorithm; the feed forward filter weights and

feedback filter weights might be together adjusted by the LMS algorithm on a common

error signal êðnÞ as appeared

Wðnþ 1Þ ¼ WðnÞ þ lêðnÞ:VðnÞ; ð1Þ

where êðnÞ ¼ yðnÞ � zðnÞ, VðnÞ ¼ ½xðnÞ; xðn� 1Þ; . . .xðn� k1 � 1Þ; yðn� k2 � lÞ�T . The

feed forward and feedback filter weight vectors are indicated in a joint vector as

WðnÞ ¼ w0ðnÞ;w1ðnÞ; . . .; wn
k1þk2�1

� �T
. k1 and k2 indicate the feed forward and feedback

filter tap lengths separately. Generally, the DFE is called as a non-linear equalizer due to

non linear behaviour of the decision device. Be that as it may, the DFE structure is still a

linear combiner and the adaptation loop is also linear. In this way, it has been presented as

a linear equalizer structure.

2.2 Symbol-Spaced Equalizers

A symbol-spaced linear equalizer [8] comprises of a tapped delay line that stores samples

from the input signal. When for every symbol period, the equalizer yields a weighted sum

of the values in the delay line and adjusts the weights to get ready for the next symbol

period. As the sample rates of the input and output are equal, this kind of equalizer is called

symbol-spaced equalizer.

Fig. 1 Decision feedback equalizer (DFE)
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3 Adaptive Fir Algorithms

As demonstrated in Fig. 2, a sample from a digital input signal x(n) is fed into a device,

called an adaptive filter [16], that processes a respective output signal sample yðnÞ at time n.

In general, an adaptive FIR filtering algorithm is expressed as

Wðnþ 1Þ ¼ WðnÞ þ lðnÞG eðnÞ;XðnÞ;/ðnÞð Þ; ð2Þ

where lðnÞ is a step size parameter, Gð�Þ is a specific vector-esteemed nonlinear function,

XðnÞ and eðnÞ are the input signal vector and error signal, respectively, and UðnÞ is a vector

of states that stores a pertinent data about the characteristics of the input and error signals

and/or the coefficients at previous time instants. In the simplest algorithms, UðnÞ is not

utilized, and the main data required to change the coefficients at time n are the error signal,

input signal vector, and step size.

The mean-squared error (MSE) cost function as

JMSEðnÞ ¼
1

2

X1

�1
e2ðnÞ:Pn eðnÞð ÞdeðnÞ ð3Þ

¼ 1

2
Ee2ðnÞ; ð4Þ

where PnðeÞ indicates the probability density function of the error at time n and E� is

shorthand for the expectation integral on the right-hand side of Eq. (3). It empowers us to

focus both the optimum coefficient values given knowledge of the statistics of d(n) and

x(w) a basic iterative technique for adjusting the parameters of a FIR filter.

3.1 LMS Algorithm

The cost function JðnÞ picked for the steepest descent algorithm decides the coefficient

result got by the adaptive filter. One such cost function is the minimum-squares cost

function given by

JLSðnÞ ¼
Xn

k¼0

aðkÞ dðkÞ �WTðnXðkÞ
� �2

; ð5Þ

where aðnÞ is a suitable weighting succession for the terms inside the summation.

On the other hand, we can propose the simplified cost function JLMSðnÞ given by

JLMSðnÞ ¼
1

2
e2ðnÞ: ð6Þ

Fig. 2 Adaptive system identification
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This cost function might be considered as an instantaneous estimate of the MSE cost

function, as JMSEðnÞ ¼ EJLMS(n). Bringing derivatives of JLMSðnÞ as for the elements of

WðnÞ from ref [9], we acquire the LMS adaptive algorithm as

Wðnþ 1Þ ¼ WðnÞ þ lðnÞeðnÞXðnÞ: ð7Þ

Note that this algorithm is the general form of Eq. (2). It additionally requires just aug-

mentations and increases to execute. Indeed, the number of operations required for the

LMS algorithm is about the same as the FIR filter structure with fixed coefficient values,

which is one of the reasons for the algorithm’s popularity.

3.2 RLS Algorithm

Rather than the LMS algorithm, the RLS algorithm utilizes data from all past input samples

(and not just from the current tap-input samples) to estimate the (inverse of the) auto-

correlation matrix of the data vector. To decline the impact of input samples from the far

past, a weighting factor for the impact of each sample is utilized. This weighting factor is

presented in the cost function

J½n� ¼
Xn

i¼1

qn�ije½i; n�j2; ð8Þ

where the error signal ei½i; n� is figured for all times 1� i� n utilizing the current filter

coefficients c½n� : e½i; n� ¼ d½i� � cT ½n�x½i�; where x½i� and cT denotes input signal and

transpose of the channel coefficient vector respectively. At the point when q ¼ 1, the

squared error for all sample times i up to current time n is considered in the cost function J

equally. In the event that 0\q\1 the impact of past error values decays exponentially:

method of exponentially weighted least squares is called the forgetting factor. Analogous

to the determination of the LMS algorithm we find the gradient of the cost function with

respect to the current weights

J½n� ¼
Xn

i¼1

qn�i �2Eðd½i�x½i�Þ þ 2Eðx½i�xT ½i�Þc½n�
� �

: ð9Þ

The resulting equation for the optimum filter coefficients at time n is

/½n�:c½n� ¼ z½n� ð10Þ
c½n� ¼ /�1½n�:z½n�; ð11Þ

with /½n� ¼
Pn�i

i¼1 x½i�:xT ½i�, z½n� ¼
Pn

i¼1 q
n�id�xT ½i� Both /½n� and z½n� can be computed

recursively:

/½n� ¼ q/½n� 1� þ x½n�xT ½n�; ð12Þ

and

z½n� ¼ qz½n� 1� þ dT ½n�x½n�: ð13Þ

To find c½n� the coefficient vector we, however, need the inverse matrix /�1½n�. Using a

matrix inversion lemma [19] a recursive update equation for P½n� ¼ /�1½n� is found as:
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P½n� ¼ q�1P½n� 1� þ q�1k½n�x½n�; ð14Þ

with

k½n� ¼ q�1P½n� 1�x½n�
1 þ q�1xT ½n�P½n� 1�x½n� :

ð15Þ

Finally, the weights update equation is

c½n� ¼ c½n� 1� þ k½n� dT ½n� � xT ½n�c½n� 1�
� �

: ð16Þ

The mathematical statements to solve in the RLS algorithm at each time step are (15) and

(16). The RLS algorithm is computationally more complex than the LMS algorithm. The

RLS algorithm regularly demonstrates a faster convergence compared to the LMS

algorithm.

3.3 Blind Equalizer

The block diagram of blind equalization system model is depicted in Fig. 3. Let’s assume

that the transmitted sequence aðkÞ is the symbol sequence of independent identical dis-

tribution(i.i.d), and aðkÞ 2 A. Where A is the windows character set. The sampled input to

the equalizer can be defined as xðkÞ ¼ ½aðkÞ � hðkÞ� þ nðkÞ, where aðkÞ ¼ aRðkÞ þ jaIðkÞ is

the data symbol that was sent, hðiÞ is the baseband equivalent channel impulse response, 0�0
indicates discrete convolution, nðkÞ is complex Gaussian noise. Where f ðkÞ and XðkÞ are

the tap weight vector and the input data vector of the equalizer at kth instant sampling time

respectively.

The baseband channel is a column vector of size Nc � 1 and can be written as

CðkÞ ¼ ½cðkÞ þ cðk þ 1Þ; . . .; cðK þ Nc � 1Þ�T : ð17Þ

The equalizer is a column vector of size Nf � 1 and can be written as

f ðkÞ ¼ ½f ðkÞ þ f ðk þ 1Þ; . . .; f ðK þ Nf � 1Þ�T : ð18Þ

Z(k) is a column vector of size Ns � 1 of the input data sequence at time instant k , i.e.

ZðkÞ ¼ ½zðkÞ þ zðk þ 1Þ; . . .; zðK þ Nc � 1Þ�T : ð19Þ

At time instant k, the received data sequence of equalizer is given by

Fig. 3 Blind equalization model
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xðkÞ ¼ CTðkÞ � aðkÞ þ nðkÞ ð20Þ

¼
XNc

i¼0

CðiÞaðk � iÞ þ nðkÞ: ð21Þ

The output of the equalizer at sample k is expressed as

yðkÞ ¼ f TðkÞXðkÞ ð22Þ

¼
XNf

j¼0

f ðjÞyðk � jÞ: ð23Þ

3.3.1 CMA Equalizer

The constant modulus algorithm (CMA) is a blind equalizer, but it only works on signals

that have a constant amplitude, or modulus. The CMA algorithm accepts the number of

taps to use in the equalizer, which will be based on some combination of known best

practices, and some actual knowledge of the channel itself. We need to keep this number as

small as possible to reduce the overhead of the algorithm after verifying that there is

sufficient degree of opportunity to correct channel. In the case of blind equalization, the

specified data symbol isn’t available. For this case, equalizer taps are restored utilizing an

algorithm that minimizes a particular error function. The error function will be made by

observing the equalizer output and utilizing some priori details about sent data constel-

lation statistics. The error function that is reduced in this instance of the Godard algorithm

and that is a special case of Bussgang class cost function is [20]

JðkÞ ¼ 1

4
ðjyðkÞj2 � RÞ2; ð24Þ

where R ¼ EfjaðkÞj4g=EfjaðkÞj2g is an appropriately selected constant that based on the

transmitted information statistics. To minimize an error function, blind equalization al-

gorithms can be expressed as below.

f ðk þ 1Þ ¼ f ðkÞ þ lyðkÞðjyðkÞj2 � RÞX�ðkÞ
¼ f ðkÞ þ lyðkÞeðkÞX�ðkÞ;

ð25Þ

where l is a step-size, and 0\l� 1. The step size ðlÞ may be calculated by rule of thumb

as given by

l ¼ 1

5ð2N þ 1ÞPR

ð26Þ

where, N is the equalizer length, PR is the received power that can be estimated in the

receiver.

The error signal eðkÞ is given by

eðkÞ ¼ jyðkÞj2 � R: ð27Þ

Equation (25) is viewed as CMA (constant modulus algorithm).
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4 Space Time Block Code (STBC)

STBC [17] can accomplish full transmit diversity providing maximum likelihood decoding

algorithm built just with respect to linear processing at the receiver. The new transmit

diversity scheme was presented by Alamouti known as Alamouti scheme [18]. This

scheme utilizes two transmit antenna (Nt) and one receive antenna(Nr) and can have a

maximum diversity order of 2Nr. Alamouti scheme has the rate of unity i.e. full rate since it

transmits two symbols after every two time periods. This scheme is effective in all the

applications where system capacity is limited by multipath fading.

Let us assume a signal x1 and x2 are transmitted by antenna 1 and antenna 2 respectively

at time t. At next time t þ T , signal �x�2 is transmitted from antenna 1 and signal x�1 is

transmitted from antenna 2 where (*) is the complex conjugate operation. Let h1 and h2 be

the channel response for antenna 1 and antenna 2. Assume a1 and a2 be the individual path

gains from transmit antenna 1 and 2 to the receive antenna as given by expression

h1 ¼ a1e
jh1 ð28Þ

h2 ¼ a2e
jh2 ; ð29Þ

Let y1 and y2 be receiving signal at a receiver in time t and t ? T respectively.

y1 ¼ yðtÞ ¼ h1x1 þ h2x2 þ n1 ð30Þ

y2 ¼ yðt þ TÞ ¼ �h1x
�
2 þ h2x

�
1 þ n2; ð31Þ

where n1 and n2 are variable representing noise (AWGN, fast fading).

The combiner combines the two signals as,

x̂1 ¼ h�1y1 þ h2y
�
2 ð32Þ

x̂2 ¼ h�2y1 � h1y
�
2: ð33Þ

Now by substituting above two equations in combiner equation, the result is

x̂1 ¼ ða2
1 þ a2

2Þx1 þ h�1n1 þ h2n
�
2 ð34Þ

x̂2 ¼ ða2
1 þ a2

2Þx2 þ h�2n1 � h1n
�
2; ð35Þ

These combined signals are then send to the maximum likelihood detector which makes a

decision for each of the signals x1 and x2 to select.

5 System Model

Simulink gives an effective augmentation to Matlab for modeling and simulating many

types of systems particularly communication systems. Matlab and Simulink are utilized for

demonstrating WiMAX OFDM transmitter as presented in [21].

The WiMAX standard gives particular instantiations of the physical layer data vectors

(Input data, randomized data, ReedSolomoncoding data, and Interleaved data) for

distinctive code rates (concatenated Reed Solomon and Convolutional Coding) and

modulation schemes (M-QAM, QPSK) are distributed as case studies [21]. To ensure
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proper implementation, the end-to-end system was modeled as per the standard [22] for

this particular configuration.

In this paper, authors presented the main components of the WMAN 802.16-2004

OFDM physical layer utilizing two models: one without STBC for SISO and two with

STBC for MISO (shown in Figs. 4, 5 respectively). Both models included all the

mandatory coding and modulation options. The tasks performed in the system models are:

Random bit data Generation that makes a downlink burst comprises of a number of OFDM

symbols; Forward Error Correction (FEC), comprising of a Reed-Solomon (RS) outer code

concatenated with a rate-compatible inner convolutional code (CC); Data interleaving;

Modulation, utilizing one of the BPSK, QPSK, 16-QAM or 64-QAM constellations spe-

cified (in this paper, 16QAM is used); OFDM transmission utilizing 192 sub-carriers, 8

pilots, 256-point FFTs, and a variable cyclic prefix length; STBC utilizing an Alamouti

code; A single OFDM symbol length preamble that is utilized as the burst preamble. For

the optional STBC model, both antennas transmit the single symbol preamble; An optional

memoryless nonlinearity that might be determined at several backoff levels. An optional

digital pre-distortion capability that corrects for the nonlinearity; A Multiple-Input-Single-

Output (MISO) fading channel with AWGN for the STBC model; OFDM receiver that

incorporates channel estimation utilizing the inserted preambles. For the STBC model, this

implies diversity Both models also used an adaptive-rate control scheme based on SNR

estimates at the receiver to vary the data rate dynamically based on the channel conditions.

The models used the standard-specified set of seven rates for OFDM-PHY, each corre-

sponding to a specific modulation and RS-CC code rate as denoted by Rate_ID (see the

Table 1).

Besides, both models incorporate blocks for measuring and showing the bit error rate

after FEC, the channel SNR and the Rate ID. Spectrum Analyzer blocks display the

spectra of both the OFDM transmitter output and the faded AWGN channel output. Ad-

ditionally, a Scatter Plot scope shows the AM/AM and AM/PM characteristics of the signal

at the output of the memoryless nonlinearity. At last, a Scatter Plot scope shows the

received signal, helping us to illustrate channel impairments and modulation adaptation as

the simulation runs.

The Model Parameters setup block (shown in Figs. 4, 5) permits us to select and de-

termine system parameters, such as number of OFDM symbols per burst, channel band-

width and the cyclic prefix factor. Differing these parameter values provides us to

experiment with the different WiMAX profiles as defined by the WiMAX Forum [22], and

gauge the system performance for each.

Table 1 Modulation scheme se-
lection basis on Rate_ID value

Rate ID Modulation RS-CC rate

0 BPSK 1/2

1 QPSK 1/2

2 QPSK 3/4

3 16QAM 1/2

4 16QAM 3/4

5 64QAM 1/2

6 64QAM 3/4
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6 Simulation Results

The WiMAX physical layer is designed in Simulink to plot MISO channel PSD, Antenna

amplitude, Antenna PSD, Antenna phase difference, multipath faded and AWGN channel’s

effect on the transmitted signal and proposed equalizers performance on the received

signals. The frame error rate (FER) values of proposed equalizers such as LMS Linear

equalizer, NLMS Linear, RLS Linear, Sign LMS Linear, Variable Step LMS Linear,

Variable Step LMS DFE, RLS DFE, Sign LMS DFE, LMS DFE, NLMS DFE, CMA and

MSLE equalizers are noted in Tables 2 and 3. The Simulink model which is used to get

equalizer performance in terms of FER on 16QAM signal is shown in Fig. 6. Results are

observed by changing channel as multipath fading and AWGN are noted in Tables 2 and 3

respectively. It can be concluded from the Tables 2 and 3 that linear equalizers have higher

FER values compared DFE equalizers. The CMA and MLSE equalizers (blind equalizers)

showed higher FER values compared to remaining all considered equalizers as they did not

use any training sequence. Blind equalizers (CMA and MLSE) have higher FER values at

low SNRs and low FERs at high SNRs. Hence, Blind equalizers are useful at high SNRs.

The Fig. 7 presents the scatter plots for Variable Step LMS, RLS DFE, MLSE equalizers at

20 and 50 dB SNRs. The Fig. 7a shows the signal transmitted over multipath faded

channel. The received faded signal is passed through Variable Step LMS DFE, RLS DFE

and MLSE equalizers at 20 dB SNR and presented in Fig. 7b, c and d separately. The

scatter plot pointed at Fig. 7e is captured at 50 dB SNR for Variable LMS DFE equalizer.

It can be concluded from the Fig. 7 that the signal constellation is improved as SNR

increases and the MLSE equalizer provided the best constellation compared to remaining

cases and also Variable LMS Linear equalizer expressed better constellation than RLS

DFE.

The channel output spectrum captured for without STBC and with STBC models are

presented in Fig. 8a, b respectively. Due to two transmitted signals in STBC case, the

channel output plot has two spectra. Coming to the model that shown in Fig. 4, the channel

Table 2 FER values noted for 16QAM signal transmitted over multipath faded channel

Equalizer SNR = 5 dB 10 dB 20 dB 30 dB 40 dB 50 dB

LMS linear 23.148 23.9233 22.2223 21.9777 23.2563 21.7865

NLMS linear 19.3798 21.6452 21.9297 21.3674 21.7865 21.053

RLS linear 17.3389 18.5531 18.3823 17.8891 18.2825 17.9856

Sign LMS linear 20.0010 20.04 20.9205 20.0001 20.4082 20.9205

Variable step LMS linear 15.3375 17.8253 17.3745 17.1527 18.6659 18.7969

Variable step LMS DFE 17.6016 19.0123 17.065 20.0404 19.3421 19.4553

RLS DFE 18.9756 19.8805 20.2837 19.7628 20.6185 20.4497

Sign LMS DFE 21.9777 20.3664 19.2679 22.0264 20.5759 20.2021

LMS DFE 19.0841 23.6406 18.4505 23.3102 19.0841 20.4497

NLMS DFE 19.92 21.3216 21.786 20.8333 20.4497 19.6424

CMA 54.0535 33.5574 45.6623 44.6413 44.6099 39.062

MLSE 40.729 57.8026 52.3569 44.8426 57.4718 57.8026
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output signal (captured at 20 dB SNR, shown in Fig. 9) is applied as input to a CMA

equalizer and it can be concluded that due to fading influence on the signal, multipath

faded channel depicted more erroneousness in the scatter plot than AWGN channel. The

influence of CMA equalizer on the channel output scatter plots are shown in Fig. 10. CMA

equalizer outputs are captured at 5, 20 and 50 dB SNR values respectively and the scatter

plots are improved by increasing SNRs. The scatter plots shown in Fig. 10 have better

performance than shown in Fig. 9. Hence, it can be concluded that performance was

improved by using a CMA equalizer.

The presented model in Fig. 4 is modified by introducing STBC to provide MISO

services and included a MIMO channel as shown in Fig. 5. The effect of CMA equalizer

on a STBC transmitted signal over multipath faded channel and AWGN channel (at 20 dB

SNR) are presented in Figs. 11 and 12 respectively. It can be concluded that the scatter

plots in the Fig. 11 have good performance than in Fig. 12 because of AWGN channel in

Fig. 11.

AM-to-PM conversion is usually defined as the change in output phase for a 1-dB

increment in the power-sweep applied to the amplifier’s input (i.e. at the 1 dB gain

compression point). It is expressed in degrees-per-dB. An ideal amplifier would have no

interaction between its phase response and the power level of the input signal. In this paper,

the AM/AM and AM/PM plots are used to determine how well the digital pre-distortion

function compensates for the degradation induced by the memoryless nonlinearity. Ideally,

the AM/AM curve should be linear, and the AM/PM characteristic should be horizontal as

shown in Fig. 13. Since the nonlinearity induces a gain compression on the input signal,

the pre-distortion applies a ‘‘gain expansion’’ on the signal, such that the composite gain is

linear. However, the pre-distortion is effective only over the input amplitude range up to

the peak of the AM/AM nonlinearity. We should see that the pre-distortion is only

marginally effective when the input signal amplitude drives the amplifier heavily into

saturation.

Table 3 FER values noted for 16QAM signal transmitted over AWGN channel (no fading)

Equalizer SNR = 5 dB 10 dB 20 dB 30 dB 40 dB 50 dB

LMS linear 20.6614 23.5213 22.0264 23.6942 24.8142 21.7865

NLMS linear 21.8819 21.8814 21.4592 19.1204 22.472 22.0748

RLS linear 18.3487 19.4177 17.2414 16.2867 18.5186 19.1939

Sign LMS linear 16.2338 20.3668 21.1867 20.2081 18.083 20.3252

Variable step LMS linear 18.1491 19.4177 17.4827 19.2679 18.1491 19.3748

Variable step LMS DFE 16.4745 17.3612 16.2378 16.3933 16.9781 16.4745

RLS DFE 18.5186 20.1207 17.2713 19.3798 18.0834 18.5539

Sign LMS DFE 15.9489 20.4497 22.3714 21.8347 22.1733 20.5314

LMS DFE 22.0264 22.7273 21.6447 20.4082 21.1867 21.0085

NLMS DFE 21.053 20.7897 20.661 21.2315 21.7865 20.768

CMA 42.5529 43.2903 42.017 47.0012 43.8394 38.9101

MLSE 51.8139 57.8026 52.9114 58.8352 58.8252 57.1441
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Fig. 8 Channel output spectrum a without STBC b with STBC

Fig. 9 Channel output scatter plots at 20 dB SNR a AWGN, b multipath faded channel

Fig. 10 CMA Equalizer output scatter plots (without STBC) at different SNRs a 5 dB, b 20 dB, c 50 dB
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Fig. 11 CMA Equalizer output scatter plots (with STBC) over AWGN channel at different SNRs a 5 dB,
b 20 dB, c 50 dB

Fig. 12 CMA Equalizer output scatter plots (with STBC) over multi faded channel at different SNRs
a 5 dB, b 20 dB, c 50 dB

Fig. 13 An AM/AM and AM/PM plots at nonlinear output
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7 Conclusion

In this paper, WiMAX physical layer is modeled with different channel equalizers and with

STBC. Performance of physical layer is analyzed for both cases such as with STBC and

without STBC. Scatter plots displayed the effect of each channel equalizer on WiMAX

PHY. Results concluded the importance of channel equalizers for WiMAX PHY to achieve

error free transmission. Results also concluded that blind equalizers performed well

compared to decision feedback equalizers and linear equalizers.
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