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Abstract—Peer-to-peer model is one of the commonly used
model for distributed computing. Some of the peers are having
demand for certain resources some others may be having
additional capacity of resources. Peers may have limitations on
the number of concurrent connections (degree). In the present
work allocation problem of peers having demand, capacity and
degree is considered. The problem is to find an allocation of peers
such that the number of peers allocated to a particular peer P
should not exceed the degree of P and total demand of allocated
peers should not exceed the capacity of P, while maximizing the
overall throughput. Two versions namely Offline (when peers are
known in advance) and Online (when peers can join and leave the
network at any time) versions of the problem are considered. By
introducing degree constraints the problem becomes NP-
complete. Resource augmentation based three approaches are
proposed to solve this problem. The performance (in terms of
throughput) and the cost (in terms of disconnections and
reconnections) of the proposed approaches is compared through
a set of extensive simulations. The observed results are
impressive.

Keywords—Peer-to-Peer Networks, Heterogeneous Resource
Allocation, Resource Augmentation.

L

In Peer-to-Peer network, where individual node is called
peer, each peer acts as supplier, as well as consumer of
resources. Each peer has three properties: capacity, degree and
demand. Total amount of resources available at a peer is called
as its capacity. Number of connections handled by a peer
simultaneously is called as degree of that peer. Demand is the
need (in terms of resources) of peer, which may be satisfied by
other peer’s resources. Each property has a constraint
associated with it. These constraints are capacity constraint,
demand constraint and degree constraint. The usage of the
terms capacity, degree and demand is always depends upon the
context [1]. For example, capacity may be the quantity of data
that it can send, or the number of flops that it can process
during one time unit. Degree will be maximal number of open
TCP connections handled by peer simultaneously. Demand will
be the number of tasks that a peer need to process during one
time unit, or its computational demand per time unit [1].

INTRODUCTION

Peer in the network is denoted by P;. Each Peer P; has the
capacity b;, degree d; and demand w;. Capacity allocated by
peer P; to peer P; is denoted as w/. The three constraints
associated with each peer are given below.
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e Capacity constraint: Sum of the demand of other peers
satisfied by a particular peer would be less than or equal to

its capacity.
n
v]’E w! < b;
i=1

Degree constraint: For each peer number of peers allocated
to it would be less than or equal to the degree of the peer.

VjCard{i:wij >0}< d;
e Demand constraint: For each peer, sum of the demand

satisfied by various other peers would be less than or equal

to its demand.
m
: Jj
Vi Z w; < w;
Jj=1

The problem is to find an allocation of peers such that the
number of peers allocated to a particular peer is less than the
peer’s degree and their overall demand is less than the peer’s
capacity, while maximizing the overall throughput [9]. In
literature this problem is termed as Maximized Throughput
Bounded Degree (MTBD) problem[1, 3], which can be
formally specified as:

Maximize }7_; Xi=; Wij under the capacity, degree and

demand constraints.

In the corresponding decision problem, Throughput-
Bounded-Degree-Decision, the goal is to decide whether the
throughput & is achieved, given a set of peers. This is NP-
Complete problem and can be reduced to 3-partition problem

[3].

There are two possible versions of this problem, namely
offline and online versions. In the offline version static set of
peers are considered and in the online version peers can leave
and join the system dynamically. For comparison of
performance, the total throughput achieved is the key
parameter for the offline version. Whereas for the online
version, average cost per peer, i.e., number of changes in the
allocation caused by a peer arrival or departure, is the key
parameter for comparison. In the present work, offline and
online versions of solution to the problem is developed using
resource augmentation approach.
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Rest of the paper is organized as follows. In Section II,
related work is presented. In Section III, offline and online
algorithms are described. Experimental results are discussed in
Section IV and conclusions are given in Section V.

II. RELATED WORK

Resource allocation in existing peer to peer system can be
roughly classified into the following four categories: Best Fit,
Random Selection, Preemption Based and Reputation or Rank
Based algorithms [4].

Another closely related problem is virtual machine
placement, i.e., the process of mapping virtual machines to
physical machines. Placement goal can either be maximizing
the usage of available resources or saving the power by
shutting down of some servers [6]. Placement algorithms can
be classified into two categories on the basis of their placement
goal: Power Based Approach or Application QOS Based
Approach

For client/server architecture Beaumont et al., proposed the
heterogeneous resource allocation model, under degree
constraints [1,3]. In this model of computing platform, servers
have heterogeneous capacity and degree, and clients have
heterogeneous demand. Clients generate the tasks that are
transferred and processed by the servers. This has been
formulated as MTBD problem.

Peer-to-peer networks have heterogeneity of resources,
demand, capacity and degree constraints. This also can be
formulated as a MTBD problem and good results are observed
in the current work.

III. PROPOSED ALGORITHM

In this section the proposed two algorithms, one for offline
(static) problem and another for online (dynamic) problem are
presented.

A. Offline Algorithm
Let P : {P;},", isthe set of Peers, b; is the capacity of peer
P; and d; is the maximal number of peers that P; can handle

simultaneously. The demand of a peer P; is denoted by w;. Let
w{ denotes the capacity allocated by peer P; to peer P;

LP : Ordered list of Peers with respect to some resource
attribute

A {A;},], Allocation set for each peer P,

LP(Lk) = {'(=l w;: Sum of demand of the sorted list of
peers from P, Py, ..., Pryy.

1. P: {P}, SetofPeers

2. A: {4 ={0}} ;= Initial allocation

3. LP : Ordered list of Peers

4. For each peer, i=1 to n do,

5. If 31 such that LP(l,l+d; —1) <b; and
LP(l,1+d;) = b; then

6. Pick | st LP(l,l+d—1)<b and

LP(L+1,1+d)>b
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7. Spllt the Pl+di in P’l+di and P”l+di with
Wisa, = Wi, + W' hg,

8. A ={P, Pry1, e, Progi—1, Plivay}

9. Remove the P, Pryq, ., Pryg;—1, Praq,
from LP and insert P’y 4, in LP

10.  EndIf

11.  IfLP(1,d;) = b; then

12. Search smallest £ such that LP(1, k) > b;

13. Split the P, into P, and P}
with Wi = W,k + W”k

14. Set A; = {P,, Py, ..., Pu—y, P"' i}

15. Remove P, P,, ..., P, and insert P’y in LP

16.  EndIf

17.  If LP(n—d;n) < b; then

18. A= {Pn—di+1' Pn—di+2' s P}

19. Remove P,_g, 41, Pa—g;+2) -+ » By from LP

20.  EndIf

21. End For

22. Return A = {4;} [,

Algorithm 1: Offline Algorithm

Throughout the computation, offline algorithm shown in
Algorithm 1., maintains an ordered list of remaining peers
called free list. At each step, it picks up a peer P; from the peer
list and goes through the list to find a suitable set of peers for
P;. A suitable set of peers is a set of d+1 consecutive peers in
the ordered list, called an interval of length d+1, with a
condition of their total capacity being at least b;, and sum of the
capacities of the first d; peers being less than b;.

These constraints ensure that the whole capacity and the
maximum degree of the peer are used. If such interval (/, /+d;)
exists offline algorithm select the rightmost one such that LP(/,
I+d-1) < b; and LP(I+1, I+d;) > b;. It may happen that no
suitable interval exists for any server. This can happen because
of two reasons. The first reason is that any set of d;+1 peers has
not enough demand to use all the capacity b, (i.e., the overall
capacity of the di+1 largest peers is not big enough). In this
case, offline algorithm allocates to peer P; the d; largest peers
(the last d; peers in the ordered list). Second, if any set of d;
peers has overall capacity larger than b; (i.e., the overall
capacity of the d; smallest peers is already too large), then the
algorithm simply allocates the k& smallest peers, where £ is the
smallest index such that LP(1, k) > b;. In this case also, the last
peer may be split and assigned, which will result in a left over
demand of LP(1, k) — b;. An example of the execution of one
such general step of the offline algorithm is given in Fig. 1. In
that diagram a peer with a degree of 2 and capacity of 30 is
considered. The interval 2-4 is satisfying the first condition and
fourth request is split into two requests and assigned to the peer
under consideration. The left over request in the list is with a
demand of 27.

Throughput: Total throughput achieved by the algorithm is
the ratio of sum of all the demand satisfied by actual demand of
the peer to peer network.
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Fig. 1: Allocation Policy

B. Online Algorithm

In real time environment peers join and leave the network
dynamically. Therefore to develop an online version of the
above algorithm a new term “round” is introduced. Whenever a
peer joins the network or leaves the network it would be
considered as starting point of a new round. For each round the
algorithm maintains free list of peers. Offline algorithm is
applied on this instance and allocation for this instance is
obtained. This process is repeated whenever a new round starts.

Let LP* denotes a set of peers present at round ¢ in sorted
order and Wij (t) is allocated capacity value by peer P; to peer
P; at round ¢. Peer P; connects to peer P; at round ¢ if Wij (t—
1) =0 and Wij (t) > 0. Symmetrically peer P; disconnects
from peer P; at round ¢ if Wij(t —1) >0 and Wij (t)=0.1If
Wij (t—1)>0 and Wij (t) > 0, it indicates no change. Let
Nt = |{j, wji(t -1+ Wji (t)}| denotes the number of
changes occurring at peer P; at round ¢. Online version of the
algorithm is shown in Algorithm 2.

1. Upon start of a new Round
2. Set P: List of peers
3. LP: Ordered list of peers available for current round.
4 Apply Offline algorithm to this Instance.
5 Return Allocation of the current round.
Algorithm 2: Online Algorithm

If the algorithm includes / changes per peer in the
connections, in the peer-to-peer network during » rounds, then
the average cost is defined as:
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t
=1 Xiea

Average cost per peer =/ = "

Here N is the maximum number of peers available in all the
rounds.

C. Sorting Criteria

Proposed algorithm finds the suitable set of peers (interval)
from the ordered list of peers (free list). At each iteration
algorithm maintains an ordered list of peers. Sorting is done
based on three different parameters.

1. Based on remaining demand (Type 1):

Sort the list of peers based on peers’ remaining demand.
Interval chosen by the algorithm would have largest demand
that satisfies all the constraints of host.

2. Based on remaining degree (Type 2):

Sort the list of peers based on peer's remaining degree.
Interval chosen by the algorithm would have largest degree that
satisfies all the constraints of host.

3. Based on remaining demand per degree (Type 3):

Sort the list of peers based on peer's remaining demand per
connection. Interval chosen by the algorithm would have
largest degree that satisfies all the constraints of host.

IV. EXPERIMENTAL EVALUATION

In this section test data generation, experiments conducted
are presented.

A. Test Data Generation

An instance of set of peers is generated randomly, with
focus on the realistic scenario [11]. Allocation is more difficult
when the sum of the peer's capacity (3; b;) is roughly equal to
sum of the peers’ demand (}; w;). Degree of peer depends
upon the capacity of peer. If capacity increases, degree will
also increase and if capacity decreases, degree will be
decreased. Randomly generated instances follow all these
rules. In the experimentation maximum degree of a peer is
varied from 5 to 25 and the numbers of peers are varied from
50 to 1000.

B. Simulation of Offline Algorithm

Figure 2 and 3 shows the graph of utilization parameter for
offline algorithm vs. number of peers in network with varying
degrees. It is clear from the graph, that Type 2, which sorts the
peer list by remaining degree gives the best throughput among
the three methods. In most of the cases performance of Type 1
and Type 3 are close to each other. For a particular degree, it is
observed that, if number of peers in the peer-to-peer network
increases, total throughput achieved by the algorithm remains
almost same in case of all three approaches. When the number
of peers is increased for the maximum degree 25, total
throughput achieved by the algorithm is near to maximum.
This observation is true for all three different approaches of the
algorithm.

Figure 4 and 5 shows utilization of offline algorithm vs.
max degree in network with varying numbers of peers. In this
case also Type 2 gives the best throughput among the three. In
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most of the cases performance of Type 1 and Type 3 are close
to each other. It is clearly observed from the graph that, as the
maximum degree available in peer-to-peer network increases,
total throughput achieved is also increasing for all three
approaches. As the maximum degree available in the peer-to-
peer network exceeds some point, total throughput of all three
approaches is close to maximum.
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Fig. 2: Throughput with Max Degree=5
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Fig. 3: Throughput with Max Degree=25

C. Simulation of Online Algorithm

In the online approach peers can enter and exit the network
at any time. Change in the connection from the previous round
to the next round would be the cost of the peer for that
particular round. Average cost of peer vs. number of peers in
network with change in maximum degree of peers’ in network
is shown in figure 6 and 7. Type 1 has higher average cost per
peer than Type 2 and Type 3. For a low value of maximum
degree, average cost for Type 2 and Type 3 are close each
other. Here Type 3 is exhibiting best performance among all
the three approaches.
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Fig.4: Throughput with peers=50
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Fig. 5: Throughput with peers=500
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Fig.6: Avg. Cost with Max degree=10
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V. CONCLUSIONS

In this work, the resource allocation problem is considered
for a peer-to-peer network. Main contribution of this work is to
introduce the degree constraint for each peer of a peer-to-peer
network. Even if this additional constraint makes the resource
allocation problem NP-Complete, only a very small resource
augmentation on the peers' degree is sufficient to solve this
problem approximately. Online version of the solution is also
analyzed where the peers can change during the execution.

For ordering the peers, three different approaches are
followed. Those are based on remaining demand of peers,
remaining degree of peers and ratio of remaining demand to
degree, which are referred as Type 1, Type 2 and Type 3
respectively. Simulation shows that Type 2 has a best
utilization ratio among the three approaches. In the context of
average cost per peer, Type 3 gives the best performance.

Present resource allocation model is developed for peer-to-
peer network. This work can be extended to consider more
complex virtual topologies (overlay networks) to organize
participating nodes.
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