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In developing countries, air quality assessments that include the trans-
portation sector havetended to focus predominantly on assessing techno-
logical solutionsto problems associated with vehicle pollutant emissions,
ener gy consumption, and greenhouse gases. Thisfocuscan bejustified on
thebasisof thefavor able cost-effectiveness, palitical acceptance, and ease
of quantifying technological measures—at least in the short term—but
unfortunately it often leadsto theexclusion of demand-oriented measures.
Further, air quality and pollution policy analysts often use assumptions
of exogenously determined travel demand patter ns, implicitly excluding
many opportunitiesto look at policiesoriented toward travel demand as
an air pollution control strategy. The air quality impacts of policy mea-
sures to influence vehicle kilometer s traveled and mode shares, such as
bus rapid transit, are investigated. The approach involves developing
coefficientswith a stated preference (SP) survey that could be used to test
policies with a conventional four-step urban transportation model. The
main pur poseof the SP survey in thisstudy wasto examinetraveler trade-
offsamong time, cost, and reliability (measured asuncertainty in vehicle
departure time). Some different methods of measuring reliability were
tested during the pilot phase of the survey, as were the actual range of
parameter values to be tested. Models were estimated using traveler
cohorts based on levels of vehicle owner ship. In comparing vehicle own-
ers (cars and two-wheelers) with nonowners, owners were found to be
substantially mor e sensitiveto timeand reliability while nonowner swere
more sensitiveto price. All groups showed notable sensitivity to reiabil-
ity. Policy implications of these results are discussed, with a notable con-
clusion beingthat demand-oriented measur esappear tobeafruitful area
for further investigation as air pollution control strategies, even when
technological measures show strong effectiveness.

In developing countries, air quality assessments that include the
transportation sector have tended to have a bias toward assessing
technological solutionsto problems associated with vehicle pollutant
emissions, energy consumption, and greenhouse gases. For example,
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a series of studies produced by the World Bank as part of its urban
air quality management strategy in Asia program (URBAIR) in the
late 1990s assessed anumber of “ abatement” measuresfor thetrans-
port sector, including using unleaded gasoline, improving diesel,
introducing low-smoke lubricating oil for two-stroke engines, imple-
menting inspection and maintenance programs, targeting gross
emitters, switching fuel, and adopting clean vehicle emission stan-
dards. For each city in the program, detailed assessment of costs
and benefits were made for these measures. The URBAIR reports
also mentioned “improving traffic management” and “ construction
and improvement of mass-transit systems,” although in no casewere
the costs or benefits of these planning measures quantified. They
remained relegated to qualitative afterthoughts (1). A similar orien-
tation to technology can be seen in the U.S. Environmental Protec-
tion Agency’s (EPA) integrated environmental strategies (IES)
program (formerly theinternational co-control assessment program)
and in other practical efforts on the issue (2—4); planning measures
may be mentioned, but arerarely rigorously assessed.

Thereasonsfor thisbiasare complex: in general, assessmentsare
carried out by air quality experts or expertsin automotive engineer-
ing and policy, and the role of transportation planners per se has
tended to be minimal. The tools and techniques of transportation
planning assessment—specifically, travel behavior and demand
analysis—have by and large been inaccessible to air quality plan-
ners and analysts. This situation has been exacerbated by the poor
availability and quality of detailed travel demand surveys, land use
information and forecasts, and comprehensive transport network
data. It has also been greatly hindered by air quality policy analysts
relative unfamiliarity with these tools and by the often poorly
developed state of practice of travel demand forecasting in many
devel oping-country contexts.

As a consequence, air quality and pollution policy analysts work-
ing in devel oping countries often find themsel ves using assumptions
of exogenously determined levels of travel demand, measured as
vehicle miles or vehicle kilometers traveled (VKT), as well as of
motorization rates, mode shares, and other travel behavior patterns.
Thepolicy measuresthey analyze can change the emissionsfactors of
the vehicles on the road—for example, through new technologies,
changesin maintenance and training practices, or policy measuresto
influence the composition of the vehicle fleet—but they generally
must accept VKT as a given. Policies that influence the amount of
overall transportation demanded or the modesthat travelerschooseto
take, therefore, tend to be discounted as viable air pollution control
strategies.
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Some policy discussions have recently begun to acknowledge and
understand the importance of transportation planning, policy, and
management aswell astechnology on pollution and greenhouse gas
emissions (5-7). However, thisincreased recognition of the role of
transportation planning, policy, and management has been largely
descriptive and qualitative; to the authors' knowledge, there has
been no concerted effort to try to quantify the effects of transporta-
tion planning, policy, and management on future levels of pollution
and greenhouse gas emissions in developing countries.

Aspart of its|ES program, EPA has undertaken astudy in Hyder-
abad, India, in cooperation with the Agency for International Devel-
opment, that attempts to investigate and quantify the air quality
impacts of policy measures that try to influence VKT and mode
shares, such asbusrapid transit (BRT). The approach involvesusing
afour-step travel demand model in an economic evaluation frame-
work. The core of the modeling framework is the utilization of co-
efficients devel oped from a stated preference (SP) survey that was
designed to gauge potential traveler response to changes in public
transport travel times, reliability, and out-of-pocket costs—the very
characteristics that systems such as BRT might introduce. This
paper describes the development of the SP instrument, surveying
methodol ogy, and some preliminary results.

CHARACTERISTICS OF HYDERABAD

Hyderabad is the capital and largest city in the Indian state of
Andhra Pradesh. The city, including the surrounding metropolitan
area, hasapopulation of just under 7 million and isone of the fastest
growing cities in India, with an economy driven by a strong and
vibrant high-technology sector. Population is projected to doublein
the next 20 years.

Public transport use in Hyderabad has historically been strong, but
public transport’s predominance has been dipping in recent years.
There are about 1.2 million registered vehicles (public and private) in
the Hyderabad urban development area (HUDA), with about 75% of
those being (predominantly two-stroke) two-wheelers. Table 1 shows
aggregated trips and trip mode shares for al purposesin the HUDA.

Therdatively low mode share of three-seater and seven-seater auto-
rickshaws maskslarger impacts on the urban system. Auto-rickshaws
in Hyderabad, like two-whedlers, are overwhelmingly powered by

TABLE 1 Trips by Mode in HUDA

No. of Trips
Mode (millions) Per centage
Walk 247 30.2
Cycle 0.24 29
2-wheeler 254 31.0
Car 0.18 21
3-seater auto rickshaw 0.41 5.0
7-sester auto rickshaw 0.06 0.7
Bus 2.26 27.6
Rail 0.02 0.2
Cycle rickshaw 0.01 0.2
Total 8.19 100.0

Source: RITES Consulting, LTD, preliminary results of activity-based survey
of Hyderabad, administered March 2003 (unpublished data).
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two-stroke engines, and therefore are very high emitters of hydro-
carbons and particul ate matter. Moreover, their size and number and
the aggressive driving style of auto-rickshaw operators exacerbate
congestion and hinder the speed and reliability of other modes, par-
ticularly buses. If the pattern observed in citiesin other developing
countries in South and East Asiaisto be believed, Hyderabad may
face avicious cycle of decline in bus services during the next sev-
eral years: poor reliability and decreasing speeds lead to decreased
ridership as travelers switch to two-wheelers and auto-rickshaws;
reductions in revenues and operating budgets for the bus operator;
scaled-back maintenance and bus-replacement programs; greater
incidence of bus breakdown; worsening reliability; and so forth (8).

Recent indicators from the Andhra Pradesh State Road Transport
Corporation, the entity that operates most bus services in the
HUDA, suggest that this cycle of decline may come sooner rather
than later. In the 6 years between 1996-1997 and 2001-2002, load
factors have declined from 75% to 59%. L osses per revenue kilo-
meter increased from 0.64 rupeesto 2.17 rupees, an average of 20%
per year. While overall service coverage has declined only slightly
(3% reduction in passengers carried between 1996 and 2001), the
bus fleet has expanded by 23%, meaning it is taking many more
busesto carry the same number of passengers, and they are being car-
ried at a decreased level of service. Meanwhile, maintenance will
become an increasingly difficult problem. Bus age has hovered just
under 7 years old for the past 3 years (only 3 years of data could be
obtained), but the rapid acquisition of hew busesin recent years has
hel ped keep thisdown; many of the busesin thefleet are substantially
older and will need to be replaced.

How to reverse suchtrendsisacritical policy question. Thehistoric
response by policy makers—in Andhra Pradesh and elsewhere—has
been to hold down farelevels, often well below actual operating costs
(9, p. 25). The presumption behind such apolicy isthat ridersare more
price-sengitivethan time- or reliability-sensitive. The cycle-of-decline
analysis above suggeststhat if this presumption iswrong—and there
is anecdotal behaviora evidence to suggest that it may be—the pol-
icy may have the reverse effect. A primary purpose of this research,
therefore, was to examine empirically how travelers trade off among
the attributes of price, time, and reliability.

METHODOLOGY

An SP survey wasdesigned and administeredin theHUDA. The pur-
pose of the survey wasto try to isolate the effects of time, cost, and
reliability on traveler behavior. In addition, researchers hoped to
gauge the “inherent” preference for different modes by travelers—
that is, composite attributes that capture difficult-to-measure charac-
teristics such as perceptions of safety and comfort. The SPdesigntests
for and isolates these effects by presenting a series of paired travel
choices to travelers that manipulate and vary those attributes inde-
pendently of each other, and then recording which choice travelers
indicatethey would make, if those choiceswereavailablefor an actual
trip undertaken recently. For simplicity inimplementation and analy-
sis, the SPfor this project was carried out only for journey-to-work or
journey-to-schooal trips.

Early inthe design process, researchers determined thet, ideally, the
SPdesign should test for three attribute levelsfor the threeratio-scale
characteristics of price, time, and reliability. Because thereisonly a
finite number of variationsin price, time, and réeliability that can be
feasibly observed and tested in SP (unlike an infinite number of vari-
ations in revealed preference methodologies), three is the most
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manageable number of attributes that can be collected while still
revealing some information about the shape of the underlying pref-
erence curves, allowing analyststhe ability to estimate nonlinear util-
ity functionsif need be. Totest for theinherent preferencefor different
modes, mode was included as a binary variable (bus or seven-seater
auto-rickshaw) that also varied independently of the other variables.
Respondents, however, were always given the option of selecting
“other” and specifying the mode; thus, the SP design actually tested
between three to five modes, depending on the respondent’ sindicated
household vehicle availability.

The resulting full-factorial orthogonal design (54 choice games)
wasquitelarge, even after removing clearly dominant choice games.
(Some dominant choices were | eft in the SP during the pilot-testing
phase, asatest for rational behavior.) Hensher has suggested that SP
respondents begin to fatigue after 10 choice sets, and pilot testing
confirmed that threshold (10). It was decided, therefore, to use 10 SP
games per respondent, one-fourth of the full set of cards with dom-
inant cases removed.

Levelsfor the variousaattributestested, aswell asthe methodol ogy
to derive them, were determined through pilot tests to remain con-
sistent with well-understood best practicesin SP; the attribute levels
that were presented to respondents were based on the characteristics
of the journey-to-work they told us about (10). Consequently, inter-
views began with a conventional travel diary for the previous day
(collected for only one working or independent school-age house-
hold member, selected at random). Final attributelevel sused for cost
were 1 rupeelessthan respondent paid, same as respondent paid, and
2 rupees more than respondent paid. Final attribute levels used for
time were 10 min less than respondent’ s reported travel time, same
as respondent’ s reported travel time, and 15 min more than respon-
dent’s reported travel time. Two-person interview teams collected
theinformation; whilethefirst interviewer collected the entiretravel
diary information from the respondent, the second person calcul ated
the actual valuesto be presented to respondents. Therefore, respon-
dentswere presented with actual valuesfor time and cost, rather than
differences from their reported time and cost.

Although the wording of the questionsfor the price and time attri-
butes was straightforward, the question on reliability proved to be
somewhat difficult. Presenting theideaof reliability in amanner that
most people understood, yet not confusing it with the concept of
waiting time, proved to be tricky. During the pilot phase, a number
of potential wording structures were experimented with. The initial
wording tested varied the frequency in aweek that a certain amount
of wait could be expected (i.e., “X times per week, you need to wait
10 min or longer for the bus or auto-rickshaw™). However, the pilot
testsrevealed that the use of two numerical indicators created agreat
deal of confusion for respondents.

To overcome that problem, the decision was made to set up the
SP game choices with a script that established a posted timetable.
All respondents were read the following statement before they
began to make their SP choices:

TABLE 2 Attributes and Levels Used in SP
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For the buses that ply the streets of Hyderabad, suppose we were able
to post schedules of al the busroutes at the stop you most normally use
for thetrip you just told us about. . . . For autos, suppose that we were
able to organize the services sufficiently such that auto-rickshaw driv-
erswere assigned specific routes and times, and that those times were
also posted at the location where you most normally would catch an
auto-rickshaw for the trip you just told us about.

The reliability questions themselves were then posed as follows:
“Vehicle never leaves more than X minutes after the posted schedule
time.” In this respect, the reliability questions tested for response to
level of uncertainty (in minutes) in departuretime. Pilot testing of this
wording showed that it was easily understood by respondents. A con-
cern that some respondents would not accept the established premise
asplausible did not materialize. No reports of reluctanceto accept the
premise were received. The set of attribute levels that were used is
shown in Table 2. A sample SP game card, showing the format as
actually presented to respondents, is presented in Figure 1.

Because the data results are intended to be used as coefficientsin
theregiona network model, the sampling methodol ogy was based on
astratified random sample, with the traffic analysis zone (129) asthe
stratifying parameter. Datawere analyzed by using multinomial logit
estimation with the MDC procedure of the SAS package. Separate
models were estimated from the SP results depending on access to
household vehicles. Onemodel was estimated for householdswith no
vehicles, one for households with access to two-wheelers only, and
onefor households with accessto cars. The structure of thisanalysis
isshown in Figure 2.

RESULTS

Preliminary resultsbased on 2,700 household interviews are reported
here. In al, atotal of 27,000 choice set data points were collected.
Average cost values of the commute turned out to be 7.9 rupees
for nonvehicle owners, 11.2 rupees for two-wheeler owners, and
23.9 rupees for car owners. Average travel time values were found
to be 36.6 min for nonvehicle owners, 30.9 min for two-wheeler
owners, and 35.5 min for car owners. (These are not necessarily the
time and cost of particular modes; rather, they are the time and costs
reported by individuals with those ownership characteristics.) Sepa-
rate models were run for respondents who indicated that they had no
access to any individua vehicle, those who indicated that they had
accessto two-wheelers, and those who indicated that they had access
to cars. Mode choice elagticities were calculated on the basis of the
averagetime and cost values, midpoint of the reliability range asked
about (10 min of uncertainty), and the output model coefficients. The
valueof timeand reliability werealso calculated. All theseresultsare
shownin Table 3.

Some coefficients for the car-owning model were insignificant
at the 95% confidence level (but not at the 90% confidence level),
reflecting the fact that the sampling methodology slightly under-
sampled this group.

Time Cost Uncertainty
How Relativeto yesterday’s Relativeto yesterday’s Vehicle never leaves mor e than this many
Presented commutetime commute cost minutes after scheduled time
Level 1 - 10 minutes -1 rupees 1 minute
Level 2 0 minutes 0 rupees 10 minutes
Level 3 +15 minutes +2 rupees 20 minutes




Gorham, Kanchi, Cowart, Chari, Goel, and Sachdeva

161

Choice A

Bus

Cost:

Travel time:

Reliability: Vehicle never leaves more
than 20 minutes later than
posted schedule time

I would prefer: CHOICE A

OTHER

Choice B
Auto

Cost:

Travel time:

Reliability: Vehicle never leaves more
than 1 minute after posted
schedule time

CHOICE B

Reported cost:
Cost adjustment: -1
Choice A cost:

Reportedtime: ___
Time adjustment: 0
Choice A time:

Household Number

Reported cost:
Cost adjustment: 2
Choice A cost:

Reportedtime: ___
Time adjustment: 15
Choice A time:
Household Member

FIGURE 1 Sample SP game card shown to respondents before customization by interviewer.

These preliminary results show that time, cost, and reliability are
important for households with access to no vehicles or access to
two-wheelers. Results are less straightforward for households with
cars, in which the coefficients for cost and time, although in the
proper direction, are not significant. That the cost coefficient for
these households is minuscule (if insignificant) is as expected: in
India, households with cars tend to be fairly wealthy and therefore
price-insensitiveto aternate transport modes. Of moreinterest isthe
relationship between the time and the reliability coefficient for car-
owning households. The time coefficient isinsignificant at the 95%

confidencelevel, but significant at the 90% level. One would expect
timeto be asimportant asreliability. Resultsindicate, however, that
car-owning respondents appear to place a premium on reliability.
Infact, both of the other groupsalso valuereliability improvements
relatively more than time improvements, as shown by the coefficient
values. This meansthat respondentsin al groups would be more tol-
erant of amodest deterioration in door-to-door travel time than they
would bein amodest deterioration of reliability. Respondentswith no
access to a vehicle remain predominantly responsive to price. The
relative price responsiveness of non-vehicle-owning individuals

CHOICE

Based on Vehlicle Ownership

F

v ,

MO VEHICLE TWO-VWHEELER CAR
h. 4 ¥ ¥
v . v v y + v v v
BUS i OTHER BUS R I OTHER BUS CAR OTHER

FIGURE 2 Structure of multinomial logit models assessed.
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TABLE 3 Summary of MNL Results for Three Types of Households

Conditional L ogit Models
Sample Average Values No Vehicle | 2-Wheeler Car
Travel Cost (Rs) 7.9 11.2 239
Travel Time (Minutes) 36.6 30.9 35.5
Parameter Estimates
Travel Cost -0.11 * -0.02 * -0.01
Travel Time -0.02 * -0.03 * -0.01
Reliability -0.04 * -0.06 * -0.05 *
Constant - 7-Seater -0.31 * -0.59 * -1.09 *
Constant - Bus -0.18 * -0.31 * -0.69 *
Model Summary
Observations [ 12106 | 13451 | 1068 |
Number of Cases [ 36318 | 40353 | 3204 |
Goodness of Fit
Likelihood Ratio 1,097 5,138 518
Aldrich-Nelson 0.08 0.28 0.33
Adjusted Estrella 0.09 0.34 0.42
McFadden's LRI 0.04 0.17 0.22
Veall-Zimmermann 0.12 0.40 0.48
Value of Attributes
Value of Time (Rs/hour) 11 * 91 * 63
Value of Reliability (R&/minute of
uncertainty reduced) 0.38 * 2.88 * 5.18
Marginal Effects (Elasticities) "
Travel Cost -0.78 * -0.19 * -0.18
Travel Time -0.62 * -0.92 * -0.29
Reliability -0.36 * -0.53 * -0.42 *

NotEe: Rs = rupees, LRI = likelihood-ratio indicator.
* Denotes significance at 95% confidence interval
T at sampled average for time/cost and 10 minutes unreliability

compared with vehicle owners probably reflects, in part, the char-
acteristic that those with no access to a vehicle tend to have lower
incomes. Data on income are not sufficiently robust to test that
hypothesis. But this difference in responsiveness also reflects differ-
encein perceptions of costsasfixed (or sunk) and variable. Travelers
who perceive costs asfixed tend to relate their own pricesto average
costs—the more | travel, the cheaper itisfor each individual kilome-
ter. Those who perceive costs as variable, on the other hand, engage
in margina cost thinking—each individual kilometer | travel smply
adds to my cost. As aresult, vehicle-owning respondents may have
given little credence to any change in prices presented to them.

In the preparation of this study, the authors heard anecdotal stories
that some two-wheeler drivers would actually prefer buses if they
were reliable and convenient because of concern about safety and
bodily injury ontheroad. These anecdotal preferenceswerenot borne
out by theresults. The mode-specific constant of two-wheeler owners
for buses was -.32, and was significant at the 95% confidence level,
meaning that the perception of buses was negative relative to that of
two-wheelers, even controlling for differencesin time, cost, and reli-
ability. It is not possible based on the information in this study to
determine what underlies that negative perception. Nevertheless,
it should be noted that the ratio of the travel time coefficient and
bus-mode-specific constant for two-wheeler owners suggests that
a 10-min time advantage for the bus would effectively eliminate
the “inherent” preference for two-wheelers for owners of these
vehicles, all else being equal.

IMPLICATIONS

Results of the SP survey have three noteworthy characteristics that
may be important lessons for policy making. First, all else being
equal, as levels of vehicle ownership rise, households will become
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relatively more sensitiveto time and reliability, and less sensitive to
cost. This can be thought of largely as an income effect because
vehicle ownership is correlated to income. Second, for all groups,
reliability appears to be a relatively more important criterion than
time. This means that, as both deteriorate, the propensity to switch
modes to gain certainty grows faster than the propensity to switch
modesto savetime, al else being equal.

Third, among all three groups, buses suffer from an image prob-
lem in Hyderabad (although apparently the image of seven-seaters
is even worse). Even controlling for the effects of time, cost, and
reliability, vehicle owners showed an inherent preference for their
own vehicles over buses, and nonvehicle owners showed an inher-
ent preference for walking. Nevertheless, as noted above, small
improvements in time and reliability can help neutralize the inher-
ent preferences. In addition, improvements in bus operations might
also help change the perceptions underlying those preferences.

Thesethree characteristics suggest that concerted policiesfocusing
on improving bus operations might be an effective means overal of
managing future levels of travel demand and might be particularly
effective in heading off growth in the use of two-stroke engine vehi-
cles, such as two-wheelers and auto-rickshaws. Policies that effec-
tively give public transport a time and reliability advantage over
private transport, therefore, should be viewed not only as transport
policy, but also asair quality and climate policy as well.

Of course, there are arange of potential interventions that might
increase time and reliability of buses, including provision of dedi-
cated facilities, passage and effective enforcement of bus priority
traffic laws, and operational improvements such as platform load-
ing or shifting to proof-of-payment systems that allow multiple
doorsto be used for access and egress. These variousimprovements
are often packaged together in transport policy discussionsunder the
BRT concept, aterm used to invoke theideathat bus systems should
betreated as primary systems, like metros, rather than as secondary
or fallback means of transport (11).

A second phase of this project isto use the coefficients on time,
cost, and reliability developed in this project in a travel-demand
forecasting model for Hyderabad. This model would be used to esti-
mate how a BRT system, defined for our purposes according to
headways and operating speed characteristics, would affect overall
travel demand in a horizon year. This assessment depends on the
development of abelievable business-as-usual scenario that mimics
conditions of the cycle of decline discussed in the beginning of this
paper. Results of this simulation exercise will quantify more pre-
cisely how much of an effect aBRT policy in Hyderabad might have
onair quality.

CONCLUSION

For policy makers, it iscritical that the resultsfrom vehicle-owning
groups not be taken simply at face value as reflecting how groups
today behave. Rather, these responses should be seen as glimpses
into the future—they represent alikely picture of the way tastesand
preferences may change asvehicle ownership increases. It ispartic-
ularly critical to understand these preferences better, and they
should be the focus for more research. For example, the preference
among vehicle owners (two-wheelers and cars) for their own vehi-
cles, even accounting for time and reliability differences, may in fact
be a manifestation of the fixed-cost perception (e.g., the vehicle |
own does not cost me anything additional, but the bus does), or it
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may reflect other aspects of the experience of taking the bus that
could not be measured here, such as perceptions of personal safety
or comfort. Which of those factors is more important would shape
the appropriate policy response.

Perceptions notwithstanding, thisresearch has suggested that sen-
sitivity to time and reliability are important and growing determi-
nants of traveler behavior. BRT asapolicy responseiswell targeted
to addressing these determinants as a means of providing accessi-
bility to Hyderabad residents and maintaining bus transport within
commuters expectations without attendant increases in pollution,
congestion, and greenhouse gas emissions.
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