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Spectral Emittance of Particulate
Ash-Like Deposits: Theoretical
Predictions Compared to Experimental
Measurement
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This note presents results of a theoretical and experimental in
tigation on the emittance of particulate deposits. A simple mo
based on independent and multiple scattering and using disc
ordinate method has been developed to predict the spectral h
spherical and normal emittance of particulate deposits. The mo
predictions are compared with measurements carried out un
this study-controlled spectral emission measurements betw
wavelengths of 2 and 12mm on deposits of ground synthetic as
particles having known composition and particle size. The tre
from the predictions matched well with the measured values,
cept for some differences in the wavelength region below 4mm,
and between 8mm and 12mm wavelength. Possible reasons f
these differences are discussed.@DOI: 10.1115/1.1666885#
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Introduction
Determination of emittance of particulate deposits is import

in several applications such as radiative heat transfer and on
monitoring of deposits in pulverised fuel~pf ! fired furnaces@1#,
state of refractory in industrial furnaces@2#, remote sensing, high
temperature energy saving materials, and stealth techno
Emittance~«! of a surface, particulate or otherwise, is common
defined as the ratio of its emission rate~E! to that from a black-
body (EB) at the same temperature («5E/EB). Emittance can be
defined as hemispherical («h) or normal («n) depending on the
direction of measurement, and as spectral («l) or total (« t) in
which case it is referred to part or the entire wavelength spect
with reference to the direction and spectral range. It can be
fined as a combination of any two of the above. Spectral emitta
can be used to calculate the total emittance@3#. Studies on emit-
tance of particulate deposits are not common, particularly b
modeling and spectral measurements with particle size releva
deposits inpf fired furnaces. Studies by Boow and Goard@4# and
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Brajuskovic et al.@5# are on total emittance measurements of d
posits at surface temperatures ranging from 200 to 1000°C sh
ing the effect of temperature on total emittance. The study by W
and Becker@3# is on spectral band measurements at temperat
ranging from 700 to 1000°C and shows the effect of iron cont
and temperature. The study by Markham et al.@6# is the only
study, which shows comparison of theoretical and measured
ues of spectral emittance of ash deposits. Their model was b
on 2-flux theory, and the model used an adjustable value for
asymmetry parameter~g! to get good match with measured va
ues. Studies by Wall et al.@7# and Bhattacharya et al.@8,9# present
theoretical predictions and separate measurements on the e
of particle size and concentration, physical state, heating, and
content on spectral emittance of ash deposits. However, the
dictions were not directly compared with measurements of
same particle size.

This paper presents results from a theoretical and experime
study on emittance of ash-like particulate deposits. A sim
model has been developed for prediction of spectral hemisphe
and spectral normal emittance of particulate deposits. The pre
tions can be made as a function of particle size, particle conc
tration, and optical constants~real and absorption indices, whic
in turn are function of chemical composition!. Predictions from
the model are then compared with spectral measurements on
like particulate deposits using emission spectrometry.

Model and Input Parameters
The ash deposit is modeled to be one dimensional a

symmetric layer. The equation for radiative transfer@10# is ap-
proximated using the discrete ordinate method with 16 ordin
directions, and weighting fractions corresponding to the so
angle represented@11#. Using appropriate boundary condition
spectral reflectance~r! and spectral transmittance~t! of the layer
is calculated, from which absorbance~a! can be calculated as
follows:

a512t2r (1)

According to Kirchoff’s law, spectral emittance is equal to th
spectral absorbance which may be evaluated from Eq.~1!. For an
opaque deposit, the thickness of the layer can be adjusted so
spectral transmittance is 2 percent or less, which is arbitra
assumed to be the limit of opacity in the calculations. Spec
single particle properties~scatter matrix, extinction efficiency!
were calculated using Mie theory using a code in Bohren a
Huffman @12#. The following assumptions are made in the mod
the particles in the deposit are spherical in shape, and all part
have same chemical composition, i.e., they have same com
refractive index. Also, only independent and multiple scattering
considered in the model. Further details of the model are availa
in Bhattacharya@13#.

The model requires complex refractive index—real~n! and ab-
sorption index~k!, density of deposit materials, and particle si
~or distribution! as input parameters. Values of these input para
eters were taken from Goodwin@14#. The samples used for mode
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predictions and in experiments vary in iron content from 2 perc
to 10 percent. Goodwin obtained the real and absorption indicen
andk, from normal reflectance and transmission measurement
polished wafers of synthetic ash slags. Table 1 shows the com
sition and density, and Fig. 1 shows the spectral complex ref
tive index of the samples. As is evident from Fig. 1, the spec
absorption index increases with increasing iron content betw
wavelengths from 1.2 to 4mm; thereafter the values are simila
The real index shows little increase with iron content between
and 8mm wavelength. It varies from about 1.6 at 1.2mm wave-
length to below 1 at 8mm, thereafter rising above 2. Among th
samples, sample S2 is weakly absorbing and sample S1
strongly absorbing. The predictions made in this paper are
isothermal and opaque deposits consisting of monosized parti
and for spectral normal measurements. A modified form of
model can also be used for prediction of spectral hemisphe
emittance, apparent emittance of nonisothermal particulate de
its opaque and semi-transparent deposits@9#, and radiative heat
transfer calculations in one-dimensional geometry.

Experimental Work
Experimental work involving emission spectrometry was u

dertaken on particulate deposits to measure their spectral no
emittance, which are then compared with model predictions.
experimental equipment is located at the Division of Coal a
Energy Technology, CSIRO at North Ryde in Sydney. It has p
marily been used to study the structural changes occurring in
and other minerals on heating@15,16#. The infrared emission cel
consists of a modified atomic absorption graphite rod furnace
is illustrated in Fig. 2. The furnace was driven by a thyris
controlled ac power supply capable of delivering up to 150 am
at 12 volts. A platinum disk~6 mm diameter!, which acts as a
hotplate to heat the sample, is placed on the graphite rod.
insulated 125mm typeR thermocouple was embedded inside t
platinum in such a way that the thermocouple junction was,0.3
mm below the surface of the platinum~Fig. 2 inset!. Temperature
control of 63°C at the maximum operating temperature
1500°C was achieved by using an Eurotherm Model 808 prop
tional temperature controller, coupled to the thermocouple.
off-axis paraboloidal mirror with a focal length of 25 mm
mounted above the heater captured the infrared radiation an
rected it into a Digilab FTS-60A Fourier transform infrared spe
trometer. The heater assembly was located so that the surfa
the platinum was slightly above the focal point of the off-ax

Fig. 1 Spectral complex refractive index of the samples used
in model predictions †14‡

Table 1 Composition „wt% … and Density „kg Õm3
… of the

samples

Sample SiO2 Al2O3 CaO Fe2O3 Density

S2 54.95 27.25 15.80 2.00 2550
S10 50.46 24.87 14.67 10.00 2630
Journal of Heat Transfer
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paraboloidal mirror. With this geometry, a spot of approximate
3 mm diameter is sampled by the spectrometer. The modificat
to the spectrometer involved the removal of the aperture assem
and replacing it with a mirror. Reflection of modulated radiati
back from the interferometer to the sample with subsequent a
tional modulation has been identified as a problem with this ty
of measurement. Very little distortion of the spectra due to t
effect is observed. A room temperature Deuterated Triglycine S
fate ~DTGS! detector was used and as a result is not responsiv
emission from surrounding objects. The entire spectrometer
sample furnace was covered with a perspex box which was pu
with nitrogen to remove IR absorption by water vapor and carb
dioxide in the path of the sample emission.

Samples Used. Two different particulate samples were use
in the measurement. These are slag samples ground after me
oxide mixtures at 1550°C in proportion similar to those found
power station ash. Particles of such samples are expected to
uniform composition, which is presented in Table 1. To illustra
the effect of size on emittance, sample S2~2 percent Fe2O3) was
separated into two size groups, one having a size range of 5
mm ~Sauter mean diameter of 12.9mm!, the other being sieve
sized 45–53mm. One size group of the sample S10 was us
in the experiment, with a size range of 5–33mm ~Sauter mean
diameter of 14.9mm!. A comparison of emittance between th
samples S2 and S10 is intended to illustrate the effect
composition.

Experiment Procedure. The sample to be analyzed is car
fully spread over the platinum surface. The sample heated to
desired temperature, was held at this temperature while accu
lation of single beam spectrum took place. The spectra were
corded with the use of 64 scans at a nominal resolution of 4 cm21.
The emittance measured at 600°C is used in this paper. A grap
plate with the same geometry as that of the platinum plate
used to approximate a blackbody source. Spectra from the gr
ite plate and the platinum plate were acquired at the same t
peratures as those of the samples and stored for later use.

To ascertain the opaqueness, the samples were first subject
transmission measurements before undertaking emission ex
ments. Thus for the same sample, two sets of spectral mea
ments, transmission and emission, were carried out. An infra
microscope was used for the purpose and the sample part
were spread horizontally over a 6 mm diameter area of a KBr
window. For all the samples, concentration was such that the s
tral transmittance across the layers was between 1 and 10 per
but mostly under 2 percent. This amounted to using approxima

Fig. 2 Experimental setup „published with permission from
Applied Spectroscopy …
APRIL 2004, Vol. 126 Õ 287
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10 mg of sample. This compared favourably with the findin
from another study@8# by the author, where it was observed tha
sample density of about 400 gm/m2 resulted in an opaque laye
~,2 percent transmittance! for such samples.

Calculation Procedure. For a sample particulate layer dis
tributed on the platinum plate during measurement~as shown in
Fig. 2! emittance was determined as follows:

«S,l5S I S,t22t3I bg,t1

I bb,t2
D3«g,l (2)

where,
I S 5 the intensity from the sample, as measured

I bg 5 the intensity from the platinum plate, as measured
I bb 5 the intensity from the graphite plate, as measured

t 5 transmission across the sample, average of three m
surements from the IR microscope

«g 5 spectral emittance of graphite, from Toloukian and H
@17#

The temperaturet1 is measured during the experiment, where
t2 depends on the thermal conductivity~k! and thickness~t! of the
sample layer, and radiative~and/or convective! loss from the sur-
face. The transmittance~t! depends primarily on the layer thick
ness. A procedure to estimate the top temperaturet2 and its effect
on sample emittance is outlined in Bhattacharya@13#. It was ob-
served that for the sample mass used in the experiment, the
peraturet2 was not significantly below the temperaturet1 , and
therefore,I bb,t1 ~which was measured! instead ofI bb,t2 was used
in Eq. ~2! to estimate the sample emittance. The contribution fr
the intensity emitted from the platinum plate was taken into
count using Eq.~2!. Data manipulation was performed on th
interferograms.

Estimation of Error. The error estimation procedure ha
been formulated following Coleman and Steele@18#. The sources
of error involve uncertainties in transmission measurement, un
tainties in the spectral emittance of the graphite plate, uncert
ties in measurement of the intensity from the graphite plate, p
num plate and the samples. The details are presented
Bhattacharya@13#. The overall error in the measured emittance
estimated to be60.06.

Comparison of Predicted and Measured Emittance

Effect of Size. Results of model predictions and measu
ments are presented in Figs. 3 and 4. In Fig. 3, predictions
made for the upper, lower and the mean size of the particles u
In Fig. 4, predictions are shown only for the mean size of
sample. In both figures, particulate character, as predicted ea

Fig. 3 Comparison of measured and predicted emittance of
ash-like particulate deposits: sample S2, size range; 5–35 mm
and sauter mean diameter 12.9 mm.
288 Õ Vol. 126, APRIL 2004
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of the emissive layer is evident. Measured emittance, as we
the predicted values are close to 1 between 7 and 8mm wave-
length. This is the region of Christiansen Effect, where real ind
~n! of the sample is 1, the real index of the surrounding mediu
In fact, Goodwin’s samples have real index of 1 between 7 an
mm wavelength. Apart from the reason of having similar comp
sition, the similarity in real index values justifies the use of t
complex refractive index of Goodwin’s samples in the predict
calculations.

The model appears to underpredict emittance at wavelength
low 4 mm, and overpredict above 8mm wavelength. The mode
considers independent theory, multiple scattering, homogene
composition and spherical particles. The slag particles are
pected to be of homogeneous composition because of me
during preparation. Also, the radiative properties of an aggreg
of irregular shaped particles are not affected significantly by
deviation of their shape from spherical@19,20#. Therefore, a com-
parison of the figures shows largely the effect of size on em
tance, rather than the effects of irregular shape or inhomogen
composition. Also, the larger particles recorded higher emittan
a trend consistent with predictions. The measurements indi
that spectral emittance of particulate deposits could be as low
0.3 at low wavelengths, supporting the trend in model predicti
and industrial measurements reported by Carter et al.@21#. The
effect of particle size is primarily limited to the wavelength regio
below 6mm, again supporting the predictions.

Apart from composition and particle size, emittance of a d
posit depends on strongly coupled ways with its thermal cond
tivity, porosity and physical structure@22#. The effects of Depen-
dent interactions, physical structure, or possible variation
thermal conductivity of the particles have not been considere
the simple model. Even then, good qualitative agreement is
dent between the predicted and measured values.

Fig. 4 Comparison of measured and predicted emittance of
ash-like particulate deposits: sample S2, size range; 45–53 mm,
mean diameter 50 mm.

Fig. 5 Comparison of measured and predicted emittance of
ash-like particulate deposits: sample S10, size range; 5–33 mm
and sauter mean diameter 14.9 mm.
Transactions of the ASME
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In a pf fired furnace, low wall emittance such as 0.3 may res
in a decrease in heat absorption, and, therefore, in an increa
furnace exit temperature. The approximate changes in furnace
temperature may be estimated by a well-mixed furnace mo
@23#. The model assumes a uniform build-up of ash deposits o
the complete furnace walls, and requires, among others, tota
sorbance of the wall deposits as input. Spectral absorbance
deposit is equal to the spectral emittance and the total absorb
of a deposit may be estimated once the spectral emittance an
flame temperatures are known@7#. It is estimated that for a 660
MWe pf fired furnace, a change in wall emittance from 0.7~clean
tube! to a low value of 0.3 affects the furnace heat absorption i
way that the exit gas temperature increases by 150°C.

Effect of Composition. Figure 5 shows the measured em
tance of particulate deposits of sample S10. The ground part
of samples S2 and S10 had Sauter mean diameters of 12.9mm and
14.9 mm, respectively. Both these samples had compara
amounts of silica, alumina and calcium oxide, and also sim
particle sizes, so that a comparison of Figs. 3 and 5 reveals
difference predominantly due to the variation in iron content. As
evident, sample S10 with the higher iron content gave a hig
emittance and the effect of iron is limited to wavelengths below
mm, a trend matched with the predictions@9#. The increase in
emittance with iron content is due to the higher absorption in
associated with high iron bearing sample~Fig. 1! at low wave-
lengths. As may be seen from Fig. 5, sample S10 showed a s
drop in emittance at all temperatures going from 2 to 4mm wave-
length. In a separate experimental study involving reflectance
transmission spectroscopy~as opposed to emission and transm
sion spectroscopy used in this study!, Bhattacharya et al.@8# ob-
served that the difference between independent theory based
dictions and the measured emittance of an opaque depos
greater for weakly absorbing samples than strongly absorb
samples. Similar observations can be noted from Figs. 3–5.

Conclusions
This note presents results of a theoretical and experimenta

vestigation of the emittance of particulate deposits. A sim
model based on independent and multiple scattering has bee
veloped to predict the spectral emittance of particulate depo
The model predictions are compared with spectral emission m
surements between 2 and 12mm wavelength on deposits o
ground synthetic ash particles having known composition and
ticle size. Emittance of particulate deposits is highly spectral. T
measurements and the predictions show that fine particulate la
could be reflective, with emittances less than 0.3 especially
wavelengths below 4mm. Such layers are formed during the in
tiation of deposits inpf furnaces. Layers of coarse particles a
predicted to have higher emittance, a trend matched by meas
ments under this study. The effect of composition, in particu
iron content, on emittance of deposits is found to be significa
with samples having higher iron content recording higher em
tance. The effects are limited primarily to the wavelength reg
below 6 mm. This region is of primary interest to radiative he
transfer inpf fired furnaces. Even though there is good qualitat
agreement between the model predictions and measured va
there are differences in the 1–4mm wavelength, and again be
tween 8–12mm wavelength region. Further modeling effor
should be expended in improving the predictions, particularly
corporating the dependent effects@8#. Very few studies have bee
reported in the literature dependent effects have on emittanc
ash deposits. All these studies@24–26# are limited to either very
small particles~Rayleigh size! or very large particles~geometric
range!, but none of intermediate size range relevant to ash de
its in pf fired furnaces.
Journal of Heat Transfer
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A Model of Heat and Mass Transfer
Beneath an Ablating Concrete
Surface

Michael Epstein
Fauske & Associates, Inc., 16W070 West 83rd Street,
Burr Ridge, IL 60527

This paper presents a one-dimensional steady-state model of
and water vapor transport just beneath an ablating concrete s
face. In the model an evaporation front separates a dry por
region through which water vapor flows to the ablation front fro
a semi-infinite region that is partially wet with evaporable wat
The predicted water vapor pressures at the evaporation front
quite high and could conceivably cause the concrete to spall.
model is quantitatively compatible with spallation events obser
during tests involving the pouring of molten steel onto concr
and is capable of explaining the disparate results obtained in
rather extensive test series on the penetration of induction he
metallic pools into concrete.@DOI: 10.1115/1.1666884#

Keywords: Ablation, Decomposition, Heat Transfer, Porous M
dia, Vaporization

Introduction
Studies of postulated severe accidents in nuclear reactors

included consideration of the consequences of molten core de
draining from the reactor vessel onto the horizontal surface of
concrete foundation below the reactor vessel. Extensive exp
mental studies of the erosion rate of concrete by overlying mo
steel were carried out at Sandia National Laboratory@1–3# and at
Kernforshungszentrum Karlsruhe~KfK !, Germany @see, e.g.
@4#,@5##. In the KfK ~so-called BETA! experiments and in the San
dia experiments the melt/concrete interaction was sustained b
induction heating coil placed around the interaction vessel.
metallic pool penetration rates measured in the BETA experim
were up to an order-of-magnitude higher than those reported
Sandia for similar pool temperatures and identical concrete s
strates. In considering this discrepancy, for which no defens
explanation has yet been offered, it is proposed here that int
impingement heat transfer during the initial pouring of the st
melt from a relatively high elevation into the BETA test-secti
concrete cavity resulted in early, rapid concrete erosion. The
sion rate was so rapid that the free water in the concrete exer
high vapor pressure just beneath the concrete surface w
caused concrete surface spallation that wiped away the slag r
tance to heat transfer. Once started, the rapid erosion rate
self-sustaining. Surface spallation did not occur in the inductiv
heated melt pools in the Sandia tests because the steel mel
either gradually generated in the test section or the pour str
was too short to initiate surface spallation.

A one-dimensional model is presented below that suppor
spallation mechanism in the BETA tests, based on the presen
readily vaporized water and available measurements of the pe
ability of concrete as a function of temperature. Before the mo
is introduced it will prove useful to review early experiments i
volving steel melts poured onto concrete in the absence o
applied heat source@6#, since concrete spallation was observed
these experiments.
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Experiments of Powers and Arellano
Early in the Sandia molten core debris-concrete interaction

program, exploratory experiments were performed in which s
melts were poured from an induction furnace into concrete c
cibles@6#. These tests involved 200 kg steel melts initially heat
to about 2000 K. The experiments were not well instrumented
no further heating was applied to the melt once it was poured
the concrete. The melts cooled to the steel solidification temp
ture in about 4 minutes. Each concrete crucible was used sev
times. The frozen mass of metal from a previous experiment
removed and another test was initiated in the eroded cruci
Motion picture records of the tests in which melts were pou
into ‘‘fresh’’ concrete crucibles revealed concrete spallati
events. The concrete spall fragments that escaped the cru
were collected and their thicknesses were found to vary from
7 mm. From the motion picture records the mean ejection velo
of limestone-type concrete fragments was determined to be a
5 m s21 while that of basaltic concrete was about 3.75 m s21.

Physical Model
A schematic diagram of the problem we wish to solve is p

sented in Fig. 1. It is assumed that the evaporable water held
the concrete is converted into vapor some distance below the
lating concrete surface. The vapor flows upward~in the negative
x-direction! with superficial velocityj g through hot porous con-
crete to the ablating surface where it is released to the overly
molten debris pool. Heat is conducted from the ablation fro
through the porous region to the plane of evaporation atx5dd .
The evaporation plane separates the dry porous region of th
nessdd from the semi-infinite concrete regionx.dd that is par-
tially wet with evaporable water. At the evaporation front the w
ter exerts an equilibrium pressurePeq(Tsat) at the local
temperatureTsat. The water vapor released at the plane of eva
ration is transported across the porous region to the ablation f
by the imposed pressure differencePeq(Tsat)2P, whereP, is the
pressure in the overlying pool. The objective of the analysis is
compute the vapor pressurePeq at the evaporation front.

The prediction ofPeq is based on the following set of simpli
fying assumptions which are examined more quantitatively in
subsequent section:~1! the ablation front propagates at a consta
velocity vm so that constant-pattern~steady-state! temperature

2,Fig. 1 Schematic diagram of concrete ablation model; indicat-
ing nomenclature and temperature and pressure profiles
004 by ASME Transactions of the ASME
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profilesTd(x) andTw(x) are established in the dry and wet zone
respectively;~2! the evaporation plane is regarded as a sharp fr
that is very thin on the scale of the thickness of the porous reg
and the rate limiting process for concrete ‘‘dehydration’’ is tak
to be water vapor convection~Darcy flow! through the porous
layer between the water evaporation and concrete ablation fro
~3! all the water vapor produced at the evaporation plane flo
upward to the ablation front at the opposite end of the por
region; ~4! forced and natural convection heat transfer in the
rous region due to water vapor transport is negligible compa
with conduction;~5! the pressure difference due to surface tens
effects across the evaporation front is small compared toPeq
2P, ; and ~6! the physical properties of the concrete and t
viscositymg of the water vapor may be replaced by constant
erage values appropriate to the temperature intervals of inter

It is obvious from Assumption~1! that attention is focused on
one-dimensional system of coordinates in which the ablation fr
is at rest and the concrete medium moves with velocityvm in the
negativex-direction. The position of the ablation front is taken
be x50.

Governing Equations
The conduction equation for the temperature profileTd(x) in

the dry porous region of the translating concrete is

vm

dTd

dx
1ad

d2Td

dx2 50; 0,x,dd (1)

while the conduction equation for the temperature profileTw(x) in
the region ‘‘upstream’’ of the evaporation plane, which is wet w
evaporable water, is

vm

dTw

dx
1aw

d2Tw

dx2 50; dd,x,` (2)

The momentum equation for the local mass-average velocity~su-
perficial! j g of the water vapor within the dry porous region
given by the differential form of Darcy’s Law:

dP

dx
5

mgj g

k
; 0,x,dd (3)

In writing Eq. ~3! the relative motion between the gas and t
moving solid concrete was ignored since in all cases of inte
j g@vm . The constant upward rate of water vapor mass fl
through the porous region equals the rate at which vapor is g
erated at the evaporation plane:

rwYgvm5 j grg (4)

The boundary conditions at the water evaporation pla
(x5dd) are

rwYgvmhf g52kd

dTd

dx
1kw

dTw

dx
; x5dd (5)

Td~dd!5Tw~dd!5Tsat, P~dd!5Peq~Tsat! (6)

Equation~5! states that the energy required to evaporate the w
is equal to the difference between the heat conducted in and o
the evaporation plane. At the ablation front (x50) and atx5`
the temperature and vapor pressure profiles must satisfy
conditions

Td~0!5Tmp , P~0!5P, , Tw~`!5Ts (7)

The model for evaporable water release from ablating conc
is complete with the addition of two equations. One equation
the ideal gas law for the vapor in the porous region, namely,

P5rgRgTd (8)

The other equation is for the permeability of the porous conc
region. The experimental measurements of McCormack et al@7#
show that the concrete permeability increases rapidly with te
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perature. Their data on the permeabilities of basaltic and lim
stone concretes were fit by the exponential function

k5k0 exp~BT! (9)

where the numerical values of the parametersk0 andB are given
in Table 1. In the present problem the local concrete tempera
may be as high as about 1600 K so that extrapolation of Eq.~9!
would appear to be necessary. This issue will be discussed
on.

The solutions of Eqs.~1! and~2! that satisfy the relevant bound
ary conditions in Eqs.~5! to ~7! give, after introducing the
approximationrdcd>rwcw ,

vmdd

ad
5 lnF11

Tmp2Tsat

Yghf g /cw1Tsat2Ts
G (10)

dTd

dx
52

vm

ad
FTd2Ts1

Yghf g

cw
G (11)

Using Eq. ~11! to eliminate independent distance variablex in
Darcy’s equation~Eq. 3! in favor of temperatureTd and by invok-
ing Eqs.~4!, ~8!, and~9!, a separable first-order differential equ
tion between pressureP and temperatureTd in the porous region
of the concrete is obtained:

PdP

dTd
52

mgadrwYgRg

k0
S Td

Td2Ts1Yghf g /cw
Dexp~2BTd!

(12)

Equation ~12! can be integrated between the ablation pla
where P5P, and T5Tmp and the evaporation plane wher
P5Peq andT5Tsat to obtain the closed form result:

Peq
2 5P,

21
2mgadrwYgRg

k~Ts!B
• f ~Tsat! (13)

where k(Ts) is Eq. ~9! evaluated atTs and the dimensionless
function f (Tsat) is defined as

f ~Tsat!5exp@2B~Tsat2Ts1Yghf g /cw!#2exp@2B~Tmp2Ts

1Yghf g /cw!#1B~T`2Yghf g /cw!$Ei@B~Tsat2Ts

1Yghf g /cw!#2Ei@B~Tmp2Ts1Yghf g /cw!#% (14)

The function Ei@l# in the above equation is the exponenti
integral

Ei@l!] 5E
l

` e2j

j
dj (15)

Strictly speaking, Eqs.~13! and ~14! are not valid for limestone
concrete. The permeability versus temperature function for
material is composed of two exponentials connected in a pie
wise continuous manner~see Eq.~9! and Table 1!. Thus one
would expect more terms to appear in Eqs.~13! and ~14! involv-
ing two differentk0 , B pairs, one pair for the low temperatur
range 373–692 K and the other pair for the high temperat
range 692 K toTmp . It will be seen later on, however, that for th
limestone concrete ablation problems considered here it is per
sible to consider only one temperature range and, therefore,
one pair ofk0 , B values.

Table 1 Values of parameters in permeability equation „Eq. 9…

Concrete
Temp. Range

~K!
k0

~m2!
B

~K21!

Basaltic 373–900 2.18310217 0.0110
Limestone 373–692 5.29310220 0.0192
Limestone 692–1023 3.147310217 0.01013
APRIL 2004, Vol. 126 Õ 291
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Equation~13! is a relationship between the two unknownsPeq
and Tsat at the evaporation front. Since thermodynamic equil
rium is assumed to prevail at the evaporation front the ste
tables provide another relationship betweenPeq andTsat and the
simultaneous numerical solution of these coupled relations
yields the pressurePeq exerted by the vapor at the evaporatio
front. The actual numerical solution was performed using the
lowing water vapor pressure fit of steam table data~to within 4.0
percent for 370,Tsat,584 K):

Peq5106 expS 2
4795

Tsat
110.55D (16)

whereTsat is in K andPeq is in Pa.
The theory presented in the foregoing can also be used to

culate the pressure exerted by CO2 gas within the concrete due t
carbonate decomposition, providing that it is reasonable to reg
the carbonate decomposition zone as a sharp front. Specific
for the CO2 case the water evaporation plane in Fig. 1 is repla
by a carbonate decomposition plane. In terms of obtaining
merical results with Eqs.~13! and ~14! Yg is now the mass frac-
tion of CO2 in the concrete,hf g is identified with the heat of
carbonate decomposition~decarboxylation!, and Rg is the ideal
gas constant for CO2 . Also, Eq.~16! is replaced by an equilibrium
law for carbonate decomposition. Assuming CO2 is produced in
the concrete by the decarboxylation of calcium carbonate,
have

Peq5105 expS 2
2.0853104

Tsat
117.854D (17)

wherePeq is in Pa andTsat is in K. Equation~17! is a fit to the
saturation vapor pressure calculations for the reaction equilibr
CaCO35CaO1CO2 . Assuming, instead, that CO2 is produced
from dolomite, MgCa(CO3)2 , does not change the numerical r
sults in a substantial way.

Discussion of Results
The physical property values used in the numerical solution

Eqs.~13! and~16! for H2O release and Eqs.~13! and~17! for CO2
release are summarized in Table 2~see also, Table 1!. The ther-
mophysical properties values of concrete were taken from@8#.
Concrete does not melt at a single, sharp temperature. Rath
melts over a range. In the Sandia tests~see, e.g.,@1#! the concrete
ablation front was identified with the 1600 K isotherm as det
mined by thermocouples cast into the concrete substrate and
value is used here forTmp .

The Peq predictions are shown in Table 3 and they are comp
ible with the observations of Powers and Arellano@6#. We note
that the driving pressurePeq2P, for water flow in the limestone
concrete is more than twice that in basaltic concrete, even tho
these concretes contain similar amounts of readily vaporized
ter ~see Table 2!. The reason for this difference is that the perm

Table 2 Physical constants used in the numerical determina-
tions of Peq

Concrete Thermal Diffusivity ad56.431027 m2 s21

Gas Viscosity mg5231025 Pa s
Concrete Density rw52340 kg m23

Concrete Specific Heat cw5950 J kg21 K21

Ambient ~Pool! Pressure P,5105 Pa
H2O Mass Fraction in Basaltic Concrete Yg50.042
H2O Mass Fraction in Limestone Concrete Yg50.039
CO2 Mass Fraction in Basaltic Concrete Yg50.0292
CO2 Mass Fraction in Limestone Concrete Yg50.357
H2O Heat of Evaporation hf g52.23106 J kg21

CO2 Heat of Release hf g53.83106 J kg21

Ablation Temperature Tmp51600 K
Cold Concrete Temperature Ts5293 K
292 Õ Vol. 126, APRIL 2004
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ability of limestone concrete is about one order-of-magnitude l
than the permeability of basaltic concrete@7#. ThePeq2P, results
for H2O are consistent with Powers and Arellano’s observations
roughly 40 percent lower ejection velocities for basaltic concr
spall fragments relative to fragments ejected from limestone c
cretes. The ejection velocity can be shown to be proportiona
(Peq2P,)1/2, assuming thatPeq remains constant behind a
ejecting spall fragment. The model results also confirm their c
jecture that decarboxylation is not likely to be responsible
concrete spallation. The predicted low internal gas pressures a
ciated with CO2 release is a consequence of the fact that dec
boxylation occurs in zones of high concrete temperatures ha
relatively high concrete permeabilities. A high-temperature por
concrete region offers little ‘‘frictional’’ resistance to the upwa
flow of CO2 gas.

The predictionTsat5437 K for limestone concrete is based on
on thek0 , B values in Table 1 for the low temperature range 3
to 692 K. For a change in temperature from 437 K to 692 K t
permeability of limestone concrete increases by a factor of ab
140. Thus practically all the resistance to upward water vapor fl
in the porous region occurs close to the evaporation front and
precise values of the permeability at locations where the temp
ture is above 692 K are not important. Extrapolation of Eq.~9! to
Tmp51600 K is indeed not required. Another way of stating th
is that in Eq.~14! the terms containingTmp are negligible com-
pared with the terms containingTsat. The predictedTsatvalues for
CO2 gas release are outside and above the temperature rang
vestigated by McCormack et al.@7# in their laboratory study of
concrete permeability so that some extrapolation of Eq.~9! was
required. However, any inaccuracies associated with this extra
lation does not alter the conclusion that the gas pressure gene
by CO2 release is negligible.

The fact that high-internal-water-vapor pressures are predi
by the model does not provide a complete explanation for
onset of spallation. If the plane of free water evaporation is
removed from the ablating surface, that is ‘‘deep’’ within the co
crete, then it is reasonable to suppose that the concrete can
stand the few atmospheres of internal pressure produced by w
release. However, spallation may occur if the zone of high pr
sure is just beneath the ablating surface. According to the ob
vations of Powers and Arellano@6#, the thicknesses of the spa
fragments ranged in size from 2.0 to 7.0 mm. Thus a poss
criterion for the onset of spallation is obtained by demanding t
the thicknessdd of the porous region of the concrete~see Fig. 1!
be less than the largest measured spall fragment, denoted he
the critical size fragmentdd,crit>7.0 mm. The criteriondd
>dd,crit can be combined with Eq.~10! for vm to arrive at a
critical ablation velocityvm,crit , which if exceeded, results in spa
lation. Using the parameter estimates from Table 2 and the
diction Tsat5410 K for basaltic concrete~see Table 3! in Eq. ~10!
leads to a threshold ablation velocity for spallation:vm,crit

50.17 mm s21. This value is consistent with the notion that spa
lation did not occur in the Sandia inductively heated pool tests
was important in most of the BETA tests in that the measu
ablation rates in the Sandia tests fall well below this value wh
the ablation rates measured in the BETA tests are close to
exceed this value.

Table 3 Predictions of equilibrium pressures exerted by the
release of evaporable water and CO 2 in basaltic and limestone
concretes

Concrete
Gas

Released
Gas Mass
Fraction

PredictedTsat
~K!

PredictedPeq2P,
~atm!

Basaltic H2O 0.042 409.6 2.13
Limestone H2O 0.039 436.5 5.46
Basaltic CO2 0.0292 1168.7 2.131024

Limestone CO2 0.357 1168.8 2.431023
Transactions of the ASME
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In all likelihood the mechanism of ablation is dictated early
during the melt pool formation stage. The BETA tests were in
ated by pouring about 300 kg of steel melt into the interact
crucible from a height of several meters. Presumably the com
nation of intense impingement heat transfer, fresh concrete
taining free water, and induction-heating power, led to the s
tained, rapid concrete erosion rates measured in these tests
rapid erosion process is achieved by concrete spallation w
eliminates the slag resistance to heat transfer. In contrast, th
ductively heated melt pools in the Sandia tests@2,3# developed
gradually by melting at low power a solid steel cylinder initial
placed in the interaction cavity. In these experiments the com
nation of low initial concrete heating rates and the possible los
some free water by preheating of the concrete before the sta
ablation prevented the possibility of spallation and concomit
rapid ablation. In the early transient cooldown tests performe
Sandia@6# spallation did not occur in concrete crucibles that we
previously dried by exposure to steel melts. Note that this ob
vation rules out a thermal stress mechanism of spallation. In
Sandia tests reported in@1# about 45 kg of steel melt was poure
into the concrete crucible from a height of 1.0 m. Apparently
duration and intensity of the early stage melt-to-concrete h
transfer in these tests were limited by the relatively small m
mass poured and small pour height, compared with the melt m
and pour height in the BETA tests.

Discussion of Assumptions
In this section the validity of the assumptions underlying t

model presented in the foregoing is examined. We begin with
assumption of steady-state ablation~Assumption 1!.

In the BETA tests@4,5# the ablation front location was observe
to vary linearly with time, starting from the first ablation dep
measurement at about 10 s out to the end of the tests at a
400 s. It is apparent that steady-state catastrophic concrete er
was established very quickly~, 10 s!. This observation is con-
sistent with available solutions to the transient heat-conduc
equation written for moving solids~see, e.g.,@9#!, from which
the relaxation timetss to steady state is easily seen to be of t
order

tss;S vm
2

4ad
1

p2ad

dd
D 21

(18)

Using the previous estimatedd>7.0 mm and the average ablatio
velocity measured in the BETA testsvm>0.3 mm s21, gives tss
;6 s.

Assumption~2! concerning the sharp boundary between the w
and dry zones is based on experimental measurements. Mea
temperature histories at various depths below an ablating con
surface exhibit discontinuities in slope when the concrete te
perature rises to the boiling point of water@1#. The wet/dry line
interface assumption has been used in previous theoretical st
of water evaporation or condensation in porous media~see, e.g.,
@10,11#!.

Assumption~3! ~negligible downward vapor transport! will be
valid if

ddk~Ts!

dwk~Tsat!
!1.0 (19)

In all the experiments cited heredd!dw . Also k(Tsat)
>4.0k(Ts), thereby assuring a negligible amount of downwa
vapor escape. Measurements of the concrete off-gas flow r
indicate that practically all of the gas stored in the concr
(H2O1CO2) is released to the overlying steel melt@3#.

Forced-convection vapor heat transport in the dry region is n
ligible ~Assumption 4! providing that~see Eq.~4!!
Journal of Heat Transfer
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rwvmcw
5

Ygcg

cw
!1.0 (20)

Since Yg!1.0 for water~see Table 2! this inequality is indeed
satisfied. Natural convection in the dry region can be neglec
~Assumption 4! if the appropriately defined Rayleigh number,

Ra5
kgbdd~Tmp2Tsat!

ang
, (21)

is small. The approximate values of the parameters in Eq.~21! are:
k51.3310212 m2 @at (Tsat1Tmp)/25103 K], b52.4
31023 K21, dd57.031023 m, Tmp2Tsat51190 K, a54.7
31024 m2 s21, and ng51.331025 m2 s21. These estimates
yield Ra54.231025. It is well known that natural convection is
negligible for Ra,40.0.

With respect to the influence of interfacial curvature onPeq
~Assumption 5!, Satik and Yortsos@12# have shown that this effec
is small unless the permeability of the porous medium is less t
about 10218 m2. For the concrete materials and temperatu
ranges presented in this studyk.2310216 m2.

Concluding Remarks
Steel melts poured onto concrete may initiate a rapid conc

erosion process via the mechanism of concrete surface spall
by readily vaporized water. Concrete spallation was observed
ing the pouring of molten steel into concrete crucibles and prio
the cooldown of the metal. The present model of heat and w
vapor transfer in the high temperature environment just bene
an ablating concrete surface rationalizes spallation observat
during the transient cooldown tests and suggests that susta
spallation-driven concrete erosion occurred during experime
~BETA tests! in which the metal melt was continually heated aft
it was poured onto concrete. The present model can not pre
whether or not a given metallic~or oxidic! pour will result in rapid
concrete erosion by surface spallation. Such a prediction will
quire a new model which is capable of dealing with the transi
period during which melt-pool heat transfer evolves from im
pingement heat transfer.

Nomenclature

a 5 thermal diffusivity of concrete
B 5 constant in permeability function, Eq.~9!
c 5 specific heat of concrete

cg 5 specific heat of water vapor
g 5 gravitational constant

hf g 5 latent heat of evaporation of water or heat of carbo
ate decomposition

k 5 thermal conductivity of concrete
j g 5 superficial velocity of water vapor in dry porous re-

gion
P 5 local water vapor pressure in dry porous region

Peq 5 equilibrium water vapor pressure at evaporation fro
P, 5 pressure in the overlying melt pool
Rg 5 ideal gas constant for water
tss 5 relaxation time to steady state
T 5 local temperature

Tmp 5 concrete melting~ablation! temperature
Ts 5 temperature of wet concrete far from the evaporatio

plane
Tsat 5 equilibrium ~saturation! temperature at evaporation

front
vm 5 concrete ablation velocity

x 5 distance measured from ablation plane into concret
Yg 5 mass fraction of evaporable water in wet concrete o

mass fraction of CO2 ‘‘stored’’ in concrete
APRIL 2004, Vol. 126 Õ 293
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Greek Letters

a 5 thermal diffusivity ~concrete thermal conductivity
divided by volumetric heat capacity of steam!

dd 5 thickness of dry porous region
dw 5 thickness of wet region
k 5 local permeability of the dry porous region

k0 5 permeability coefficient in Eq.~9!
mg 5 viscosity of water vapor
ng 5 kinematic viscosity of water vapor
rg 5 local water vapor density in dry porous region
rw 5 density of wet concrete

Subscripts

d 5 pertains to dry porous region
g 5 pertains to water vapor
w 5 pertains to wet region or liquid water
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We investigate the inverse problem in the heat equation involv
the recovery of the initial temperature from measurements of
final temperature. This problem is extremely ill-posed and it
believed that only information in the first few modes can be
covered by classical methods. We will consider this problem w
a regularizing parameter which approximates and regularizes
heat conduction model.@DOI: 10.1115/1.1666886#

Keywords: Analytical, Heat Transfer, Inverse, Stability, Tempe
ture

1 Introduction
The classical direct problem in heat conduction is to determ

the temperature distribution of a body as the time progresses.
task of determining the initial temperature distribution from t
final distribution is distinct from the direct problem and is iden
fied as the initial inverse heat conduction problem. This type
inverse problem is extremely ill-posed, e.g., Engle@1#. There is an
alternative approach which consists of a reformulation of the c
sical heat equation by a hyperbolic heat equation~see Weber@2#,
Elden @3#, and Masood et al.@4#!.

We will present an alternative approach which approxima
and regularizes the initial inverse heat conduction solution. T
need to consider the alternative formulation has some phys
advantages. In many applications, one encounters a situa
where the usual parabolic heat equation does not serve as a
istic model. Since the speed of propagation of the thermal sign
finite, e.g., for short-pulse laser applications, the hyperbolic d
ferential equation correctly models the problem; see Vedav
et al. @5# and Gratzke et al.@6# among others. The initial inverse
problem in the hyperbolic heat equation is stable and well pos
Moreover, numerical methods for hyperbolic problems are e
cient and accurate. We will utilize the small value of the parame
and apply the WKBJ~Wentzel, Kramers, Brillouin, and Jeffreys!
method to solve the initial inverse problem, see Bender a
Orszag@7#.

2 Initial Inverse Problem in the Heat Equation
Supposing we have a metal bar, which for the sake of con

nience we take to extend over the interval 0<x<p, whose tem-
perature at the pointx and at timet is given by the function
u(x,t). Then, for an appropriate choice of units,u(x,t) satisfies
the equation

]u

]t
5

]2u

]x2
, 0,x,p, t.0 (1)

with homogeneous Dirichlet boundary conditions

u~0,t !5u~p,t !50 (2)

We assume the final temperature distribution of the bar at timt
5T

f ~x!5u~x,T! (3)

and we want to recover the initial temperature profile of the b

g~x!5u~x,0! (4)

The condition~2! can be replaced by an insulated boundary, i
ux(0,t)5ux(p,t)50, since it is important in some application
see for example Beck et al.@8# and Al-Khalidy @9#.

We assume by the separation of the variables, the solutio
the direct problem of the form

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 15, 200
revision received August 14, 2003. Associate Editor: A. F. Emery.
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u~x,t !5(
n51

`

vn~ t !fn~x! (5)

The eigenfunctions ofd2/dx2 given byfn(x)8A2/p sin(nx) form
a complete orthonormal system inL2@0,p#. Thus, g(x)
PL2@0,p# can be expanded as

g~x!5(
n51

`

cnfn~x!, xP@0,p# (6)

So, we can write the solution of the direct problem~1! in the form

u~x,t !5(
n51

`

cn exp@2n2t#fn~x! (7)

Now by applying~3!, we can write

f ~x!5E
0

p

K~x,z!g~z!dz (8)

which is an integral equation of the first kind. The singular syst
of the integral Eq.~8! is given by

$exp@2n2T#,fn~x!,fn~x!% (9)

Now by application of Picard’s theorem the inverse problem c
be solved if

(
n51

`

exp@2n2T#u f nu2,` (10)

where

f n5E
0

p

fn~z! f ~z!dz (11)

are the classical Fourier coefficients off. Now again using Pi-
card’s theorem, we can recover the initial profile by the followi
expression

g~x!5(
n51

`

exp@n2T# f nfn~x! (12)

Picard’s theorem demonstrates the ill-posed nature of the prob
considered. If we perturb the data by settingf d5 f 1dfn we ob-
tain a perturbed solutiongd5g1dfn exp@n2T#. Hence, the ratio
igd2gi /i f d2 f i5exp@n2T# can be made arbitrarily large due t
the fact that the singular values exp@2n2T# decay exponentially.
The influence of errors in the dataf is obviously affected by the
rate of this decay. So in regularizing, we will confine ourselves
lower modes by only retaining the first few terms in the ser
~12!. This technique of truncating the series is known as trunca
singular value decomposition~TSVD!, see Hansen@10#.

3 The Hyperbolic Model
The method we apply is similar to the quasi-inverse method

Lions @11#. The Lions’ method is based on replacing the proble
~1–4! by a problem for equation of higher order with a sm
parameter. There are several methods for solving ill-posed p
lems. The quasi-solution method to solve the equation of the
kind was introduced by Ivanov@12#. The essence of this method
to change the notion of solution of an ill-posed problem so th
for certain conditions, the problem of its determination will b
well-posed. Tikhonov’s regularization method is widely used
solving linear and nonlinear operator equations of the first ki
see Tikhonov and Arsenin@13#. Iterative methods are applied t
solve different problems and particularly these methods can
be applied to solve operator equations of the first kind. Mo
tanovsky@14# applied such an iterative method to solve an init
inverse heat transfer problem. The projective methods for solv
various ill-posed problems are based on the representation o
Journal of Heat Transfer
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approximate solution as a finite linear combination of a cert
functional system, see, e.g., Vasin and Ageev@15#.

The methods mentioned in the previous paragraph may be
plied for solving the extensive class of inverse problems. Th
methods do not take into account the specific character of conc
inverse problems. The Lion’s method and the method we pre
in this paper take into account peculiarities of the inverse pr
lem. There is an alternative approach to the inverse heat con
tion problem@2,3#, which consists of introducing a small dampin
parameter with the term]2u/]t2. So, let us consider the following
hyperbolic heat equation

e
]2u

]t2
1

]u

]t
5

]2u

]x2
, e.0, 0,x,p, (13)

together with conditions~2–4! and one additional condition

]u

]t
~x,0!50. (14)

Following the same procedure as that for the parabolic heat e
tion and assuming the solution of the form~5!, for e→01 we get
the following ordinary differential equation

e
d2an~ t !

dt2
1

dan~ t !

dt
1n2an~ t !50, e.0, t.0, (15)

subject to

an~0!5cn , and
dan~0!

dt
50. (16)

This is a singular perturbation problem, so we seek the WK
solution to this problem@7#. The WKBJ solution to~15! is

an~ t !5S en221

2en221
D cn exp@2n2t#1S en2cn

2en221
D expFn2t2

t

eG
(17)

Using Picard’s theorem the solution exists if

(
n51

`
u f nu2

H S en221

2en221
D exp@2n2T#1S en2

2en221
D expFn2T2

T

e G J 2,`

(18)

and the solution is given by

g~x!5(
n51

`

3
f nfn~x!

H S en221

2en221
D exp@2n2T#1S en2

2en221
D expFn2T2

T

e G J
(19)

Supposinge→01 in the expression~19!, we get the solution of
the heat conduction problem~12!. So, the solution of the hea
equation can also be treated as the limiting case of the hyperb
heat equation.

Example. Let us consider the initial temperature distributio
of the form g(x)5A2/p sin(mx), wherem is some fixed integer,
then the final data for~19! and ~12! can be given by

f m5S em221

2em221
D exp@2m2T#1S em2

2em221
D expFm2T2

T

e G
(20)

and
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f m5exp@2m2T#. (21)

The expression~20! represents the final data for the hyperbo
model corresponding to the assumed initial profileg(x) in the
absence of the noise. Using~20! in the expression~19!, the initial
profile g(x) can be recovered exactly. The expression~21! repre-
sents the final data for the parabolic model corresponding to
assumed initial profileg(x) in the absence of the noise and th
initial profile can be recovered exactly by using it in the expr
sion ~12!.

Now we analyze the models by adding white Gaussian nois
the data~21!. The reason to use~21! as final data is that the exac
measured data would be of this form. In Figs. 1–3, we use
noisy data~white Gaussian noise1~21!! in both parabolic heat
conduction and hyperbolic heat models and see the mean beh
of 100 independent realizations.

We have considered the second mode, that is,m52 in Figs.
1–3 as well as retaining the first three terms (N53) in series~12!
and~19!. In Fig. 1, the hyperbolic heat model behaves better th
the parabolic heat conduction model for SNR550 dB. We have
increased the level of noise in Figs. 2–3 to SNR520 dB. The

Fig. 1 The case of noisy data with SNR Ä50 dB, NÄ3, mÄ2,
TÄ1, and eÄ0.04. The noisy data used in the heat conduction
solution „12… is represented by the dotted line and in the
damped wave solution „19… by the thin solid line and the noise-
less temperature by the thick solid line.

Fig. 2 Response of the damped model „19… in the case of
noisy data with SNR Ä20 dB, NÄ3, mÄ2, TÄ1, eÄ0.07

Fig. 3 Response of the classical heat model „12… in the case of
noisy data with SNR Ä20 dB, NÄ3, mÄ2, TÄ1
296 Õ Vol. 126, APRIL 2004
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inherent instability of the parabolic heat conduction model is cl
from Fig. 3 by observing the range of the vertical axis.

Conclusions
The inverse solution of the heat conduction model is charac

ized by discontinuous dependence on the data. It is shown th
case of noisy data, the hyperbolic model approximates the e
initial profile better than the parabolic heat conduction mod
Further, in the case of noisy data, the information about the in
profile cannot be recovered for higher modes by the parabolic
conduction model but by the hyperbolic model some useful inf
mation may be recovered. However for higher modes the in
mation recovered by the hyperbolic model is better than the p
bolic model but it may not be good enough for a particu
application.
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Nomenclature

u•u 5 absolute value
i•i 5 norm
cn 5 *0

pg(x)fn(t)dt
K(x,z) 5 (n51

` exp@2n2T#fn(z)fn(x)
ux 5 ]u/]x

SNR 5 signal-to-noise ratio
WKBJ 5 Wentzel, Kramers, Brillouin, and Jeffreys
fn(x) 5 eigenfunctions
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The problem of free convection heat and mass transfer from
tical surface embedded in a doubly stratified porous medium
been studied. The similarity solution is presented for the cas
uniform heat and mass flux conditions when the thermal and
lutal stratification of the medium are assumed to have the po
function form x1/3. The flow, temperature and concentration fiel
are effected by the complex interactions among the diffusion r
parameter Le and buoyancy ratio parameter N in addition to
flow driving Darcy-Rayleigh number Rax . The temperature and
concentration profiles are effected due to double stratification
the medium and its effect on the Nusselt and Sherwood numbe
discussed. @DOI: 10.1115/1.1667525#

Keywords: Boundary Layer, Heat Transfer, Mass Transfer, Na
ral Convection, Porous Media, Stratified

1 Introduction
Thermal and solutal transport by fluid flowing through a poro

matrix is a phenomenon of great interest from both theory
application point of view. Heat transfer studies in fluid satura
porous media have given insight into understanding dynamic
hot underground springs, terrestrial heat flow through aquifer,
fluid and ignition front displacements in reservoir engineerin
heat exchange between soil and atmosphere, flow of mois
through porous industrial materials, and heat exchanges with
idized beds. Mass transfer studies have applications in misc
displacements in oil reservoirs, spreading of solutes in fluidi
beds and crystal washers and salt leaching in soils. Preventio
salt dissolution into the lake water near sea shores has beco
serious topic of research.

Applications are discussed with reference to salt and heat tr
port in porous flows in Ludvigsen et al.@1# and in Gilman and
Bear @2#. Due to the applicability of these studies in many ge
technical processes, it is vital to have good theoretical underst
ing of the processes occurring in double diffusive flows in poro
media. Interesting effects arise as the diffusion rates of heat
solute are usually different. Free convection heat and mass tr
fer from a vertical flat plate embedded in an unstratified por
medium has been thoroughly investigated in the recent pas
many researchers such as Cheng@3#, Bejan and Khair@4#, Lai and
kulacki @5#, and Trevisan and Bejan@6#. The book by Nield and
Bejan @7# covers many of the latest developments concern
double diffusive convection in a saturated porous medium.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 17, 200
revision received October 14, 2003. Associate Editor: V. Prasad.
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Although the effect of stratification of the medium on the he
removal process in a porous medium is important, very little wo
has been reported in the literature. Bejan@8#, Singh and Sharma
@9#, and Kalpana and Singh@10# studied the problem of boundar
layer free convection along an isothermal vertical flat plate i
mersed in a thermally stratified fluid saturated porous med
using integral and series solution techniques. The case of po
law variation of wall temperature with thermal stratification of th
medium was discussed at length by Nakayama and Komaya@11#
and by Lai et al.@12#. Takhar and Pop@13# investigated the free
convective transport from a vertical flat plate in a thermally stra
fied Darcian fluid where the ambient temperature varies asx1/3

using the similarity solution technique.
In practical situations where the heat and mass transfer me

nisms run in parallel, particularly in porous media applications
is worth analysing the effect of double stratification~stratification
of the medium with respect to the thermal and concentrat
fields! on the free convective heat and mass transfer in por
media. In the present paper, we extend the work of Takhar
Pop @13# to uncover the effect of double stratification on fre
convection heat and mass transfer in a Darcian fluid satur
porous medium using the similarity solution technique.

2 Governing Equations
Free convection heat and mass transfer from an imperme

vertical flat wall in a stable and doubly stratified fluid saturat
porous medium is considered for study, the schematic drawin
shown in Fig. 1. The wall is maintained at constant heat and m
flux conditionsqw and qm respectively. The temperature and th
mass concentration of the ambient medium are assumed to b
the form T`(x)5T`,01Ax1/3, C`5C`,01Bx1/3 where T`,0 and
C`,0 are the temperature and concentration at any reference p
inside the boundary layers respectively. We also assume tha
flow is slow such that the Darcy law is valid. Then the governi
equations for the boundary layer flow, heat and mass transfer f
the wall y50 into the fluid saturated stratified porous mediumx
>0 andy.0 ~after making use of the Boussinesq approximatio!
are given by~see Nield and Bejan@7#!

]u

]x
1

]v
]y

50 (1)

u5
Kg

n
$bT~T2T`!1bC~C2C`!% (2)

u
]T

]x
1v

]T

]y
5a

]2T

]y2
(3)

u
]C

]x
1v

]C

]y
5D

]2C

]y2
(4)

with the boundary conditions

y50:v50, 2k
]T

]y
5qw , 2D

]C

]y
5qm

y→`:u→0, T5T`~x!, C5C`~x!
J . (5)

Here x and y are the Cartesian coordinates,u and v are the
averaged velocity components inx andy directions respectively,T
is the temperature,C is the concentration,bT is the coefficient of
thermal expansion,bC is the coefficient of solutal expansion,n is
the kinematic viscosity of the fluid,K is the permeability,g is the
acceleration due to gravity. The subscriptsw and ` indicate the
conditions at the wall and at the outer edge of the boundary la
respectively.

2;
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Making use of the following similarity transformation

h5
y

x
Rax

1/3, c~h!5aRax
1/3f ~h!,

T2T`~x!5
qwx

k
Rax

21/3u~h! C2C`~x!5
qmx

D
Rax

21/3f~h!

the governing Eqs.~1–4! become,

f 85u1Nf (6)

u95
1

3
~u f 822 f u81e1f 8! (7)

f95
Le

3
~f f 822 f f81e2f 8! (8)

and the boundary conditions~5! transform into

h50: f 50, u8521, f8521

h→`: f 850, u→0, f→0 J (9)

The important parameters involved are the local Dar
Rayleigh number Rax5KgbTqwx2/ank which is defined with
reference to the thermal conditions alone, the buoyancy rati
N5bCqmk/bTqwD and the diffusivity ratio Le5a/D. The Lewis
number is the ratio of Schmidt number (n/D) and Prandtl number
~n/a!. N.0 indicates the aiding buoyancy andN,0 indicates the
opposing buoyancy. The Stratification parameters are define
e15k/qwRax

1/3]T`(x)/]x and e25D/qmRax
1/3]C`(x)/]x. When

T(`)(x)5T`,o1Ax1/3 and C(`)(x)5C`,o1Bx1/3, e1 and e2
will be independent ofx and allows the similarity solution.

3 Results and Discussion
The resulting ordinary differential Eqs.~6–8! along with the

boundary conditions~9! are integrated by giving appropriate in
tial guess values forf 8(0), u~0!, and f~0! to match the values
with the corresponding boundary conditions atf 8(`), u~`!, and
f~`!, respectively. NAG software~D02HAFE routine! is used for
integrating the corresponding first order system of equations
for shooting and matching the initial and boundary conditio
The integration lengthh` varies with parameter values and it h
been suitably chosen at each time such that the boundary co
tions at the outer edge of the boundary layer are satisfied.
results obtained here are accurate up to fourth decimal place

Fig. 1 Schematic drawing of the problem
298 Õ Vol. 126, APRIL 2004
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tensive calculations have been performed to obtain the flow, t
perature and concentration fields for the following range of
rameters:21,N<5, 0.01<Le<100, 0<e1<5 and 0<e2<5.
As an indication of proper formulation and accurate calculati
the results obtained here are compared with the results in Ta
and Pop@13#.

The effect ofe1 and e2 on the wall velocity, temperature an
concentration fields for uniform wall heat and mass flux con
tions is plotted for some selected combinations of parameter
ues. For fixed value ofN(51) and for Le50.1, 1.0 variation of

Fig. 2 Variation of temperature with h for different values of «1
when NÄ1 and «2Ä0.3

Fig. 3 Variation of concentration with h for different values of
«2 when NÄ1
Transactions of the ASME
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u~h! with h is plotted in Fig. 2 for different values ofe1 with
e250.3. Similarly variation off~h! with h is plotted in Fig. 3 for
different values ofe2 with N51, Le51.0, 10.0 ande150.3, 0.5.
The velocity and temperature at the wall decreased as the the
stratification parametere1 increased while the wall concentratio
decreased with an increase in the value of solutal stratifica
parametere2 . Increase in the value of solutal stratification para
etere2 further reduced the wall velocity and the wall temperatu
coefficients.

It is observed that the temperature and concentration pro
became negative from critical pointshT , hC for temperature and
concentration profiles, respectively, near the edge of the co

Fig. 4 Variation of temperature with h when Le Ä1

Fig. 5 Variation of concentration with h for different values of
«2 , when Le Ä1
Journal of Heat Transfer
rmal
n
ion
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re
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sponding boundary layers before they finally attained the bou
ary conditionsu~`!!50 andf~`!50. Also, hT shifts towards the
wall ase1 becomes large andhC shifts towards the wall ase2 is
increased. This can be explained by the way in which the te
perature and concentration fields are defined. We have

T2T`~x!5
qwx

k
Rax

21/3u~h!

and when the temperature in the medium becomes smaller
that of the stratified ambient medium, i.e., ifT2T`(x),0, then
u~h! has to be negative asqwx/kRax

21/3 is positive. Similarly,

C2C`~x!5
qmx

D
Rax

21/3f~h!,

f~h! has to become negative whenC2C`(x),0. In double dif-
fusive processes in porous media, it is not unnatural to ass
that different strata of the medium are at varying stratificat
levels and complex interactions among thermal and solutal fie
can not be overruled. Also, overpowering of thermal stratificat
over the concentration stratification and vice versa resulted in
teresting observations in the thermal and concentration profile
discussed in this article. For fixed values ofN and Le, whene1
>e2 , u~h! is becoming negative and whene2>e1 , f~h! is be-
coming negative. This is also clear from the Figs. 2 and 3.

Now the effect of Le andN on the thermal and concentratio
profiles is as follows: Le,1 meansa,D and mass diffusion is
predominant. Hence the concentration profile decreases to
without any change of sign in the boundary layer. In Fig. 2, t
temperature profile is plotted forN51, Le50.1, e250.3 and
varyinge1 , in this case, the negative values are no more mild, a
they creep into the boundary layer. Keepinge1 fixed at 0.3 and
varying e2 is also resulting in a similar phenomena, but the te
perature on the wall is increasing ase2 is increased and when
e2@e1 the temperature distribution is becoming free from t
oscillations in the boundary layer. The temperature profile is p
ted for large value of the buoyancy parameter in Fig. 4. A clo
observation of Figs. 2 and 4 clearly indicate that the oscillatio
are delayed by increasing the value of the buoyancy param
WhenN,0, the thermal field is stable with increasing values

Table 2 Sherwood number versus buoyancy parameter when
LeÄ1 and «1Ä0.5

N

Shx /~Shx)0

«250.1 «250.3 «250.5

20.5 1.0888 1.0811 0.9329
0. 1.0469 0.9818 0.9167
0.5 1.0290 0.9671 0.9059
1.0 1.0184 0.9572 0.8973
3.0 0.9978 0.9342 0.8741
5.0 0.9878 0.9205 0.8585

Table 1 Nusselt number versus buoyancy parameter when
LeÄ1 and «2Ä0.5

N

Nux /~Nux)0

«150.1 «150.3 «150.5

20.5 0.9375 0.9332 0.9329
0. 0.9821 0.9484 0.9167
0.5 1.0041 0.9541 0.9059
1.0 1.0184 0.9572 0.8973
3.0 1.0507 0.9619 0.8741
5.0 1.0694 0.9635 0.8585
APRIL 2004, Vol. 126 Õ 299
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the thermal stratification parameter while the oscillations are se
when the concentration stratification parameter is increased
yond a limit. This feature can be observed from the Fig. 4.

For large value of Le,a@D and thermal diffusion is predomi
nant, the temperature profile decreases to zero without any ch
of sign in the boundary layer. By increasing the solutal stratifi
tion parameter, the value off~0! becomes negative for large va
ues ofe2 . Also, the negative values are significant and they cr
into the boundary layer. This is clearly seen from Fig. 3. For la
Le and fixede2 , increasing the value ofe1 increased the value o
f~0! and whene1@e2 the concentration distribution become fre
from oscillations in the boundary layer. When the buoyancy
rameterN is large, both the thermal and concentration fields
normal, and the concentration profile crossed theh axis only at
large value ofe2 . In opposing buoyancy case, large values
solutal stratification resulted in this type of abnormality in t
concentration profile. These results are evident from Fig. 5.

The heat and mass transfer from the plate into the doubly st
fied porous medium are expressed in terms of the local Nus
and Sherwood numbers and are defined as

Nux

~Nux!0
5

u~0!

u~0,e1!

where Nux5qwx/(Tw2T`)k and

Shx

~Shx!0
5

f~0!

f~0,e2!

where Shx5qmx/(Cw2C`)D with (Nux)0 and (Shx)0 as the val-
ues of Nux and Shx at e150 ande250, respectively.

For fixed values of Le ande2 , the Nusselt number and th
Sherwood number results are tabulated against the buoyancy
parameter. The Nusselt number results are presented for thre
ferent values of the thermal stratification parametere1 in Table 1.
The results show the increase in the non-dimensional coeffic
with increasing value of the parameterN. Also, increasing the
value ofe1 decreased the heat transfer rate into the medium. F
Table 2 it is evident that the mass transfer coefficient is a m
mum in the case of opposing buoyancy flow. It is also clear t
the increase in the parameterN decreased the mass transfer co
ficient. Similarly for fixed value ofe1 , increase ine2 lowered the
mass transfer rate into the medium.

For fixed values ofN and e1 , the effect of Le is observed to
favor the mass transfer into the medium. Increase in the valu
Le increased the mass transfer coefficient. In the absence of
mal stratification, it further increased the mass transfer co-effic
with increasing solutal stratification parameter value. These
sults are tabulated in Table 3.
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Table 3 Effect of Le on mass transfer coefficient when NÄ1
and «1Ä0

«2

Shx /~Shx)0

Le51 Le55 Le510

0 1.0000 1.0000 1.0000
0.1 1.0333 1.1179 1.2062
0.3 1.1057 1.4618 2.0488
0.5 1.1870 2.1053 6.7694
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Nomenclature

C 5 concentration
C` , o 5 ambient concentration at a reference point

D 5 molecular diffusivity
f 5 non-dimensional stream function
g 5 acceleration due to gravity
K 5 permeability

Le 5 a/D, Lewis number
k 5 thermal conductivity
N 5 bCqmk/bTqwD, buoyancy ratio

qw , qm 5 wall heat and mass flux constants
Rax 5 modified Rayleigh number,KgbTqwx2/ank

T 5 temperature
T` , o 5 ambient temperature at a reference point

u, v 5 velocity components inx andy directions respec-
tively

x, y 5 Cartesian coordinates

Greek

a 5 thermal diffusivity constant
bT , bC 5 thermal and solutal expansion coefficients

h 5 similarity variable
n 5 kinematic viscosity
c 5 stream function

u, f 5 nondimensionl temperature and concentration,
respectively

e1 5 A/3(kgbTk2/anqw
2 )1/3, constant, thermal stratifica-

tion parameter
e2 5 B/3(KgbTDqw

3 /ankqm
3 )1/3, constant, solutal strati-

fication parameter

Subscripts

w 5 evaluated at wall
` 5 evaluated at the outer edge of the boundary laye
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Predicting Inlet Temperature Effects
on the Pressure-Drop of Heated
Porous Medium Channel Flows Using
the M-HDD Model
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A Modified Hazen-Dupuit-Darcy (M-HDD) model, incorporatin
nonlinear temperature-dependent viscosity effects, has been
posed recently for predicting the global pressure-drop of noni
thermal flows across a heated (or cooled) porous medium ch
nel. Numerical simulations, mimicking the flow of a liquid wi
nonlinear temperature-dependent viscosity, are presented now
establishing the influence of inlet temperature on the press
drop and on the predictive capabilities of the M-HDD model. As
result, new generalized correlations for predicting the coefficie
of the M-HDD model are derived. The results not only dem
strate the importance of fluid inlet temperature on predicting
global pressure-drop but they also extend the applicability of
M-HDD model. @DOI: 10.1115/1.1667526#

Keywords: Forced Convection, Heat Transfer, Porous Med
Properties, Viscous

1 Introduction
Recent studies on the variable viscosity effects in porous

dium flows begin with the work of Ling and Dybbs@1#. They
investigated theoretically the influence of temperature-depen
fluid viscosity on the forced convection through a semi-infin
porous medium bounded by an isothermal flat plate. For a sim
flat plate configuration, Postelnicu et al.@2# considered the effec
of heat generation as well. For non–Darcy flow in the same
plate porous medium flow configuration, Kumari@3# and@4# pro-
vided similarity solutions for mixed convection with variable vi
cosity, under constant and variable wall heat flux.

While addressing heat transfer effects of variable viscosity
rous medium flows, none of the previously cited works studied
impact of variable viscosity on the existing Hazen-Dupuit-Dar
~HDD! model, to predict the pressure-drop across porous med
channels, which was the subject of the pioneering studies in@5#
and @6#. This led to the development of the Modified HDD~M-
HDD! model, as proposed in@5#, incorporating the temperature
dependent viscosity effects in the prediction of global pressu
drop. We shall now proceed, using fresh numerical simulations
study the influence of changing the inlet temperature on
pressure-drop and on the correction coefficients of the M-H
model in an effort to extend the applicability of the model.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January
2003; revision received September 29, 2003. Associate Editor: V. Prasad.
Copyright © 2Journal of Heat Transfer
g
pro-
o-
an-
h
for
re-
a
ts
n-

he
he

ia,

e-

ent
te
ilar

flat

-

o-
the
cy
ium

-
re-
, to
the
D

2 The M-HDD Model and Inlet Temperature Influence
The HDD model~also known as the Darcy-Forchheimer equ

tion!,

DP

L
5S m0

K0
DU1~rC0!U2 (1)

is rigorously valid for flows of fluids with uniform and constan
properties. This model has been generalized as a modified Ha
Dupuit-Darcy model~M-HDD! in @5# for nonisothermal flows of
fluids with temperature-dependent viscosity

DP

L
5zmS m0

K0
DU1zC~rC0!U2 (2)

with the coefficientszm and zC representing the lumped loca
effect of temperature dependent viscosity and the effect of visc
ity on the fluid velocity profile, respectively, as,

zm5F12S Q9

11Q9D
0.325G S 1

11Q9D
18.2

zC521~Q9!0.112zm
20.06

(3)

with

Q95
q9

S ke

KCDm0

Udm

dTU
T0

(4)

Notice in Eqs.~1!–~4!, the viscosity and its derivative are evalu
ated at a reference temperatureT0 , andK0 and C0 are obtained
from Eq. ~1! using no-heat experimental results. Therefore, fo
heat flux inputq9, one can estimate the viscosity variation effec
from the M-HDD model, Eq.~2!.

The correlations to predict the coefficients of the M-HD
model, Eq. ~3!, were primarily obtained for poly-alpha-olefin
~PAO! in @5# from numerical simulations at a single inlet temper
ture, i.e.,Tin521°C. PAO is a very important fluid, used as th
base-stock for motor oils and lubricants and the cold-plate coo
of preference in airborne military avionics@7#. The strong
temperature-dependent dynamic viscosity of PAO can be mod
@8# as

m~T!50.1628T21.0868, 5°C<T<170°C (5)

Equation~5!, when the values of temperatureT are given in °C,
predicts the viscosity in Nsm22 within 3% accuracy@10#. Al-
though derived for PAO, Eq.~2! is recommended for fluids having
their viscosity behave in a fashion similar to Eq.~5!, or following
the general formm(T)5AT2B, whereA andB are two constants.

Transport equations and their respective boundary conditio
used to model the momentum and energy transport through a
allel plate porous medium channel with surfaces heated uniform
and all of the simulation details~e.g., channel dimensions, the
mophysical properties, mesh geometry, grid independence
and convergence criteria used! remain identical with that detailed
in @5#, @9#, and@10#.

3 Pressure-Drop Versus Fluid Speed Results
Figures 1 through 3 present results of global pressure-drop

sus fluid speed for 7, 21, and 32°C PAO inlet temperature, res
tively, and several heat fluxes. The top curve in each of the figu
represents the no-heating pressure-drop results. Obviously, th
heating pressure-drop results could be predicted using the gl
HDD model, Eq.~1!, with the viscosity evaluated at the appropr
ate inlet temperature (m05m in5m(Tin)). The bottom curve in
each of the figures is the inviscid pressure-drop result that co
be predicted as well by

DP

L
5rC0U2 (6)1,
004 by ASME APRIL 2004, Vol. 126 Õ 301



o

m

d

,
u

ore

as-
vis-

t
es

to
es,
eir
a

ail

q.

each

oce-
s

s as
d to

n,

the

re

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/heattransfer/article-pdf/126/2/297/5665822/286_1.pdf by N

ational Institute of Technology- W
arngal user on 22 N

ovem
ber 2024
the inviscid form-drag limit equation. As the density variation
PAO with temperature is very small~less than one-percent,@7#!,
obviously this limit can be considered invariant for any inlet te
perature.

Proceeding from Figs. 1 to 3, it is apparent that for the sa
heat flux variation the reduction in the global pressure-drop
comes less evident. If we recall that the inviscid drag limit is t
same no matter the inlet temperature~i.e., the location of the
dashed line in Figs. 1, 2, and 3!, we can reason that a hotter flui
~increased inlet temperature, thereby, smaller inlet viscosity! al-
ready has a weaker viscous drag term to begin with. Therefore
pressure-drop of a stream of fluid with higher inlet temperat
suffers less the heating effect on the viscosity. Moreover, hea
a cold fluid stream shows a more pronounced effect on the visc

Fig. 1 Longitudinal pressure-drop versus fluid speed for sev-
eral heat fluxes at TinÄ7°C

Fig. 2 Longitudinal pressure-drop versus fluid speed for sev-
eral heat fluxes at TinÄ21°C

Fig. 3 Longitudinal pressure-drop versus fluid speed for sev-
eral heat fluxes at TinÄ32°C
302 Õ Vol. 126, APRIL 2004
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drag term because the viscosity at lower temperatures is m
sensitive to heating than at a higher temperature~see viscosity Eq.
~5!!.

Another subtle reason is that reducing the viscosity by incre
ing the inlet temperature reduces the magnitude of the global
cous drag term~second term in Eq.~2!! directly, even if the chan-
nel remains isothermal. However, the global form drag~third term
in Eq. ~2!! is not affected for isothermal flows, even if the inle
temperature is altered. It is affected only when the flow becom
non-isothermal~here, because of heating! whereby, because of the
viscosity variation, the velocity profiles are altered, leading
non-slug flow profiles. Furthermore, the hotter the flow becom
the extent to which the velocity profiles are altered from th
original slug flow like profiles is greatly reduced, leading to
reduction in global form drag variation. This is explained in det
in @9#.

4 Inlet Temperature Influence on the Correction Coef-
ficients

The behavior of the correction coefficients (zm andzC) can be
predicted for several heat fluxes by using the M-HDD model, E
~2! to curve-fit the numerical pressure-drop results.

An average deviation defined as

s5

F 1

N
(1

N~DP/Lz2DP/Lnum!2G1/2

1

N
(1

N~DP/Lnum!

(7)

is used for analyzing the goodness of the fit. In Eq.~7!, N is the
sample size of the pressure-drop versus fluid speed data for
of the heat flux values, for one inlet temperature. Further,DP/Lz
is the pressure-drop results predicted through the curve-fit pr
dure ~using Eq.~2!! while DP/Lnum is the pressure-drop result
~data points! from the numerical simulations.

Notice in the function defined in Eq.~7!, the numerical
pressure-drop results are taken as the fixed ‘‘reference’’ value
the results predicted by the curve-fitting procedure is compare
them. The curve-fitting procedure is further detailed in@7#.

From the curve fitting results, a common curve-fitting functio
one each for the twozs of the M-HDD model, Eq.~2!, predicting
the inlet temperature influence, is proposed. The results of
curve-fit are shown in Fig. 4.

The form of the original, empirical,z curve-fit function~Eqs.
~3! and ~4!! proposed in@5# and the one to be proposed here a
conceived with the standard technique discussed in detail in@11#
and@12#. Notice from Eqs.~3! and~4!, that,zm5zC51 for q950
~i.e., for no heating, for any inlet temperature! and zm→0 and

Fig. 4 zm and zC versus q 9, and their curve-fit for several inlet
temperatures
Transactions of the ASME
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zC→1 for q9→` ~again, for any/all inlet temperature!, for any
general porous flow configuration where predictions from
M-HDD model, Eq.~2!, is sought. We also invoke the referen
temperature method of accounting for viscosity variati
effect—a standard practice in forced convection literature@13#, to
modify suitably the existing constant-viscosity correlation for t
heat transfer coefficient~Nu!.

Based on the above discussions, the following correlation
proposed for predicting the correction factors of the M-HD
model, Eq.~2!,

zm5F12S S m~Tin!

m~Tr !
D 0.15 Q9

11Q9D
0.28G S 1

11Q9D
45

;

zC521S S m~Tin!

m~Tr !
D 5

Q9D 0.2

2~zm!20.01 (8)

with the non-dimensional groupQ9, given as before, by Eq.~4!
and Tr being a suitable reference temperature based on the
ticular fluid.

In the present case, where the fluid is PAO, the reference t
peratureTr57°C is chosen close to the lower bound of Eq.~5!,
the equation predicting the functional dependence of viscosity
temperature. Notice, by doing this, whenTr5Tin57°C, the
groupm(Tin)/m(Tr) in Eq. ~8! is equal to unity.

Equation~7! is again used to analyze the goodness of the
~done using Eq.~8!! in Fig. 4, by suitably modifying the variables
The error range ofzm curve fits~i.e., the deviation of the curve-fi
value of zm from that of its corresponding data point in Fig.
which were in turn got by using Eq.~2! to curve-fit the numerical
pressure-drop data, as explained in the earlier section! for Tin
57°C, is 40 to 60% for the last three heat flux values. Althou
this seems alarming, the actualzm values for these three hea
fluxes is already less than 0.05, ensuring a very weak global
cous drag regime anyway~see@7# for a more elaborated discus
sion!. The curve fitting function, Eq.~8!, predicts the rest of the
zm andzC data with accuracy within six percent, which is consi
ered good.

The usefulness of the empirical relations, Eq.~8!, is apparent as
most of the practical engineering applications involving coola
like PAO, water and ethyl alcohol, operate within the heat fl
range that keeps the temperature of the convecting coolant
within the range of application of Eq.~5!. In other words, this is
the range within which an engineer is interested in the M-HD
model’s predictions for the thermo-hydraulic performance.

5 Summary and Conclusion
Using fresh numerical simulations, the influence of inlet te

perature on the M-HDD model has been studied. For increa
heat flux, the degree of reduction in the global pressure-drop
creases with increase in inlet temperature, because of the no
ear temperature dependence of the viscosity, Eq.~5!. New empiri-
cal correlations, Eq.~8!, capturing the inlet temperature influenc
on the correction factors of the M-HDD model, Eq.~2!, have been
proposed. Although obtained primarily for PAO, these correlatio
are recommended for fluids having their viscosity behave i
similar fashion to Eq.~5!. Within this range, the correlations tha
are proposed in Eq.~8! are extremely relevant and practical.
Journal of Heat Transfer
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Nomenclature

C 5 form coefficient, m21

K 5 permeability, m2

L 5 channel length, heated section, m
U 5 global ~cross-section averaged! longitudinal velocity,

m s21

s 5 deviation
z 5 coefficients

Subscripts

C 5 form
e 5 effective
f 5 fluid

in 5 inlet
r 5 reference
s 5 solid
0 5 isothermal condition
m 5 viscous
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