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Abstract— Data objects which do not comply with the general 
behavior or model of the data are called Outliers. Outlier 
Detection in databases has numerous applications such as fraud 
detection, customized marketing, and the search for terrorism. 
However, the use of Outlier Detection for various purposes has 
raised concerns about the violation of individual privacy. 
Therefore, Privacy Preserving Outlier Detection must ensure 
that privacy concerns are addressed and balanced, so that the 
data analyst can get the benefits of outlier detection without 
being thwarted by legal counter-measures by privacy advocates. 
In this paper, we propose a technique for detecting outliers while 
preserving privacy, using hierarchical clustering methods. We 
analyze our technique to quantify the privacy preserved by this 
method and also prove that reverse engineering the perturbed 
data is extremely difficult. 
 

Keywords— Data Mining, Outlier Detection, Privacy 
Preservation, Data Perturbation, Hierarchical Clustering. 
 

I. INTRODUCTION 
Outliers generally represent anomalous behaviour [1]. By 

definition, outliers are rare occurrences and hence represent a 
small portion of the data. 

  

Outlier detection has direct applications in a wide variety of 
domains such as mining for anomalies to detect network 
intrusions, fraud detection in mobile phone industry [2] and 
recently for detecting terrorism related activities [3]. However, 
the application of Outlier Detection for these purposes has 
opened new threats to the privacy and autonomy of the 
individual if not done properly [8].  

 

Clustering is an important concept used for outlier analysis. 
Several clustering based outlier detection techniques have 
been developed [16], [11]. Most of these techniques rely on 
the key assumption that normal objects belong to large and/or 
dense clusters, while outliers form very small clusters [13]. 

 

In [14], a novel method for outlier detection using 
hierarchical clustering techniques has been proposed. In this 
method, the hierarchical clustering process stops at a pre-
determined level, and the member objects of small clusters 
(clusters having very few objects) are considered to be outliers. 
However, [14] does not incorporate privacy concerns related 
to outlier detection. In general, collection and analysis of data 
trigger a variety of privacy incursions on our “right to be let 
alone” [5]. There are certain databases where privacy/security 
concerns restrict the sharing of data. However, analysis of 
such data would prove to be an important asset to business 
organizations and governments for decision-making processes. 

Therefore, there is a need for the development of Data Mining 
techniques that incorporate privacy concerns. 

 

In this paper, we propose a technique for Privacy 
Preserving Outlier Detection in statistical databases through 
data perturbation. In essence, data perturbation is 
accomplished by the alteration of an attribute value by a new 
value. Therefore, by perturbing the data while preserving the 
stages in the process of aggregation (clustering) we can 
provide a technique for outlier detection without violating the 
privacy of individual data objects. 

II. MOTIVATION AND RELATED WORK 
Outlier detection has recently gained wide attention as an 

axe against global terrorism. Terrorism fits the description of a 
rare and anomalous activity.  

 

In the recent past, law enforcement authorities in the UK 
have used outlier detection techniques by monitoring bank 
transactions and other patterns of people to distil out possible 
terrorists from the populace [3]. Though effective, two major 
concerns with such a technique are the occurrences of false 
positives and the subsequent loss of privacy of individuals. In 
a city of 50 million people, even if the algorithm is 99 percent 
accurate it would still identify about 500,000 people as 
terrorists which might not be the case. This problem of false 
positives in an outlier detection technique has to be carefully 
addressed [3], [9]. Secondly, it is well documented that the 
limitless explosion of data and mining of an individual's 
activities raises legitimate privacy concerns as they have a 
potential for misuse. Considering that the final results of a 
data mining technique do not result in a privacy concern, it is 
possible to use privacy preserving data mining techniques for 
knowledge discovery without compromising sensitive 
information [19]. 

 

The primary task in data mining is the development of 
models about aggregated data [4]. Hence by developing 
accurate models without allowing access to precise 
information we can carefully address the privacy concerns of 
data mining. 

 

Privacy preserving methods have been developed for a 
wide variety of data mining tasks. Privacy preserving 
clustering techniques have been previously addressed in [8], 
[18] and [17]. In particular privacy preserving outlier 
detection was initially addressed in [9].  

 

In [15], a generic technique for privacy preserving data 
mining has been proposed by creating a condensed group of 
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data from a given data set. While forming the condensed 
group this method randomly chooses an object, finds its 
nearest (k-1) objects and then put them in the same group. But, 
such a method cannot be used for finding outliers, since if the 
random point chosen happens to be an outlier, then the 
method would force the nearest (k-1) objects to group with the 
outlier, even though these points may be very much distant 
from the outlier. Hence, the information about the outlier is 
hidden in such a group.  

 

Other outlier detection techniques have been addressed in 
[11] and [16].  In [11], a two-stage outlier detection algorithm 
has been proposed where the dataset is clustered by a one-pass 
clustering algorithm in stage one and then outlier clusters are 
discovered by an outlier factor during the second stage. In 
contrast [16] presents a technique for outlier detection using 
hierarchical clustering. This algorithm stops clustering 
according to the dissimilarity reflected by the detected outliers. 

 

This paper proposes a technique for Privacy Preserving 
Outlier Detection using Hierarchical Clustering methods. A 
technique for Outlier Detection using hierarchical clustering 
methods has been addressed in [14]. 

 

The use of hierarchical clustering methods in this technique 
is motivated by the unbalanced distribution of outliers versus 
“normal” cases in data sets. In almost all attempts to create the 
initial clusters, non-hierarchical clustering methods would 
spread the outliers across all clusters. Given that most of those 
methods strongly depend on the initialization of the clusters, 
we expect this to be a rather unstable approach. Therefore, we 
use hierarchical clustering methods, which are not dependent 
on the initialization of the clusters. 

 

The technique proposed in [9] assumes that the data is 
inherently distributed and hence the way in which the data is 
partitioned results in very different solutions. In contrast the 
technique proposed here requires that the entire dataset be 
available to create a perturbed dataset which can be provided 
to an analyst in such a way that privacy is not compromised.  

 

III.  BASIC CONCEPTS 
 

We briefly review the basic concepts that are necessary to 
understand the technique proposed in this paper. First, we 
describe the Agglomerative Hierarchical Clustering Algorithm 
and then we explain the rotational data perturbation technique. 

A.  Agglomerative Hierarchical Clustering 
The process of grouping a set of data points into classes of 

similar objects is called clustering [1]. The fundamental idea 
of clustering is that the intra-cluster similarity should be high 
and the inter-cluster similarity should be low. This  bottom-up 
strategy of clustering starts by treating each data object as a 
cluster and then recursively merges these clusters based on the 
minimum distance between them until all objects are in a 
single cluster or until a condition is satisfied. At each step, a 
cluster is represented by the mean value of all the objects in 
the cluster, i.e., the centroid of that cluster.  

 

A tree structure called dendrogram is commonly used to 
represent the process of hierarchical clustering [1]. It is a step 
by step diagram of the clustering process where the clustering 
is represented as the fusion of branches of the tree. 

 

B. Rotational Data Perturbation 
Rotational data perturbation is performed by pair-wise 

attribute distortion of all objects within a cluster using the 
rotational transformation matrix as proposed in [23]. Every 
cluster is rotated about its own cluster centroid and thus, the 
cluster centroids themselves do not undergo any change 
during cluster rotation. The centroid of a cluster is the 
attribute-wise arithmetic mean of its objects. The origin is 
assumed to be at the centroid of every cluster during its 
rotation. 

 

This technique of rotational data perturbation has been 
applied for k-means clustering in [6]. 
 

IV.  PROPOSED APPROACH 
 

Consider the rotational data transformation technique for 
privacy preservation as presented in [6]. In principle, this 
technique can be applied for any kind of clustering algorithm.  

 

 
 

Fig. I   Dendogram of the clustering process of a dataset consisting of 
points A,B,C,D,E. 

 
In this method, given a set of m clusters, we perform 

geometric transformation through cluster rotation such that 
every cluster is rotated about its own centroid. The proposed 
technique is for privacy preserving outlier detection using 
hierarchical clustering. This technique consists of two phases, 
viz., cluster displacement and cluster rotation, iteratively at 
each level of the hierarchical clustering. 

 

Cluster displacement is a translational perturbation 
performed by first displacing a set of clusters by a 
displacement factor ‘λ’ from the mean of the entire dataset, so 
that no two clusters overlap after the subsequent cluster 
rotation process. For this purpose, the displacement vector 
between every cluster centroid Gi and the mean of the entire 
dataset G must be multiplied by a factor λ. To get the new 
value of Gi, this product vector, λ × GGi, must be added to the 
position vector OG of the mean G, where ‘O’ represents the 
origin. 

 

To calculate λ, consider the worst case scenario, wherein 
the perturbed objects Ai’ and Aj’ lie on the line joining 
centroid Gi and Gj after rotation of Ci and Cj respectively. 
Therefore, Ci and Cj must be displaced from the mean of the 
entire dataset so that, 

 

|Gi’Gj’| > 2 × |Ai”Gi’|     (1) 
|Gi’Gj’| > 2 × |Aj”Gj’|    (2) 
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Where Ai’’ and Aj’’ are the coordinates after cluster 

displacement and rotation.  
Thus, from (1) and (2), it follows that 
   

    |Gi’Gj’| > 2 × maximum {|Ai”Gi’|, |Aj”Gj’|}. 
    |Gi’Gj’| = λij × |GiGj|. 
 
Therefore, λij must satisfy the condition 
 

    λij > 2 × maximum {|Ai”Gi’|, |Aj”Gj’|} / |GiGj| . 
 

Finally to assign λij any value greater than right hand side, we 
consider 
   

  λij = 2 × maximum {|Ai”Gi’| + 1, |Aj”Gj’| + 1} / |GiGj| . 
 

We find λij for all pairs of clusters and take λ as the maximum 
of all these λij.  
 

Cluster rotation is performed by pair-wise attribute 
distortion of all the objects within a cluster by rotating them 
about their cluster centroid. These rotations are isometric 
transformations; hence the distances between the objects 
within a cluster are preserved after each rotation. 

The rotational transformation matrix is applied to every pair 
of attributes for each object within a particular cluster, i.e., to 
perform this transformation, a pair of attributes must be 
distorted at a time. Hence, to distort the values of all the 
attributes of an n-dimensional object the minimum number of 
distortions required would be ௡ଶ if n is even and ௡ାଵଶ  if n is odd. 
The clustering process depends on the relative position of the 

clusters, and if we show that the new positions of the clusters 
after cluster displacement are relative to the initial distances 
between them, then we can conclude that cluster displacement 
has no effect on the clustering process. 
 

Consider two clusters Ci and Cj, with position vectors of 
each object in the clusters as OAir and OAjr respectively. The 
relative distance between the two objects belonging to two 
clusters is given by, 

 

Relative distance, β = OAir - OAjr 
 

Now, consider the effect of cluster displacement using λ as 
cluster displacement factor. As shown in [6] the new 
coordinates (OAir’ and OAjr’) of objects belonging to ith and jth 
clusters are, 

 

OAir’ = OAir + (λ – 1) × GGi  
OAjr’ = OAjr + (λ – 1) × GGj 
 

where GGi and GGj are vectors, which join the mean of the 
entire dataset, G to the centroid Gi of cluster Ci and centroid 
Gj of cluster Cj respectively. 
The relative distance in this case would be, 
 
 

β’=  OAir’ - OAjr’ 
           =  (OAir  - OAjr) + (λ - 1)(Gi - Gj)  
           = β + (λ - 1) (Gi - Gj) 

 

Hence β’ depends on β, λ and Gi-Gj, of which Gi-Gj and λ 
are constant for a given pair of clusters. Thus β’ depends only 
on β. 
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Therefore, we conclude that cluster displacement has no 
effect on the clustering process. 

 

In hierarchical clustering, two clusters are merged based on 
the distance between their centroids [1].The rotation of a 
cluster with respect to its centroid does not affect the position 
of its centroid [6]. Hence we can conclude that cluster rotation 
will not affect the clustering at the next stage of the 
hierarchical clustering process. 

 

The proposed technique is summarized in Algorithm-I 
below. 

 

Algorithm-I: Data Perturbation by Iterative Cluster Rotation 
for Hierarchical Clustering 

Input: Dataset D containing ‘m’ n-dimensional objects. 
Output: Perturbed dataset consisting of ‘m’ n-dimensional 
objects.  

Method:                                                                            
(1)Create ‘m’ clusters corresponding to each data object. 

(2)Repeat 

(3) Distance(Cp,Cq)=minimum(distance(Ci,Cj)), for all 
 i , j forming cluster pairs. 

(4) Merge the clusters Cp and Cq. 

(5) Update the cluster centroid of merged cluster. 

(6) For each cluster Ci, calculate the maximum distance 
 di of an object in Ci from its centroid Gi. 

(7) For each pair of clusters Ci and Cj, calculate  λij > 2 * 
 max {di,dj} / (Gi - Gj); 

(8) Displace the clusters by λ around the mean of the 
 entire dataset if λ>1, where λ=max{λij}, for all pair 
 of  clusters Ci and Cj. 

(9) for each object in cluster Ci, apply rotational 
 transform about centroid Gi to each pair of 
 attributes p and  q , where θpq is constant for all 
 objects in Ci; 

(10)Until, only 1 cluster remains. 
 

The input to the perturbation technique is a dataset of ‘m’ 
n-dimensional objects. The output is a perturbed dataset which 
gives the same hierarchical clustering dendrogram as the 
original dataset. 

 

Fig. 2 depicts the data perturbation process and the 
hierarchical clustering process for a sample dataset. 

 

A. Normalization of the Perturbed Dataset 
 

It is possible that as a result of the perturbation process the 
attribute values of the objects get transformed to undesirable 
domains (e.g., negative value for a non-negative attribute such 
as ‘age’).  Though this does not interfere with our proposed 
approach, the meaning of the data may be lost as a result of 
the undesirable domain. 

The dataset can be normalized by scaling it by a suitable 
factor around the mean of the dataset. It must be noted that 
this normalization process does not affect the quality of the 
clusters formed as the entire dataset is being scaled by the 
same factor around the mean of the dataset. 

B. Computational Costs 
The proposed data perturbation technique has a complexity 

of the order O (k × mavg × n × l) where ‘k’ is the number of 
clusters, ‘mavg’ is the average number of objects in a cluster, 
‘n’ is the number of attributes and ‘l’ is the number of levels 
in hierarchical clustering. Considering that only one new 
cluster is formed at each level of clustering, l = M where ‘M’ 
is the number of data objects. So the computational cost 
becomes O (k × mavg × n × M). The technique proposed in [11] 
for finding outliers has a complexity of O (k x M x n), where 
M is the number of data objects, ‘k’ is the number of clusters 
and ‘n’ is the number of attributes. Thus, the proposed 
technique is computationally more expensive than other 
comparable methods. However, these additional 
computational costs are effectively offset by the fact that this 
technique gives the data analyst the freedom to set the 
parameters for stopping the hierarchical clustering at any level 
and offers a zero misclassification error thereby increasing the 
usability of the perturbed dataset. 

V. EXPERIMENTS AND ANALYSIS 
The aim of privacy preserving data mining algorithms is to 
extract relevant knowledge from large amounts of data while 
protecting at the same time sensitive information [12]. 
However, due to the variety of characteristics of these 
algorithms, it is often the case that no privacy preserving 
algorithm exists that outperforms all the others on all possible 
criteria. Rather, an algorithm may perform better than another 
one on specific criteria like hiding failure, data usability, etc. 
Therefore, we analyse the performance of our algorithm with 
respect to the following parameters. 
 
A. Hiding Failure  
 

Hiding failure is the portion of sensitive information that is 
not hidden by the application of a privacy preservation 
technique [12]. The percentage of sensitive information that is 
still discovered, after the data has been sanitized gives an 
estimate of the hiding failure parameter. In [21], Oliveira and 
Zaiane define the hiding failure (HF) as the percentage of 
restrictive patterns that are discovered from the sanitized 
database. Most of the developed privacy preserving 
algorithms are designed with the goal of obtaining zero hiding 
failure. HF is measured as follows:  
ܨܪ  ൌ  #ܴ௣ሺܦԢሻ#ܴ௣ሺܦሻ  
 

where #Rp (D) and #Rp(D′) denote the number of restrictive 
patterns discovered from the original data base D and the 
sanitized database D′ respectively. Ideally, the HF must be 0.  
In the data perturbation technique proposed in this paper, the 
value of every object in the dataset is modified because every 
cluster is rotated about its centroid. Therefore, no sensitive 
information is discovered after the application of the data 
perturbation method. Hence, the Hiding Failure for the 
proposed data perturbation technique is 0. 
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B. Misclassification Error 
 

The quality of the perturbed data obtained in this method, with 
respect to cluster analysis, can be measured by the 
misclassification error percentage. Misclassification error is 
measured in terms of the percentage of data objects that are 
not well-classified in the distorted database. A lower 
misclassification error is desirable as it signifies a smaller 
change in the object membership of clusters. Ideally, the 
misclassification error should be 0%. The misclassification 
error, denoted by ME, is measured as 
 

ME = ଵ௞  ൈ  ∑ ሺ|ܥi| െ i′|ሻ௞௜ୀଵܥ|  
 

where k is the number of clusters in the dataset, and Ci� is the 
perturbed cluster corresponding to the unperturbed cluster Ci. 
In [22], a set of hybrid transformations has been introduced to 
ensure privacy of categorical data in clustering. The 
misclassification errors obtained after applying the hybrid data 
transformation techniques for various noise levels are 
computed and they are found to be the least for a noise level 
of 75%. 
 

In [8], a family of Geometric Data Transformation methods 
(GDTMs) is introduced for Privacy Preserving Clustering. 
Datasets perturbed by GDTMs have a nonzero 
misclassification error. 
 

However, in the proposed data perturbation technique, the 
clusters are displaced in such a way that they do not overlap 
after the subsequent rotation process, i.e., the object 
membership of clusters does not change due to the 
perturbation. Therefore, the misclassification error is always 
0%. 
 

C. Data Usability 
 

The term data usability refers to the ability of a data 
perturbation technique to provide accurate aggregate 
information. An ideal data perturbation technique is one that 
preserves both statistical as well as clustering information [7]. 
Data randomization techniques [4], which obfuscate data by 
the addition of random noise to the original data, can be 
tailored to preserve statistical information. However, the 
inherent clusters in the original data are distorted because of 
the addition of random noise.  
 

The technique proposed in this paper perturbs the data by 
cluster rotation. The misclassification error is zero because 
clusters do not rearrange after the perturbation, i.e., the 
dendrogram of hierarchical clustering (as shown in Fig. 1) for 
the perturbed dataset is similar to that of the original dataset. 
Therefore, the perturbed dataset can still be used for outlier 
detection. Since the misclassification is zero, an outlier in the 
perturbed dataset would correspond to an outlier in the 
original dataset also. Therefore, the problem of false positives, 
as discussed in [3] and [9], does not arise in this case.  
 

In this technique, cluster displacement and cluster rotation are 
iteratively performed at every stage in the hierarchy. This is 
done so that the clusters obtained in the perturbed dataset are 
consistent with those obtained for the original dataset at every 
stage, i.e., the data analyst has the freedom to set the 
parameter to stop the hierarchical clustering at any level based 
on the number of clusters obtained at that level, and to set the 

threshold to determine which clusters can be classified as 
outliers (i.e., objects within small clusters). 
Thus, the perturbed dataset obtained in this method yields 
outliers consistent with those in the original dataset, thereby 
making the perturbed data more useful. 
 

D. Experimental Results 
 

We implemented the proposed technique on an open source 
LINUX platform using C++. We tested the technique on 
standard datasets, each having ‘m’ n-dimensional tuples and 
evaluated the value of Misclassification Error, ME, for each 
dataset. The number of levels in the hierarchical clustering 
dendrogram for each dataset is denoted by ‘l’. 
 
Table I lists the experimental results for four statistical 
datasets (i.e., datasets having only numerical attributes), 
obtained from the UCI Machine Learning Repository. The 
values of Misclassification Error and Hiding Failure for all 
datasets perturbed by this technique are found to be 0. 

 
TABLE I: RESULTS FOR SAMPLE DATASETS 

 

Dataset M n l ME (%) HF 
D1 768 8 768 0 0 
D2 2000 649 2000 0 0 
D3  4601 57 4601 0 0 
D4 5473 10 5473 0 0 

 
D1. Pima Indians Diabetes Data Set.            
D2. Multiple Handwritten Features Data Set.           
D3. Spam base classifying email as spam and non-spam.     
D4. Page Blocks Classification Data Set. 
 

E. Adversary Attack on Data Privacy 
 

Existing work on analysis of privacy preserving 
perturbation techniques primarily considers an adversary that 
correlates publicly available data to reconstruct sensitive 
information [7] and [12]. The worst case scenario would be an 
attacker that has prior information about the perturbation 
technique as well as some of the original data objects. The 
attacker could then proceed to reconstruct the entire original 
dataset. The effectiveness of a perturbation technique, 
therefore, would be the ability of the perturbed dataset to 
withstand such an attack. 

 

To withstand such an attack the dataset must be perturbed 
by several randomized parameters so that a brute force attack 
would be impossible even if the adversary can correlate from 
publicly available data. 

 

The proposed technique considers ‘n’ data objects as 
clusters initially, and then data perturbation is performed on 
each cluster. At each level, clusters having minimum distance 
are merged together. So, the maximum number of times an 
object is rotated in this method is ‘n’. 

 

From the adversary point of view, it would almost be 
impossible to use brute force to reverse engineer these angles, 
since these angles are randomly distributed for each data 
object, as at each level the data object may be present in a 
different cluster. So the sequences of angles through which 
these objects are rotated are all different for different objects. 
Moreover, there is cluster displacement in between each 
rotation angle sequence and thus the prediction of λ at each 
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step would make it difficult for the adversary.  The value of λ 
depends on the orientation of clusters before rotation, which 
the adversary cannot obtain without actually displacing the 
clusters towards centroid by a value λ. Even if the adversary, 
using brute force, figures out one such sequence (only if 
adversary has the correlation between that object and its 
original value), adversary would be able to trace the original 
object corresponding only to A1. In the worst case, the same 
sequence of reverse engineering would be required to find 
another object A2, which merges with object A1 at the first 
level of hierarchical clustering. But it can be shown 
mathematically, that such reversal is not possible. 

  

We consider two attribute values airp and airq of Air in 
cluster Ci. 

 

After cluster rotation (θ) the coordinates are given by, 
 

a’irp = airp.cosθ – airq.sinθ 
a’irq = airp.sinθ + airq.cosθ    
 

Now, final values of coordinates after cluster displacement are, 
 

afirp = a’irp+( λ-1) gipd = (airp.cosθ – airq.sinθ) + ( λ-1) gipd 
afirq = a’irq+( λ-1) giqd = (airp.sinθ + airq.cosθ) + ( λ-1) giqd 
 

where gipd and giqd are the changes in cluster centroid 
coordinates. 
 

For, a system of linear equations to yield a particular solution, 
the number of equations should be greater than or equal to the 
number of unknown variables. In this case, since the number 
of unknown variables, viz., airp, airq, a’irp, a’irq, λ and θ, is greater 
than the number of equations, clearly the adversary would not 
be able to recover the original data values. Hence, data 
perturbed by this technique cannot be easily reverse 
engineered. 

VI. CONCLUSION AND FURTHER WORK 
 

In this paper, a technique for privacy preserving outlier 
detection using hierarchical clustering is proposed. The data at 
every stage of a hierarchical clustering is perturbed such that 
their values are modified, but, the perturbed dataset will yield 
the same outliers as the original dataset. Moreover, the 
hierarchical clustering dendrogram of the perturbed dataset is 
the similar to that of the original dataset. This gives the data 
analyst the freedom of setting the parameters for stopping the 
hierarchical clustering at any stage. The perturbed dataset 
obtained in this method has a zero hiding failure and we show 
that it is very difficult to reverse engineer such a dataset. Thus, 
this technique results in the increased usability of the 
perturbed dataset while offering a good security measure 
against attacks on data privacy. 

 

The data perturbation technique proposed here is very 
robust, with zero misclassification error and zero hiding 
failure. The possibility of using the perturbed dataset obtained 
in this method for other data mining tasks needs to be 
explored. Further work also lies in the application of this 
technique to detect outliers using other clustering algorithms. 
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