This article was downloaded by: [The University of Manchester Library]

On: 29 October 2014, At: 06:18

Publisher: Taylor & Francis

Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Electric Machines & Power Systems

Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/uemp19

A NEW ROBUST ALGORITHM FOR ESTIMATING THE STATE
OF A POWER SYSTEM

N. RAMA RAO 2 & G. MURALIKRISHNA °
% Regional Engineering College , Warangal, 506 004, India

® Central Power Research Institute , P.B. No. 1242, Bangalore, 560 012, India
Published online: 08 Feb 2007.

DUCTERC FOwTE
DOl 0 RS

To cite this article: N. RAMA RAO & G. MURALIKRISHNA (1989) A NEW ROBUST ALGORITHM FOR ESTIMATING THE STATE OF A
POWER SYSTEM, Electric Machines & Power Systems, 16:6, 431-439, DOI: 10.1080/07313568908909400

To link to this article: http://dx.doi.org/10.1080/07313568908909400

PLEASE SCROLL DOWN FOR ARTICLE

Taylor & Francis makes every effort to ensure the accuracy of all the information (the “Content”) contained

in the publications on our platform. However, Taylor & Francis, our agents, and our licensors make no
representations or warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the
Content. Any opinions and views expressed in this publication are the opinions and views of the authors, and
are not the views of or endorsed by Taylor & Francis. The accuracy of the Content should not be relied upon and
should be independently verified with primary sources of information. Taylor and Francis shall not be liable for
any losses, actions, claims, proceedings, demands, costs, expenses, damages, and other liabilities whatsoever
or howsoever caused arising directly or indirectly in connection with, in relation to or arising out of the use of
the Content.

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any

form to anyone is expressly forbidden. Terms & Conditions of access and use can be found at http://
www.tandfonline.com/page/terms-and-conditions



http://www.tandfonline.com/loi/uemp19
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/07313568908909400
http://dx.doi.org/10.1080/07313568908909400
http://www.tandfonline.com/page/terms-and-conditions
http://www.tandfonline.com/page/terms-and-conditions

Downloaded by [The University of Manchester Library] at 06:18 29 October 2014

A NEW ROBUST ALGORITHM FOR ESTIMATING
THE STATE OF A POWER SYSTEM

N. RAMA RAC

Regional Engineering College
Warangal, 506 004, India

G. MURALIKRISHNA

Central Power Research Institute
PB. No. 1242
Bangalore, 560 012, India

ABSTRACT

The paper presents a new algorithm to estimate the state of
a power system. It is essentially an improved version of
the Weighted Least Squartes (WLS) whcih is widely wused 1in
practice. In order to obtain an optimal estimate, the
weighting matrix is to be chosen as the error covariance
matrix in the WLS algorithm. In practice the error
covariance 1is largely unknown and the weighting matrix is
suitably tuned. There are problems of convergence, if the
weighting matrix is chosen as the inverse of E [ VvVvl]. The
new algorithm overcomes such problems and is found to have
good convergence characteristics.

Although it 1is essentially an 1improvement of the WLS
algorithm, it differes from it in the method of
implementation. It is based upon a technique used to obtain
the pseudo-inverse of a non-square matrix and is an
extension of it to include weighting factors. The new
algorithm does not call for any type of tuning of the
weighting matrix and the number of iterations to converge do
not depend wupon the mix of measurements or size of the
system. This is the main contribution of the paper.

INTRODUCTION

Weighted least-squares theory is widely used to estimate the
static state of a power system [1 to 7). The WLS theory is
mathematically sound and it has very good error filtering
capability. The measurement vector Z is related to the state
vector X by

Z=f£f(X)+V (1)

Where V is the noise vector. The state vector X is obtained
by minimising a quadratic cost function given by

c=1(z-£fx0 K [z - £0X)) (2)
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Minimising C with respect to the state vector, the algorithm
for the solution of the state vector is given by equs. (3)
and (4)

[ J'R7 ]’! 4X = J*IR" Az!, (3)

] %i X4
X't o x' 4 ax (4)
where 42 =[2 - f(X') ) and J is a matrix of partial

derivatives of f£(X) with respect to X.

The convergence of eqns. (3) and (4) depends heavily on the
sensitivity matrix [ J'R™'J ] which {s influenced by the
nature of the [ R7 ], the weighting matrix.

The WLS algorithm requires that the, weighting matrix [ R ]
be chosen as the inverse of E[ V'] [1,4] to obtain an
optimal estimate. Such a choice for the weighting matrix 1is
known to lead to ill-conditioning of the sensitivity matrix
[ Jt R J ] of the WLS algorithm and leads to problems of
its convergence [3, 4, 5, 6, 7). In practice, the error
covariance 1is largely unknown and the weighting matrix is
tuned, the extent and the type of tuning depending upon the
system size, its characteristics, etc,.

Several attempts are made to overcome the 1ill-conditionin

problems. Sequential processing methods[4], methods - o

Levenberg and Marquadt[5] and orthogonalisation
procedures[6] are some of these. In the. Levenberg and
Marquadt wmethods the diagonal elements of the sensitivity
‘matrix are essentially strengthened or augmented.

The weighting factors matrix plays a significant role in the
conditioning of the sensitivity matrix., It is shown[9] that
whenever the weighting factors have a wide range, the net
effect is .equivalent to the numerical addition of small
numbers to large numbers in the sensitivity matrix, leading
to loss of vital information in the measurements that have
smaller weighting factors due to truncation. All the methods
discussed above do not contribute to decrease the said
information loss. '

Application of Golub's method(7] wherein a series of
Fifhogona] transformations are used to convert the matrix
_VR1J ] into an upper triangular matrix is said to be
numerically stable but it involves additional programming
effort.

A new algorithm, an improved version of WLS algorithm, is
presented in this paper. It does not require any type of
conditioning or tuning of the weighting matrix, or its
entries, or the sensitivity matrix,and it converges even
when tpe inverse of weighting factors matrix R is chosen as
E[ VvVv']. Further, this algorithm is found to give results
with an accuracy superior to that obtained with the WLS
algorithm. This new algorithm is based upon a technique used
to obtain the pseudo-inverse of a non-square matrix and is



Downloaded by [The University of Manchester Library] at 06:18 29 October 2014

ESTIMATING THE STATE OF A POWER SYSTEM 433

an extension of the method of Ben Noble [8] to facilitate
the inclusion of weighing factors.

THEORY

In the WLS algorithm, the state vector X 1s obtained by
minimising a quadratic cost function given by egn. (2},
wherein

Z = measurement vector given by eqn. (1),

X= state vector

f(.) = non-linear function operator,
R = E[ v'],
V = noise vector and

E

expectation operation.

Minimisation of eqn. (2) yeilds an iterative procedure
wherein eqn. (3) has to be solved In each iteration.

Rewriting eqn. (3)

-t

[ JtR7J 1ax =J'"R' AZ and

Substituting J' = [{R7 ) J and az'= f;ﬁ AZ
eqn.(3) can be written as:
[ 3 J') ax = J't a2 (5)

Assuming thatthere is no cross correlation among the, K error
statistics of the measuremwents, the elements of IR matrix
are obtained as the square root of corresPonding elements of
R”! matrix.The matric J'and the vector can be partitioned

as shown in egn. (6)

5 Az,
J'=| || and aAZ' = . (6)

J2 s Z2
so that J; 1is a square and non-singular matrix.
At this stage it is suffice to say that the first N rows of
J'may be termed as JI and it will be subsequently shown that
these are the dominant rows of the matrix J. In view of the
redundancy of measurements, the elements of J} can be
expressed as a linear combination of the elements of J
]

i.e. J, =PJ (7)

I
and J' = J; (8)
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It will be shown that the matrix P is obtained in the
process of a transformation shown below.

Using eqn. (8), eqn.(5) can be written as
Ui+ et p]a) ax=Jgtazy « gt ptoazg (9)
t.e., [ I+P'P]Jyax= a4z + P az) (10)

Equ. (10) can be simplified as
-1

, -1 .
sX = 3y7Mazy 7 [T+t P ] Pt [azy - Paz]
(11)
The terms on the RHS of eqn. (11) can be obtained as shown
below. Consider the augmented matrix '

Jj Az r
J,  AZ, 0 (12)
Using Gauss = Jordan procedure with partial or full
pivoting, the above matrix is transformed to:
I (37" azy) J"‘
0 (az, - P AZy) -P (13)

The abovF procedure automatically transfers the N domlnant
rows of J to form J] " The first N rows of J'are termed as J,
as a result of the above transformatlon, in addltlon to the
required terms J'1 J]l Az, and [ A22 -P AZ1] in eqn. (11).
The RHS of eqn. [11) is in two parts and may be written as
AX = AX, + AXc (14)
The terms AX, and AX. are interpreted as follows.
AX, may be called the basic solution and is given by

' -1
0¥ = [ 3, 1 b2y (15)

The term AX, may be called the correction term and is
computed as

- ' -1 '
e =37 [ r+ptp ] P o[azy; -Pazy ] (16)
Consider the expression ( AZj -P AZH ). Using eqn.(7) and
eqn. (15).
PazZ! =Jy( 3 Az) = J, AKX, =AZ; (17)
Thus the matrix P may be considered as the transformpation
matrix which maps the vector Z, into the vector AZ, S0
that P AZ, would be equal to A22 . If there afe no
uncertainities in the form of errors in th measurement

vector and hence in Z the term [AZ;-P AZ; ]. ‘should be
equal to zero. When the measurements are not error free,



Downloaded by [The University of Manchester Library] at 06:18 29 October 2014

ESTIMATING - THE STATE OF A POWER SYSTEM 435

the vector AZ; -PA 7] will not be zero and hence the second
term in eqn.(14) may Le considered as the correction term to
AXo.

A few important aspects of this algorithm are given below.
a) The weighting factors have no effect in obtaining the

basic solution AX, and consequently calculation of the
basic solution vector AX, would not present any

problems.

b) The 1inverses of [ I + pt p ] and J; .are needed to
compute the correction term AX¢ . The matrix
[ I + P! P ] will be shown to be a well conditioned
matrix.. :

c) Rewriting P in terms of Jacobian J; and J, using eqn.
(5)

p- Vr? 5, J' [r (18)

An examination of eqn. (18) reveals that the formation of P
while transforping e n. (12) into (13)*is a stable process.
The matrices VR} and/R} scale the matrix [ 32 J7 1.

Analysis of conditioning of the matrix [ I + PV P ].

Consider the matrix ( Jan J'). Its determinant can be
written as [8] '

2 ;
det [ J1 ' ] = E(det[ Jp 1) (19)

where Jﬁ is a N x N matrix obtained by selecting any N rows
of J! and the sum is taken over the square of the
determinant of all such matrices.

[Jt g 1=3 [1+pP P ]
Hence

deb [ Cp det ( J't J')
et I +P P & e e

[N

Since the wmatrix J; is one of the submatrices of

J used for summation it follows that
det [ I + Pl pPl=1

Thus the matrix [ I + P! P] is a well conditioned matrix[8]
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ALGORITHM

The algorithm consists of the execution of the following
steps untill convergence

1) Assume a set of initial wvalues for the state vector.

2) Evaluate the Jacobian J and the vector AZ using the
most recent values for the state vector X.

3) Form the augumented matrix given by egn.(12}.

4) Using Gauss-Jordon procedure with partial or  full
pivoting transform the augumented matrix given by egn.
{12) into the matrix given by egn. (13).

5) Obtain the vector aX using eqn. (11}.
6) Update the state vector X using eqn. (4).

7) Repeat the procedure starting from step 2 wuntill
convergence.

RESULTS

This new algorithm 1s implemented using the IEEE 14-bus, 30-
bus and 57-bus test systems as sample systems[9]. For the
sake of brevity results obtained on the IEEE 30-bus system
are presented and compared with those obtained using the WLS
algorithm. The measurement vector. . is simulated using a
package to generate a random number and assuming a certain
value for the standard deviation of error in the
measurements. This value for the s.d. of error is wvaried
over a wide range i.e., from 2 to 10 percent. Full
redundancy in the measurements is assumed in all the case
studies unless otherwise stated.

A flat start of 1 p.u. for voltage magnitudes and zero for
angles are assumed in the iterative procedure. When the
weighting matrix is simulated as the inverse of E [ Vvt ]
it 1s the amthor's experience that the system of .-eqns. in
the WLS algorithm have a problem of convergence [9,12]. The
weighting matrix 1is tuned to obtaine convergence and the
results for the WLS algorithm shown in this paper belong to
this category.

One of the measurements of ill conditioning of a matrix- is
given by the ratio of its largest to smallest eigen wvalue,
called the condition  number. This is evaluated for the
sensitivity matrix [ J' R? J' ] of the WLS algorithm and also
for the matrix [ I + P! P ] of the new algorithm for a set, -
of given data. These values are found to be 1.471 x 10"
and 30.0 respectively. These figures clearly explain the ill
conditioning of the WLS algorithm and superiority of the new ’
algorithm,; when the weighting matrix 1s chosen to ‘be the
error covariance matrix. In practice the error covariance is
largely unknown and the weighting matrix has to be tuned. It
1s to be noted that the proposed method leads to a set of,
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well conditioned equations, even in the worst case of
chosing the error covariance as the weighting matrix.

Table 1 tabulates the number of iterations required for
convergence. The number of iterations in the-new algorithm
is generally equal to or slightly less than that of the WLS
algorithm,

The author's experience is that when line-flows only are
used as measurements, the estimate over-shoots initially
takes 12 iterations to converge. In some cases the voltage
magnitude are found to converge to their negative values.
Such convergence problems are not encountered while wusing
this new algorithm and the iterations required to converge
remain constant at a value of 5 or 6 even for a very fine
tolerence of 0.0001, irrespective of system size. The mix of
measurements is not found to lead to any problem with the
new algorithm.

Table 2 presents data to compare the results of ‘the new
algorithm with those obtained using. the WLS algorithm.
Maximum, average values and the s.d. of errors in wvoltage
magnitude and angles and, maximum and average errors in
injection and line-flows are considered for comparision. A
careful examination of above table reveals that the new
algorithm gives a closer fit to the state vector than WLS
algorithm. For the case wherein the s.d. of error in
simulated measurements 1is 2 percent, maximum and average
errors in the voltage magnitudes using the néew algorithm are
0.002267 p.u, and  0.002075 p.-u. respectively. The
corresponding errors in the WLS algorithm are 0.003403 p.u.
and 0.003193 p.u. respectively. Thus the maximum and average
errors in voltage magnitude in the new algorithm are less by
347, and 35% repectively. Similarly the maximum and average
errors in angle in the new algorithm are less by 32% and 177
repectively. Similar observations. are made in regard to the
107 errors in simulated measurements.

CONCLUSIONS

A new algorithm is presented to estimate the power system
state vector. This is the direct result of the research work
done to analyse the various il] conditioning problems that
arise in the classical WLS algorithm. It is shown that this
algorithm 1Is very 'stable and results in a wvery reliable
estimate. It is shown that the estimates obtained using this
method are closer to their true values than those of the WLS
algorithm. It is shown that this algorithm does not call for
any type of tuning of the weighting matrix.

It is found to <converge in about 5 to 6 iterations,
irrespective of system size even for a fine tolerance of
0.0001 p.u. and the number of iterations to converge 1s
found to be independent of the combinations of measurements.
In practice a convergence tolerance would be much higher
than 0.0001 p.u. and the weighting matrix is pgenerally
tuned, in the absence of precise knowledge of covariance. In
all such cases, the proposed algorithm would lead to
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convergence and accuracy.
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Errors 1in

estimated voltage magnitude and

angles and
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Error in
estimated
variables

algorithm algorithm

New

WLS

Maximum
Average

.002267
.002075
.000099

0.003403
0.003193
0.000146

Maximum
Average

. 040560
.026297
.011660

0.075630
0.046660
0.013970

Real
Injection
(MW)

Maximum
Average

Reactive
Injection
(MVar)

Maximum
Average

Real
Lineflows
(MW)

Maximum
Average

New WLS
algorithm algorithm
10%

0.005813 0.017060
0.004527 0.016000
0.000632 0.000605
0.232700 0.386750
0.139500 0.238640
0.075900 0.071391
2.1846 5.6630
0.4133 0.5050
0.1361 1.0890
0.2348 0.2321
0.1926 3.9712
0.0318 0.4335
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Reactive Maxirum 0.2201 0.1920 1.0818 0.9626
Lineflows Average 0.0214 0.0259 0.1508 0.1298
(MVar)
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