ABSTRACT

IsoEthernet is an integrated services LAN directed at multimedia applications. It enables the carrying of 6.144 Mb/s of isochronous data
(96 B-channels at 64 kb/s each) in addition to 10 Mb/s of 10Base-T traffic using the existing 10Base-T wiring infrastructure. A
10Base-T mode of operation accommodates existing 10Base-T equipment. Interoperability with 10Base-T networks is
provided for packet traffic. IsoEthernet is being standardized by the IEEE 802.9 standards committee.
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soEthernet is the first multimedia-capable network that

offers an attractive solution for the desktop. It brings to
the desktop a standards-based melding of circuit-mode and
packet-mode data, supplying the full functionality of both a
private branch exchange (PBX) network and a local area net-
work (LAN) with video data services. IsoEthernet is being
specified by the IEEE 802.9 standards committee.

IsoEthernet is an enhancement of Ethernet (10Base-T)
that includes a 6.144 Mb/s isochronous data service in addi-
tion to the 10 Mb/s Ethernet packet service. It uses the same
physical media and essentially the same media line rate as
does IEEE 802.3 10BASE-T. As a superset of IEEE 802.3
10Base-T, IsoEthernet readily provides an upgrade for IEEE
802.3 10Base-T with the capability to transport isochronous
data streams along with the normal packet data. For backward
compatibility, it interoperates with existing IEEE 802.3
10Base-T end stations.

Figure 1 illustrates a multimedia service using IsoEthernet
as the integrated services LAN. A typical IsoEthernet configu-
ration includes a set of multimedia end stations connected to
an access unit (AU) in a star configuration. The network side
of the AU offers connections to both an integrated services
digital network (ISDN) and a 10Base-T LAN, providing glob-
al connectivity. Each end station can simultaneously access
ISDN (up to 6.144 Mb/s for isochronous traffic using four pri-
mary rate connections) as well as 10Base-T LAN (10 Mb/s
packet traffic) services.

By providing a network that accommodates both packet traf-
fic and an isochronous data stream, IsoEthernet allows existing
packet-based applications to be run side-by-side with the new
multimedia applications, a very important consideration to users.

In this article, architecture, operation, and applications for
IsoEthernet are presented, along with comparisons to other
evolving and related technologies. This article concludes by
describing the ongoing standards activities of the IEEE 802.9
Standards Committee to further enhance IsoEthernet.

For ease of reading, the following naming conventions will be
followed throughout this article. Interfaces conforming to the
IEEE 802.9a standard on ISLAN-16 will be referred to as IsoEth-
ernet; hubs or access units conforming to the IEEE 803.9b
standard for AU-to-AU interworking will be referred to as
IsoEthernet access units, or simply AUs; and multimedia-capable
IsoEthernet workstations will be referred to as end stations (ESSs).

ISOETHERNET ARCHITECTURE

Figure 2 shows an example of an IsoEthernet network config-
uration. End stations are connected point-to-point to AUs
using category 3 unshielded twisted pair (UTP). A typical con-

figuration (Fig. 1) may include a server and a set of multime-
dia ESs individually connected to the AU. Conventional ana-
log telephones or PCs which do not conform to IsoEthernet
may be configured using an IsoEthernet terminal adapter.

The network side of the AU is connected to the ISDN
wide area network (WAN) as well as to a 10Base-T LAN.
Current implementations of IsoEthernet support both a basic
rate interface (BRI) and a primary rate interface (PRI) con-
nection to ISDN. The AU acts in a hub capacity to connect to
the 10Base-T LAN.

Thus, both 10Base-T packet traffic and 6.144 Mb/s
isochronous traffic — corresponding to 96 B channels at 64
kb/s — are accommodated by IsoEthernet and may be con-
nected across the WAN. )

PHYSICAL CHANNEL

IsoEthernet uses category 3 UTP between each multimedia
workstation and the AU, which is the same medium as that of
10Base-T LANs. The key to the additional bandwidth provid-
ed is the use of 4B/5B coding, achieving 80 percent transmis-
sion efficiency as opposed to the 50 percent transmission
efficiency of 10Base-T Manchester encoding. The use of
4B/5B coding results in a gain of 60 percent in the capacity of
the existing infrastructure without increasing the stress on the
physical link. This increase facilitates the transport of 6.144
Mby/s over and above the 10 Mb/s currently used for 10Base-T
LANSs. Thus, IsoEthernet brings multimedia applications to
the desktop without the requirement to rewire the existing
10Base-T LAN infrastructure.

IsoEthernet uses a 20.48 MHz clock rate (as compared to
a 20 MHz clock rate for 10Base-T). Using 4B/5B nonreturn to
zero inverted (NRZI) encoded data provides a line data rate of
16.384 Mb/s and an effective line data rate of 16.304 Mb/s
(multiservice mode) or 16.032 Mb/s (all-isochronous mode).

Figure 3 conceptually shows the data services accommodat-
ed by IsoEthernet over UTP category 3 cable. In addition to
the 10 Mb/s packet traffic and 6.144 Mb/s isochronous traffic,
IsoEthernet also provides a D-channel and an M-channel for
signaling (64 kb/s) and maintenance (96 kb/s), respectively.

An IsoEthernet link may operate in an IEEE 802.3 10Base-
T mode to provide connectivity to existing Ethernet-only sta-
tions. In this mode of operation, data formatting, encoding,
and clocking on the physical medium are identical to those of
10Base-T. The data rate is 10 Mb/s using Manchester encod-
ing with a 20 MHz clock rate.

For IsoEthernet operation a time division multiplexing
(TDM) frame is used. A TDM frame is exchanged between
each end station and the AU every 125 ps. The period of 125
us represents 2560 ticks of the bit clock for the 20.48 Mb/s
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4B/5B encoded data. The 2560 bits of 4B/5B
encoded data correspond to 256 bytes of decod-
ed data since 4B/5B coding requires 10 encoded |

bits for each byte (two symbols) of decoded 16.384 Mby/s 16.384 Mb/s IsoEthernet terminal
data. adapter

The 4B/5B coding potentially results in a 16.384 Mb/s
total of 32 5-bit codes for transmission. Of
these 32 5-bit codes, 16 are used to encode 4 IsoEthernet
bits (one symbol) of hexadecimal data, 5 are -

used for control symbols, 4 are reserved, and 7
are invalid and not used. The 5 control symbols
are: J and K, which are unique in the code set
and are used together as the TDM start delim-
iter; I, which is all 1s and is used as the idle
symbol; S, which is used to indicate no data;
and U, which is used to indicate unaligned data.

Cat. 3 UTP
IsoEthernet access unit (AU)

Desktop PC Voice 1

phone

ce - Voice
16.384 Mby/s

10BASE-T
PRI LAN

R
Public switch

TDM frames start with a JK symbol pair,
which delineates the TDM frame and conveys
the 125-us clock across each IsoEthernet link.
A negotiation using M-channel data has estab-
lished which component — it may be either an IsoEthernet
hub (AU) or an end station — is the master chosen to gener-
ate the 125-us clock that is, in turn, to be used by all compo-
nents in a specific IsoEthernet AU configuration. This clock is
passed throughout the configuration, since the start of a TDM
frame can be used by each receiving port to establish the 125-
us clock that it, in turn, uses to generate TDM frames for
transmission. By this means one, and only one, master 125-us
clock is recognized for TDM frame generation.

Table 1 shows how the 256 bytes of data in each TDM
frame are allocated to the four data services that IsoEthernet

n Figﬁre 1. IsoEthernet multimedia conﬁgurd;féﬁ. example

provides. Interleaving of these four data services in the flow of
data of an IsoEthernet link is on a symbol (1/2 byte) basis
since this provides a smooth flow of data, reducing buffering
and decreasing delay through IsoEthernet components. These
services are full-duplex, except for the P-channel for which
considerations of compatibility with 10Base-T LAN dictate
half-duplex operation. Although the link capacity would allow
full-duplex operation in IsoEthernet for 10Base-T LAN con-
figuration, existing 10Base-T installations are almost exclusive-
ly half-duplex.

LoGicAL CHANNELS

C———— The physical channel TDM frame
transports four logical channels
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Multimedia network Multimedia 10 Mb/s packet channel. Whenever
end station IsoEthernet, % IsoEthernet| end station 10Base-T LAN services are
access access ‘required, the IEEE 802.3 medium
. ‘ h . )
unit (AU) Soir;%?cous Pacfl}?t unit (AU) access control (MAC) frames are
X traftic transported over the P-channel.
ISDN The C~channel is the isochronous
channel. It consists of 96 full duplex
i o Backbone N B-channels (64 kb/s per B-chan-
Multimedia Multimedia
end station network end station nel) or 248 B-channels, depend-
ing on the IsoEthernet mode of
soEthernet <« WAN —» soEthernet operation. When IsoEthernet sup-

L.

ports 6.144 Mb/s full-duplex

M Figure 2. IsoEthernet network conﬁgur(.zmt-ion example.

isochronous services, 96 B-chan-
nels are provided by the C-chan-
nel. When IsoEthernet supports

IsoEthernet link

End ==
station o<

‘/

i *Note: The 10BASE-T service may be half-duplex.
it may be eliminated, resulting in a 15.872
Mb/s full-duplex isochronous service.

10 Mby/s - *10BASE-T packet traffic + :
6.144 Mbys - Isochronous data stream +
64 Kb/s - D-channel (signalling channel) +
96 Kby/s - M-channel (maintenance)

IsoEthernet access unit

10 Mby/s - *10BASE-T packet traffic +

6.144 Mb/s - Isochronous data stream + |
64 Kb/s - D-channel (signalling channel) + 5
96 Kb/s M-channel (maintenance) ;

T 15.872 Mb/s full-duplex
: isochronous services, 248 B-chan-
nels are provided by the C-chan-
nel. The C-channel bandwidth is
used for ISDN services.
: The individual B-channels
i within the C-channel may be
‘ aggregated in any combination to
create multiple channels of N x
64 kb/s. A common aggregation is
6 B-channels (HO) corresponding

M Figure 3. IsoEthernet link services.

to the 384 kb/s commonly used
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TDM frame |

P-channel

; 10 'Mb/s"? L

Data rate

H.320 component is the basic narrowband video
conferencing facility that facilitates video confer-
encing between different sites. It supports video
data rates from 64 to 1920 kb/s. A typical ES for

© - packet data _IsoEthernet may have a conferencing sess_ion that
[ involves transport of 384-576 kb/s for video, 64
~ C-channel kb/s for high-quality voice, and 128 kb/s for col-
i - isochronous bearer 96 6.144 Mb/s 248 15.872 Mby/s laborative data. The most commonly used video
! - — 5 T rate is 384 kb/s. The T.120 component facilitates
, D-channel . S e T g e b multipoint video conferencing. There is also an
.- signaling channel, 1.~ 1 |64 Kbis [ T 164KbS | internal management function to facilitate inter-
| M-channel ' working between different components within the
: 196 Mb/s ES. The ES has application tools such as Win-

- maintenance 1.5 96 kby/s 1.5

Overhead and - .
- miscellaneous.. .. - ) T

(80.Kkbys. -

352kb/s o

dows to provide a user-friendly environment for
the multimedia conferencing application.
The IsoEthernet interface provides basic pro-

16.384 Mbys 256

Total 256

16.384 Mb/s

tocol support for transport of isochronous and
packet-mode communications. Software support

for IsoEthernet includes support for signaling
services for ISDN connection [2, 3].

M Table 1. IsoEthernet data services.

for video conferencing. Since these channels support
isochronous transmission, a guaranteed quality of service may
be provided [1].

The D-channel is a full-duplex 64 kb/s channel used to
exchange signaling information between an ES and the IsoEth-
ernet AU. One byte of D-channel information is transported in
each TDM frame. IsoEthernet uses ISDN signaling protocols
with extensions to support multicasting and supplementary ser-
vices (i.e., call transfer, call forward, and conference call) [2, 3].

Signaling procedures based on ITU Q.931 are used over
the D-channel to set up these N x 64 kb/s connections between
one end station and another. The second end station may be
remote, using an ISDN connection and signaling procedures.

The M-channel is a full-duplex 96 kb/s channel. It is used
to exchange maintenance information between an IsoEthernet
AU and an end station. One-and-a-half bytes of M-channel
information is transported in each TDM frame. The M-chan-
nel data is connected with the control function; however, it is
not forwarded to the backbone networks. The information it
carries includes link synchronization status, maintenance
requests/grants, master/slave status, D-channel capability,
loopback, backup power status, and error status.

MULTIMEDIA END STATION ARCHITECTURE

In order to fully utilize the capabilities of IsoEthernet, it is
important to note that the desktop end station should be
capable of supporting multimedia applications. In this context, a
typical ES consists of a screen, a keyboard, a mouse, video and
audio encoders/decoders (codecs), and speakers for broadcast
audio with stereo capability. The screen should be capable of
displaying full-motion video, still images, and a whiteboard.
Also, the ES should be able to use all existing Windows and
other software applications for supporting different mulitime-
dia applications. In IEEE 802.9 standards, this ES is referred
to as integrated services terminal equipment (ISTE).

Figure 4 depicts the block diagram of a multimedia ES.
The video component consists of an input/output (I/O) for an
external screen and an H.320 conferencing component. It may
also have an external video output for a conventional televi-
sion display. The primary video codec is based on H.261. The
audio component consists of an audio codec and an I/O for
external speakers and an H.320 conferencing component. The
whiteboard data is for interactive data applications. The

The use of the H.261 codec and H.320 video
conferencing system facilitates the portability of
applications in multiple workstation platforms. In
addition, the use of H.320 permits synchroniza-
tion of voice and video decoding; there is no buffering or
delayed adaptation required for multimedia conferencing.
Also, with the isochronous service, there is no loss such as the
frame Joss encountered in packet mode services.

ACCESS UNIT ARCHITECTURE

Figure 5 depicts the architecture of a typical AU. It offers
multiple IsoEthernet interfaces for connecting ESs, and back-
bone interfaces for both ISDNs and 10Base-T LANs.

The control function provides for the overall operation
within the AU. It has access to both D-channel and M-chan-
nel information. Control includes signaling, bandwidth allocation,
and buffer management functions. Signaling is responsible for
providing the signaling to establish isochronous connection
between ESs, and providing a global isochronous connection
to remotely located ESs. Bandwidth allocation provides the
bandwidth allocation for the C-channel operation.

The switch/multiplexer function provides switching/multi-
plexing for the 96 B-channels (multiservice mode) or 248 B-
channels (all-isochronous mode), and the connection for the
isochronous traffic to the backbone network. The packet
switch/repeater function provides the connection for the 10Base-T
traffic to the backbone network.

_Whitegboar.t.j:/.

~ Video data
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P-channel

MODES OF OPERATION | IsoEthernet C-channel(s)
| media D-channel

IsoEthernet supports three modes of M-channel
operation between the AU and its
connected ESs. These are selected
based on ES capabilities and service
requirements. These modes are: IsoEthernet | P-channels bf?lfé‘gf.e
* 10Base-T mode ES #1 ™ network
* Multiservice mode D-channels | (10BASE-T)
¢ All-isochronous mode —

These alternate modes of opera- .
tion use the auto-negotiation signal- M-channels ;
ing developed for IEEE 802.3
networks. The increasing number of
types of links becoming available — '5°§§“§;§‘e—t— ; ssg;mggﬁ:s
10 Mb/s, 100 Mby/s, full-duplex, and so C-channels | ™ network
on — necessitate the development of IsoEthernet access unit : (ISDN)
a means of signaling basic informa-

tion about the link and the attached

equipment over the medium of a qui-
escent IEEE 802.3 link. Auto-negoti-
ation is backward-compatible with the ‘
current IEEE 802.3 link integrity test for 10Base-T signaling,
yet broad enough to encompass IsoEthernet and its two varia-
tions: multiservice and all-isochronous. Auto-negotiation uses
a series of pulses that are transmitted every 2 ms over quies-
cent links. These pulses delineate 16 intervals which provide
for the transmission of 16 bits of binary data.

10Base-T Mode: 10Base-T Packet Data Only — In
10Base-T mode, IsoEthernet allows the port of an IsoEther-
net AU to be connected to an ES requiring a conventional
IEEE 802.3 10Base-T connection. In this mode, carrier sense
multiple access with collision detection (CSMA/CD) packet
data is handled, but there is no isochronous data associated
with it. The D- and M-channels are also not available. The AU
port switches to a 10Base-T mode of operation. Thus, each
end station operates as a 10Base-T device, and the AU oper-
ates as a 10Base-T repeater [4] for that ES.

Multiservice Mode: Normal IsoEthernet Mode — In
multiservice mode, the C-channel provides 6.144 Mb/s or 96
B-channels of full-duplex isochronous data, and the 10 Mb/s
P-channel is used as a half-duplex CSMA/CD channel for
10Base-T LAN services. The D-channel (signaling data) and
M-channel (maintenance data) are also available.

Table 1 details the allocation of the 256 bytes of data con-
tained in each TDM frame and the services offered for the
multiservice and all-isochronous modes.

All-Isochronous Mode: All-Isochronous Data — In all-
isochronous mode, an IsoEthernet AU port may be connected
to an ES or another device, such as a video server, that
requires increased bandwidth for isochronous data. The all-
isochronous mode eliminates the P-channel bandwidth with
the freed-up bandwidth being used for isochronous traffic. In
this case the C-channel(s) is 15.872 Mb/s, which is the equiva-
lent of 248 B-channels, each at a rate of 64 kb/s. The D-chan-
nel (signaling data) and the M-channel (maintenance data)
are also available.

ISOETHERNET OPERATION

The mode of operation for an IsoEthernet link between dn
ES and an AU is chosen at power-up time. If 10Base-T mode
is selected, the link is configured to provide half-duplex
10Base-T packet channel operation. In multiservice or all-
isochronous mode, the link reverts to the IsoEthernet TDM
frame mode of operation.

M Figure 5. Access unit architecture.

The 10Base-T packet traffic is forwarded via the
switch/repeater function in the AU. It may be directed to an
ES located locally or remotely via the IEEE 802.3 network
and its WAN connections.

For isochronous traffic, an isochronous connection is
established by signaling over the D-channel. These are negoti-
ated in terms of N x 64 kb/s of bandwidth. Connection estab-
lishment procedures are similar to those of ISDN.
Connections may be between locally located ESs, or alternate-
ly, one of the stations may be remotely located. In the latter
case, connections are established over the ISDN backbone.

COMPARISON WITH OTHER RELATED
MuLTIMEDIA NETWORK TECHNOLOGIES

To best understand the importance of IsoEthernet and the
unique advantages it offers, it is useful to look at some
multimedia concepts and requirements. The term “multimedia”
is often abused. As used herein, multimedia includes conven-
tional packet data traffic, but also encompasses video data,
audio data, and any other data traffic that has requirements on
the maximal delay and delay variation. Traffic subject to such
delay requirements is widely referred to as real-time traffic.

While this article often takes the perspective of the basic
multimedia services offered, such as video and audio, it is
important to understand that the driving applications, which
are complex and varied (e.g., video conferencing, distance
learning, and collaborative computing), often depend on a
combination of these basic service components. Let us look at
some of the more important requirements common to a num-
ber of these applications.

MULTIMEDIA NETWORK REQUIREMENTS
Participants in a multiparty multimedia video teleconference
have stringent requirements on real time traffic. They may be
viewing images of one another or a selected subset of the par-
ticipants. They may be sharing and editing documents, the
whiteboard, or still images. They may all be receiving the
identical audio or video content from some remote server,
with one or more of the participants possibly controlling or
otherwise participating in the playback. Alternatively, video or
still images may be generated by one of the participants, with
pointer and/or by voiceover, and transmitted to the other par-
ticipants.

These modes of operation put stringent requirements on
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IsoEthernet provides an

networks that connect multimedia

ESs. Consider the following:

* End-to-end delays must not be
too large, or an unacceptable
delay is observed by the par-
ticipants whenever an interac-
tive interchange takes place
between remote participants.

* Video must be in synchroniza-
tion with audio, or the sound
of, for example, a tennis ball
being hit will not match the
video event.

* The pointer must be in synchronization with video, or one
participant cannot point to a video and differentiate one
object or action from another for the other participants.

* The pointer must be in synchronization with audio, or
one participant cannot point to a series of items in a doc-
ument and vocally differentiate one from another for the
other participants.

* Data must not be lost. Data loss becomes particularly seri-
ous when compression techniques are used, since even the
loss of a small amount of data may have a serious effect.
For certain applications these examples require that the

end-to-end delay does not exceed 150 ms [5] and that differ-
ent components, such as the video and audio of the same mul-
timedia connection, do not have a path differential exceeding
50 ms [5]. To satisfy the first requirement, network delays
between ESs must be minimized. In some cases, due simply to
the large physical extent of a network, the delay between ESs
will necessarily exceed 150 ms, compromising the quality of
service realized. The second requirement prohibits different
components of a multimedia connection from using different
paths through the network, or, if they do, requires that path
delay equalization be applied.

ISOETHERNET PROPERTIES

IsoEthernet provides a 10Base-T packet channel which has
identical characteristics to the 10Base-T packet channel pro-
vided by IEEE 802.3. This means that IsoEthernet can pro-
vide an equivalent packet sexvice, and is able to switch to
actual 10Base-T operation to accommodate non-IsoEthernet-
capable ESs. An AU may form part of an IEEE 802.3 net-
work with the IsoEthernet 10Base-T packet traffic switched,
bridged, routed, and so on in the IEEE 802.3 networks exactly
as IEEE 802.3 native packet traffic is.

Of real interest in meeting multimedia requirements is the
isochronous traffic that can be carried in real time by IsoEthernet.

In contrast to a packet-based network, in an isochronous
network the data flows smoothly throughout the network
using preallocated bandwidth and incurring no contention
delays. There is no need to collect a packet’s worth of data at
any point in the network before the next action can be taken.
The delay much more closely matches the fundamental physi-
cal delays of network elements and will consequently be con-
siderably less than the delay of a corresponding packet
network. Delay variation (jitter) will be introduced at the
interface between clocking domains to achieve alignment
between the 125-us clocks, but this delay variation can be
managed to be considerably less than the delay variation
introduced by a corresponding packet network.

Consequently, the important elements of overall delay can
be much reduced in a fully isochronous network.

IsoEthernet is the only fully isochronous network available
at a viable cost-performance point that enables an isochronous
network to be extended all the way to the desktop. As a result, it is
the only LAN that offers the hope of realizing the goal of 150 ms

10BASE-T packet channel
~ which has identical
characteristics to the
10BASE-T packet channel
provided by IEEE 802.3.

delay from desktop to desktop [5]
in complex networks which span an
enterprise network or countries.
This fact, coupled with IEEE 802.3
interoperability and an easy IEEE
802.3 10Base-T migration path,
makes IsoEthernet an attractive
choice to bring multimedia to the
desktop.

PACKET NETWORKS
Packet networks are not well suited
to multimedia applications. Simply making a higher-speed
packet network does not address the requirements of multi-
media applications.

Network Delay Considerations — The overall delay require-
ments of multimedia are extremely difficult (one might argue
impossible) to satisfy using a packet network. In the real-time
world of multimedia devices, data is a continuous flow —an
isochronous data stream. In contrast, packets contain a finite
number of bytes (often a large number to increase efficiency)
of data that are handled as one entity at various points in the

- network. The isochronous data for multimedia devices has

been generated over a given time period at the source and is
to be used over a similar time period at the destination.

To convert this isochronous data stream at the source to a
fixed-length packet format and then convert it back at the
destination adds both delay and delay variation at both ends,
to say nothing of the hardware cost. Furthermore, there may be
a number of the components in the path between the ESs that
will have to receive, store, and forward the packets. Because
of the fixed-length nature of packets, these components will
necessarily add both delay and delay variation. At any inter-
face between the LAN and the WAN, it will be necessary to
adapt the packets to the WAN, which is an isochronous net-
work. This also adds both delay and delay variation. )

To make matters worse, in a real packet network there will
be other packet traffic, and thus points of contention for
bandwidth that will cause additional packet delay and further
increase the delay variation. Furthermore, packets can
become lost in transmission, a nonevent that must be detected
with a time-out function.

Delay variation presents a challenge throughout the net-
work. Since the original data source presents an isochronous
data stream and the destination requires an isochronous data
stream, all the delay variations must be resolved in the net-
work. There is only one way to do this, which is to insert a
variable delay equal to the maximum possible delay variation
so that the earliest arriving packets can be delayed to match
the latest packets, which would have no delay inserted. Pack-
ets between the two extremes would have .corresponding delay
compensation added. Thus, the resultant delay of each net-
work component becomes the maximum delay plus the maxi-
mum delay variation.

Path Differential Considerations — As noted above, the

_ path differential delay for different data components of multi-

media communications between ESs must be minimized, with
a differential of 50 ms suggested as acceptable. At the source
ES the various data components are generated as isochronous
data streams. These must travel the same path or between
ESs or much greater path differential delay times will be
experienced.

In a packet network these data components might typically
be combined into a series of packets such that each packet
contains all of the data from an ES for a given time period,
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Integrated
services

regardless of its nature. This can add consider- backbone
able complexity at both source and destination. | . Packetand network #n

In an isochronous network, however, the dif- isochronous traffic IsoEthernet
ferent data components of an ES’s traffic can #2 access unit
easily be multiplexed into the same isochronous ‘ lsoEthernet | A —— Ll I
service. This then ensures that the proper time access unit IsoEthernet | .= L. | IsoEthernet
relationships are preserved among the different | ... | ™ 0 .;;I.E"tl[\emet access unit ES
data components of the connection. In some cases, ~ _ . I Eﬂl\ t
where a single channel with sufficient bandwidth ES sostherne Es |
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nels. This inverse multiplexing function may be
supplied external to the IsoEthernet at the
WAN connection or as part of the IsoEthernet AU.

The advantages of IsoEthernet, allowing the
isochronous network to be extended all the way to the desktop,
are again evident.

ATM Networks — ATM networks are based on the univer-
sal use of 53-byte cells. This small size alleviates many of the
delay problems inherent in packet networks which use larger
packets in that much smaller units of data can be handled at
each step of the process. The rather small cell size does, how-
ever, introduce a number of complexities. Specifications are
being developed for ATM networks that resolve these com-
plexities while taking advantage of the reduced delays possible
using 53-byte cells. These specifications have added many
other technical innovations. Signaling procedures similar to
those used for isochronous data streams are being specified.

The result is a compromise — a network with performance
characteristics somewhere between a packet network and an
isochronous circuit-switched connection. Large packets of
LAN data are divided into 53-byte cells for a smoother flow
of traffic than would occur in a true packet network.
Isochronous traffic, on the other hand, is collected into 53-
byte cells for a somewhat more uneven transmission than
would occur in a true isochronous connection.

Much has been heard about the promise of ATM technol-
ogy to satisfy all classes of traffic demands, including those of
both packet and isochronous traffic, in an integrated scalable
network. The fulfillment of this promise and attainment of the
great expectations for ATM networks remains to be realized.
At this time, IEEE 802.3 CSMA/CD technology remains firm-
Iy entrenched in the LAN, but fails to satisfy the quality-of-
service needs of isochronous traffic.

OTHER ISOCHRONOUS NETWORK TECHNOLOGIES
Several other isochronous network technologies are of inter-
est. These include fiber distributed data interface II (FDDI-
IT) and IEEE 1394, both real time networks based on a TDM
frame structure with jitter and overall delay characteristics
similar to those of IsoEthernet.

FDDI-If — FDDI-II [6] has an ideal set of qualifications as an
isochronous backbone for a network of IsoEthernet AUs. It
can carry up to 100 Mb/s of mixed packet and isochronous
traffic and can span a distance of up to 100 km. The wideband
channels of FDDI-II each accommodate 6.144 Mb/s of
isochronous traffic, exactly matching the bandwidth of IsoEth-
ernet isochronous traffic. In a configuration such as the one
shown in Fig. 6, FDDI-II would provide an ideal solution for
the integrated services backbone network.

FDDI-II has been standardized, and is currently available
in products. However, the range of deployment of FDDI
products at this time is somewhat more limited than one
might have hoped.

n Figu re 6.“Integmted- services backbone conﬁéumtion exam})le.

IEEE 1394 — IEEE 1394 [7] has gained acceptance as the
LAN for use with PCs, carrying both packet and real-time
isochronous information. IEEE 1394, like IsoEthernet, uses a
TDM frame structure. In this case, 4-byte quadlets of batch
and real-time data are multiplexed on a serial bus to accom-
modate both packet and isochronous traffic. The serial bus
structure may link both backplane components and local units
via a cabled interface. Data rates of 100, 200, and 400 Mb/s
are offered.

IEEE 1394 provides for distribution of ISDN services in
the small-system environment and the home. In this capacity
it provides a perfect counterpart to IsoEthernet, which pro-
vides equivalent services but at a higher-end performance
point more suited to the corporate user. One can envision
applications based on the use of IsoEthernet at the corporate
provider level and IEEE 1394 at the private user level.

APPLICATION AREAS

Amajor application area for IsoEthernet is multimedia con-

ferencing. Typical user applications that require multime-

dia conferencing include:

¢ Distance learning

* Banks — kiosk-based interactive information exchange

* Healthcare — remote diagnostics

* Global industry — better customer service support and
telecommuting

IsoEthernet provides this capability with both packet-mode
services over 10Base-T LAN and isochronous services using
ISDN. Internet access for packet services is accomplished via
a 10Base-T LAN backbone connection.

Current implementations of IsoEthernet support multi-
point multimedia conferencing for configurations such as
those depicted in Figs. 1 and 2.

Multimedia ESs are connected to the AU at each site. Cas-
cading AUs provides for the connection of additional ESs at a
site. Multiple sites are connected using the AU ISDN PRI
access connection. Each ES participates in the conference
using H.320 384 kb/s video, 64 kb/s voice, and 128 kb/s collab-
orative data. The aggregate data of each ES are multiplexed
and transported on ISDN PRI. Also, the multimedia confer-
encing application is capable of supporting many different
PBX feature services, including multimedia call forwarding
and multimedia mailbox.

Some IsoEthernet implementations have used an additional
audio channel as a companion to the H.320 video conference call.

Another feature of video conferencing which has been
implemented using IsoEthernet is the facility of “managed
multiparty call.” The AU directs multiple H.320 calls to a
dedicated desktop. The desktop will manage to deliver multi-
ple videos to all ESs on an as-need basis. This is a useful fea-
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i IEEE 802.9 |LAN and ISDN services |Standard 1994, 384 kb/s video services Provides for both 4.096 Mb/s and 20.48
' published Mby/s physical layers
[ IEEE 802.9a | T0BASE-T and ISDN Standard 1995, Data services and 384 Provides for 16.384 Mb/s physical layers.
! services pubfished kb/s video services Several known implementations
i IEEE 802.9h | AU-to-AU Interworking |In progress Interconnects IEEE 802.9 LANSs |Specifies interworking over various
| via a backbone network backbone networks incdluding IEEE 802.9
and ISDN
‘ IEEE 802.9¢ |MOCS Standard 1995, Enables interoperability of Specifies management information
! In print multivendor management elements. Applicabie only to |EEE 802.9
. solutions
! |EEE 802.9d [ PICS Standard 1995, published|Enables interoperability of Protocol implementation conformance.
) multivendor protocol Applicable only to IEEE 802.9
| operations
! IEEE 802.9e |[ATM cell bearer service {In progress Provides ATM network services|Applicable only to IEEE 802.9a
i IEEE 802.9f |Remote terminal In progress Provides remote power to Applicable only to IEEE 802.9a
! powering maintain telephony services at
all times

II Table 2. Family of IEEE 802.9 ISLAN standards.

ture for distance learning. Access to Internet services using
10Base-T LLAN enables additional features such as delivering
documents from a Fast Transfer Protocol (FTP) site without
disrupting a multimedia conferencing setup via ISDN.

FUTURE DEVELOPMENT FOR ISOETHERNET

The IEEE 802.9 ISLAN standards committee which devel-
oped the standard for IsoEthernet is currently working on
future enhancements to IsoEthernet and other ISLAN stan-
dards. Table 2 lists the family of IEEE 802.9 ISLAN stan-
dards. Of particular interest to IsoEthernet is the ongoing
work on the following standards: IEEE 802.9b, AU-to-AU
interworking; IEEE 802.9¢, ATM cell bearer mode; and IEEE
802.9f, remote line powering.

IEEE 802.9b specifies the interworking of IsoEthernet
AUs. This standard specifies the interconnection and opera-
tion of AUs located either locally or remotely via a WAN
connection. Thus, it permits different IsoEthernet sites to be
connected by a backbone network as an enterprise network,
thus facilitating true scalability. Features transport may also
be achieved by other backbone networks.

IEEE 802.9¢ provides an enhancement to IsoEthernet by
adding an ATM mode of transport in addition to isochronous
and packet modes. This will enable IsoEthernet networks to
communicate with ATM-based backbones and WANs.

IEEE 802.9f provides an enhancement to IsoEthernet by
adding the capability to power ESs, or portions thereof, in
case of local power loss by providing 8 W of power on the
same cable as the IsoEthernet signal. This enables normal
operation of voice services to the desktop even if the associat-
ed ES is without power.

As markets become more sophisticated and competitive,
the need for multimedia services becomes an important
consideration for improving productivity in the increasingly
global competitive environment. IsoEthernet and its future
enhancements will interoperate and compete favorably with
other technologies in this marketplace. The IEEE 802.9
standards committee, with the help of industrial participants,
will provide an effective standardization process to move tech-
nology enhancements to the market, enabling the develop-
ment of multivendor products to coexist in an interoperable
manner.
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